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1. Introduction

Good schooling is frequently upheld as decisive in life, but empirical evidence remains quite
ambiguous when it comes to answers about what makes a school 'good', and about what it is that
people really value in education. Parents making school choices seem well aware of their preferences,
and go to great lengths to secure places for their children at their preferred schools. However, social
scientists have had mixed success in eliciting any general conclusions about these preferences.

Researchers in education have regularly used survey responses to learn about preferences for
schools (e.g. Coldron and Boulton, 1991; Flatley et al., 2001; and Schneider and Buckley, 2002). The
evidence from this field is that parents rank academic outcomes highly among the reasons for
choosing a school, but other factors play an important role, such as distance from home, school
composition, safety and well being. More recently, parents' actual choices of schools and teachers
have been used as an alternative way to uncover preferences for school attributes (e.g. Hastings et al.,
2005; and Jacob and Lefgren, 2007).

Apart from these examples, the vast majority of research in the field has looked for evidence of
the value of schools in the capitalisation of their benefits into housing prices — i.e. using the hedonic
valuation method. This wide-ranging international literature has shown that the demand for school
quality is at least partly revealed in housing prices whenever school places are assigned to
neighbouring homes. Gibbons and Machin (2008), Black and Machin (2010), Nguyen-Hoang and
Yinger (2011) and Machin (2011) provide summaries of recent evidence, all suggesting a consensus
estimate of around 3-4% house price premium for one standard deviation increase in school average
test scores. Bayer et al. (2007) offer a structural modification based on discrete housing choices that
provides a correction to the standard hedonic framework when preferences are heterogeneous, and
come to similar conclusions.

A limitation of this line of work is that — with only a few exceptions — it is confined to showing

that prices follow headline school performance measures based on school average test scores.



However, better school test scores could occur through improvements in school intake or through
faster pupil progress — potentially driven by teaching quality, school resources, peer effects and school
,effectiveness™ generally. One possibility is that parents pay for school output or value-added because
it represents what they expect their children to gain academically. A second possibility is that parents
pay for good peers and favourable school composition — which are school inputs — irrespective of the
likely contribution that these factors make to their own child's achievements." While the first
perspective is interesting from a policy point of view because it puts a price on interventions that raise
academic standards, the second one is relevant because of its implications for school segregation (e.g.
Epple and Romano, 2000). Clearly then it matters which of these drivers is important in determining
house prices.

A handful of papers have taken steps to disentangle these two channels of influence. Brasington
and Haurin's (2006) results appear to show that that school value-added and initial achievements both
have positive effects on prices, although this important point is lost in their conclusions. Kane et al.
(2005) also consider value-added and average test scores as alternative indicators of school
performance. However, they do not present specifications that include both indicators simultaneously,
and do not aim to provide persuasive evidence on the importance of value-added. In contrast, Clapp et
al. (2007) show that pupil ethnicity seems more important than test scores to home buyers around
Connecticut schools, although the authors do not have access to data on pupils' academic progress.
Other papers have looked at the importance of school expenditure relative to test score outputs. For
example, Downes and Zabel (2002) find that test scores are capitalised into local house prices,
whereas measures of school expenditures are not. Very recently, Cellini et al. (2010) use referenda
outcomes in California“s school finance system to suggest that house prices respond to the level of

capital expenditure per pupil and that this cannot be fully explained by changes in test scores.

' See Kramarz et al. (2009) for a detailed discussion, together with empirical tests, of the relative importance of pupil,
school and peer effects in determining test scores. Their findings suggest that a large part of the variation in test scores is
explained by pupil attributes, followed by school quality differentials. On the other hand, peers®characteristics matter less.
This result is consistent with Gibbons and Telhaj (2008), Lavy et al. (2011) and most other studies on peer effects.
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Occasionally other school attributes have been considered. For example, Figlio and Lucas (2004) find
that state-assigned school ratings have a transient effect on prices, over and above test scores,
suggesting that householders draw additional information about achievement from these grades, or
else value the ratings in their own right. Finally, Gibbons and Machin (2006) suggest that popularity in
itself raises prices, given that over-capacity schools command an additional premium relative to under-
capacity schools with equal performance.

Our paper moves this literature forward in a number of important ways. Our first contribution is
to delineate the house price response to educational value-added, which we treat as the school's
expected production output and as distinct from intake composition. To the best of our knowledge, our
research is the first to use a convincing identification strategy to show that parents significantly value
school value-added. Our results also suggest that parents value school composition, even if the latter
aspect is not a productive input (conditional on school value-added) in the educational production
function.

Our second contribution is to improve and test the boundary discontinuity regression method,
which has become the favoured research approach in this field as a way to mitigate the effects of
endogeneity induced by unobserved neighbourhood characteristics. We make several innovative
contributions to this methodology, which can be summarised as follows: (a) We set out clearly the
assumptions involved in identifying school quality effects on prices from discontinuities at admission
zone boundaries; (b) We extend the method to a context in which school admission zones are fuzzy,
overlapping and only partially bounded; () We combine matching methods with the regression-
discontinuity design to allow for a fully non-parametric specification of the way housing observables
affect price differentials across boundaries; (d) We incorporate in our models a variety of boundary
fixed effects and spatial trends to account semi-parametrically for between-district unobserved
heterogeneity (e.g. in refuse collection and policing) and trends in amenities across boundaries; (e) We
make full and better use of the data by inverse-distance weighting our regressions such that

identification comes from variation at the admission zone boundaries where neighbourhood

-3



heterogeneity is minimised. This is in contrast with previous work, which used samples restricted to
within fixed buffer-zones close to boundaries (e.g. 1/4 mile); (f) We perform a number of falsification
exercises and in particular a 'killer' falsification test which uses the quality of autonomous state
schools (church schools) that do not admit on the basis of residential location, but administer the same
standard tests as the mainstream schools that prioritise admission on place of residence.

A final advantage of our work is that we establish these findings using large scale administrative
data for the whole of England, and not just for one city (e.g. Boston or San Francisco) as done by
previous research. The size and coverage of our data makes the above strategies feasible, and allows
us to disentangle the price that parents are willing to pay for test score progression, as opposed to
'consumption' of better peers in a general and representative context. In particular, we use the test
score gain in standardized national tests between ages 7 and 11 to generate value-added measures of
school quality, and condition on test scores at age 7 as a marker for students' background. Although
age 7 achievements could capture pre-age 7 school value-added, we show that the price effects from
age 7 achievements that we detect in our results are almost completely explained by the background
characteristics of the school intake, and in particular students' eligibility for free meals (a proxy for
low family income).

To preview our results, we find that a one-standard deviation change in school average final test
scores brought about by school age 7 to age 11 value-added raises prices by around 3%. There is a
similar association between higher age 7 achievement and house prices, which can be mainly
attributed to the background characteristics of the school intake and not to pre-age 7 school quality.
On the other hand, we show that there is no house price premium associated to living close to high
quality schools that do not admit based on residence. This test —alongside other falsification exercises

— demonstrates that our findings for schools that prioritise admissions on the basis of school-home



distance are causal and not spurious.” In this respect, these exercises go much further than any
previous study in the field. Finally, various calculations show that the magnitude of this house price
response to school quality is plausible as a parental investment decision given the expected return in
terms of future earnings of their children.

The remainder of the paper has the following structure. Section 2 explains our methods. Section 3
discusses the context in which we apply our approach and the data setup. Section 4 presents our results
and discussion, focussing firstly on identification of the effects of school performance on house prices,
and then considering the role of value-added and school composition in this relationship. Finally,

Section 5 provides some concluding discussions.

2. Empirical Strategy

Methodological framework

Our empirical work uses a regression discontinuity design that builds on the geographical 'boundary
discontinuity' approach. This method was popularised for use in property value analysis by the work
of Black (1999), and has been employed several times since (e.g. Bogart and Cromwell, 2000;
Gibbons and Machin, 2003, 2006; Bayer and McMillan, 2005; Kane et al., 2005; Davidoff and Leigh,
2007; Fack and Grenet, 2010; Bayer et al., 2007, and very recently Ries and Somerville, 2011 on
boundary re-drawing in Vancouver). Closely related thinking provides the foundation of studies that
investigate the effects of market access when there are changes in national borders or their
permeability. Examples include Redding and Sturm (2008), who look at changes that occurred during
German division and re-unification, and Hanson (2003) who focuses on the opening of Mexican

border as a result of the North American Free Trade Agreement. In a similar vein, boundary

* Note that this is very different from the exercise of Fack and Grenet (2010), who concentrate on showing that house
prices respond ,Jess* to the quality of local non-autonomous school if there are autonomous schools in the area. The
authors cannot perform a similar falsification test because their autonomous schools (unlike ours) are private schools and
are not ,yanked* using comparable performance tables as state schools (once more, unlike our autonomous schools).
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discontinuities have been used to assess the effect of taxation on housing prices (Cushing, 1984), and
on the location of manufacturing firms (Duranton et al., 2006; Holmes, 1998).

The standard hedonic property value model is well known to economists (Sheppard, 1999). This
models property market prices (or, most commonly, log property prices) as a linear combination of
observable property attributes and the implicit prices of these attributes in the housing market. These
implicit prices can be estimated by standard least squares regression techniques. However, the
pervasive drawback with this approach is that researchers do not observe all salient property and
neighbourhood characteristics, leading to serious omitted variable issues. This problem is particularly
acute when neighbourhood amenity quality and local public good quality — like school quality —
depends on the distribution of characteristics in the local population. In such cases, any unobserved
attribute that raises local housing prices changes amenity quality through residential sorting, because
higher price houses are (on average) occupied by higher income households.

One way to mitigate this problem is to compare only close-neighbouring houses, because these
often tend to be quite structurally similar and self-evidently have near-identical neighbourhood
environments. Therefore, researchers can eliminate area effects in a house price model by taking
differences between houses that are in close proximity. However, this strategy is not useful for
obtaining implicit prices of neighbourhood attributes, unless there is a sharp discontinuity in the
supply of these attributes between close-neighbouring homes.

This last condition holds when school admissions are organised using contiguous pre-defined
admission zones: residents on one side of the boundary have access to a different school or set of
schools than do residents on the opposite side of the boundary. A researcher looking at the effect of
schools on house prices can therefore reduce the biases caused by unobserved neighbourhood
attributes by including attendance district boundary dummy variables in regression models (unless the
boundaries are particularly long), or by working with differenced data from a matched pair of
neighbouring houses on either side of the boundary. The empirical model underlying this approach is

set out below in a way that will help explain our empirical methods.
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The price ( p in logs) of a house sale, with characteristics X(C) in a geographical location ¢, is:

p=s(c)B+x(c)y+g(c)+e (1)

Where s (C) represents the school 'quality’ that home buyers expect to be able to access by residence

at ¢, prior to school admission, measured on the basis of school characteristics at periods prior to the
house sale. These characteristics include both school composition and effectiveness, and in our
empirical application we will try to estimate the effects of these different components separately. As

usual, & represents unobserved housing attributes and errors that are assumed to be independent of

xand ¢. The function g (c) represents unobserved influences on market prices that are correlated

across neighbouring spatial locations, such that the price varies deterministically with geographical
location, for example due to unobserved neighbourhood characteristics and amenities (other than
schooling). Location ¢ can be specified in various ways, most flexibly in terms of a vector of

geographical or Cartesian coordinates. We discuss this in more detail below.

Identification issues in geographical boundary discontinuity models

The fundamental identification problem arises because of the common dependence of prices, housing
characteristics and anticipated school quality on the unobserved attributes of location €. A spatial

differencing strategy eliminates common area fixed effects 9 (C) Taking differences between specific

houses I and j results in the following specification:

(pi=py)=(s(e)=5(c;)) A+ (x(0)=x,(¢,)) 9 (e) -9 (e;)+(ei-4)) @
This transformation, on its own, does not appear to offer advantages. Least squares estimates of

the implicit prices ( S,y ) are consistent if and only if the difference in unobservable price

determinants g(c;)—g (C j ) is uncorrelated with the difference in school quality s(c;)—s (C j ) and with

differences in other housing attributes X, (¢;)—X;

i (C i ) . This condition will not hold in general, and



consistent estimation of [ requires the researcher to find locations i, such that locally
COV[S(Ci )—S(Cj ), g(c)-9 (cj )J =0 and Var[s(ci )- S(Cj )J # 0 (conditional on observed housing
and neighbourhood characteristics). These two conditions will never be met simultaneously and

exactly, except for pathological cases’, for any continuous functions S(.), g () because the first
condition requires that ¢; = C;, which would violate the second. However, the two conditions can hold

approximately for closely spaced neighbours if s () is discontinuous and ¢ () is continuous such that:

Al: Var[g(ci)—g(cj )]—)0 as ‘Ci —Cj‘—>0, where ‘Ci —Cj‘ is the Euclidian distance

between house sales | and ] .
A2: Var LS(Ci )- S(Cj )J — 0 as ‘Ci - Cj‘ — 0, where @ is a positive constant (or positive

definite matrix if s is multidimensional).*
The geographical 'boundary discontinuity' approach amounts to an attempt to exploit Al by

choosing i, j to be as close together as possible, whilst ensuring that i, j are on different sides of an

attendance zone boundary to satisfy A2. Note that the geographical boundary discontinuity method
differs from standard regression discontinuity designs (Imbens and Lemieux, 2008) in which a single
forcing variable (e.g. voting share, such as in Lee et al., 2004) determines 'treatment' (e.g. party
affiliation of elected representative), although the general principle is similar.

In practical empirical settings, there are three main reasons why the identification strategy

sketched above could fail:’

3 For example if M _o.or 63(C)| _ 6S(C)| and 99 (C)| __ a9 (C)| such that C()V|:s((;i ) _s(c]_ )’ g (ci )_ g (c]_ )} =0.
oc oc |i oc |j ac |i ac |J_

*Note that assumption A2 is a necessary condition if there is to be any variation in school quality to allow estimation of an

associated hedonic price. On the other hand, A1 is sufficient, but not necessary, given the pathological cases outlined in

footnote 3.

> One additional assumption is that g (C) represents a spatially isotropic process, so that direction does not matter and

buyers do not care more about, say, bad neighbours to the left than bad neighbours to the right. If this is not the case then

even identical co-located properties may have different prices depending on which way buyers are looking when they make
their valuation.



(a) There are spatial trends in amenities across boundaries such that, even if assumption A1 holds

in principle, it is violated in practice because the distance between sales ‘Ci —C; ‘ in housing sales

samples is never exactly zero.

(b) There are boundary discontinuities in prices, not caused by school quality differences, which
violates assumption Al.

(c) School quality lacks any discontinuity at attendance boundaries, violating assumption A2.
Regarding case (a), highly localised factors (e.g. a noisy next-door neighbour) that influence sales

prices of individual homes, but are uncorrelated over space (i.e. they are 'noise',contained in & —¢; )

are not of serious concern. These property-specific factors do not affect housing market prices in a
way that could influence school quality through population sorting. However, we do need to be
concerned about spatially correlated amenities that could lead house prices on one side of a boundary
to differ on average from house prices on the other side. This situation could arise if, for example, one
attendance zone contained a rail station and another did not (see Gibbons and Machin, 2005, for
evidence of the amenity value of rail access). This would result in higher prices, richer families and
better schools in the 'station zone', and a spatial trend in house prices rising across the boundary
towards the station. Because of this trend, the price differential between houses on different sides of
the boundary grows with the distance between sales. Hence we could find a correlation between house
prices and school quality amongst closely spaced neighbours that is not caused by the demand for
school quality, but by residential sorting that is a consequence of demand for rail access.

Even if there are no gradual cross-boundary price trends, there can be cases of type (b), where
prices change sharply from one side of the boundary to the other. First, administrative attendance zone
boundaries may coincide with distinct geographical features, e.g. major roads, which partition

communities. If these communities are different, the boundary may create a discontinuity in average

housing prices over short distances that is not school-related, violating the assumption that g ( ) 1s

continuous. This is a common critique of boundary-based methods, and it is important to refute it.



Secondly, even without visible evidence of the boundary on the ground, houses on different sides ofa
boundary could have different directional aspect or outlook. Consider, for example, two long rows of
houses on an east-west running boundary, one with sunny gardens facing south and one with shady
gardens facing north. If residents with children prefer sunny gardens, then this aspect could be
sufficient to induce a housing price differential and a consequent school quality difference across the
boundary. Thirdly, contiguous districts may have different tax rates or offer different district-specific
amenities, like refuse collection or policing, generating a sharp discontinuity in prices that is not
caused by schools.

Lastly, lack of discontinuity of type (c¢) occurs if attendance boundaries do not, in practice, act as
a barrier to pupils attending schools in districts neighbouring their homes. This could happen if
changes in school policy have removed the importance of traditional attendance zones. Note however,
that even if some pupils can cross these boundaries, condition A2 will still hold. In fact, identification
(in the sense of condition A2) requires only that there is a discrete jump in the probability of attending
schools on different sides of the boundary as one moves from a residence on one side to a residence on
the other, but this change in probability need not be from zero to one — i.e. the discontinuity can be
fuzzy (Imbens and Lemieux, 2007). This change in probabilities ensures that there is a discrete jump

in expected school quality (before admission) from one side to the other.

Proposed methods to address the identification problems

A few of these identification concerns have been partly addressed in the existing literature. However,
we take these problems into much deeper consideration and go a long way further than existing work
in establishing the credibility of the boundary discontinuity approach in our empirical context. With
this purpose, we extend the standard methodology and produce a series of powerful robustness and
'falsification' checks. These key extensions and tests are as follows (numbered method M1-M9 for

recognition in the Results section below):
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MI.

M2.

M3.

M4.

Visually assess and statistically test for the presence of discontinuities: Drawing on the regression
discontinuity design literature (and similar to Bayer et al., 2007, and Kane et al., 2005), we
provide some graphical evidence and statistical tests regarding such discontinuities in area
characteristics.

Match property transactions with identical observable characteristics across administrative
boundaries. We pair up each house sale with the nearest transaction on the opposite side of an
administrative attendance district, where the transaction is of the same property type and occurs
in the same year (Gibbons and Machin, 2006, and Fack and Grenet, 2010 apply a similar
method). This approach borrows from the literature on non-parametric discrete-cell matching,
first pioneered by Rubin (1973). In our set-up, this equates to allowing the price effects of
matched property characteristics to vary by boundary.

Weight regressions to zero-distance housing transaction pairs. Earlier work (e.g. Black, 1999)
tested robustness to cross-boundary trends by selecting houses in increasingly narrow distance
bands along either side of the boundary, that is applying weights of 1 to transactions within a
specified boundary distance, and weights of 0 to those outside that distance. We generalise this
idea by weighting observations in inverse proportion to the distance between sales, such that
greater weight applies to observations that are close neighbours (on opposite sides of the
boundary). This is an important contribution of our approach, given that conditions A1 and A2
hold as the distance between paired transactions approaches zero. Re-weighting our analysis in
this way ensures that our identification predominantly comes from observations where the
identifying assumptions Al and A2 are most likely to hold.

Include boundary fixed effects in cross-boundary difference models. Our institutional context
(described below in Section 3) offers us multiple schools on each side of an attendance district
boundary, so school quality varies across boundaries and along a boundary within a given
attendance district. This data structure means we can control for boundary fixed effects (using

boundary dummy variables) in our cross-boundary differenced model, thus eliminating between-
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MS5.

Meé.

M7.

boundary variation due to unobservable factors fixed along to the boundary. This is crucial given
assumption Al and the problems with boundary-specific discontinuities highlighted in Section
2.2 under case (b).

Control for distance-to-boundary trends and polynomials. We follow the regression discontinuity
design literature by controlling for polynomial trends in 'distance' from the discontinuity (e.g.
DiNardo and Lee, 2004; Lee et al., 2004; and Clark, 2009). In our context, this 'distance' is
literally the geographical distance from attendance district boundaries. Like other studies in this

field, we impose some parametric structure, e.g. by specifying

g(c)-g (C,- ) = pud + p,d7 + pd] + py,d,; + p,d7 + pyyd, where d is the distance from sale I to the
boundary, and d; is the distance from the matched sale ] to the boundary. Note that we can

further control for different trends for each boundary by including boundary dummy x distance-
to-boundary polynomial trends, and allow for asymmetric trends on opposite sides of boundaries.
By explicitly modelling trends in prices as we move away from school district boundaries we act
to mitigate the issues discussed under point (a) in Section 2.2.

Restrict our attention to boundaries where pupils rarely cross. Our data is unique in allowing us
to observe whether pupils cross an admission district boundary to attend their school. Thus, we
can check that our results are not compromised by the 'fuzziness' of the school quality
discontinuity, or by the lack of it caused by excessive pupil movements across boundaries. This
allays the concerns highlighted in point (c) in Section 2.2.

Restrict attention to boundaries that do not coincide with obvious geographical features. Our
empirical analysis uses only inland school district boundaries that do not coincide with tidal
estuaries and rivers (e.g. the Thames in London). In addition, using Geographical Information
Systems (GIS) analysis, we can work out which attendance portions of the district boundaries
coincide with major roads, motorways and railways, and eliminate these cases from our study to

test their sensitivity to non-schooling related sources of price discontinuity as in point (b) above.
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MS.

MO.

Apply falsification tests using ‘fake’ attendance boundaries. We re-estimate our models using
differences between transactions in the same attendance district and using differences between
property transactions along imaginary attendance boundaries, created by translation of the
geographical coordinates. While the first method was applied in Black (1999), the use of
completely artificially translated boundaries is novel and provides a powerful and stringent
falsification test. A finding of a positive association between school quality and housing