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Wellbeing

What produces a happy society and a happy life? Thanks to the new science of
wellbeing, we can now answer this question using state-of-the-art empirical evidence.
This transforms our ability to base our decisions on the outcomes that matter most,
namely the wellbeing of us all including future generations. Written by two of the
world’s leading experts on the economics of wellbeing, this book shows how well-
being can be measured, what causes it and how it can be improved. The findings of the
book are profoundly relevant to all social sciences, including psychology, economics,
politics, behavioural science and sociology. This is the first field-defining text on a
new science that aims to span the whole of human life. It will be an invaluable
resource for undergraduate and graduate students, as well as policymakers and
employers who will be able to apply its insights in their professional and private
lives. This title is also available as Open Access on Cambridge Core.
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Introduction and Summary

Everyone wants to be happy.
The Dalai Lama

Let’s begin with a thought experiment. Suppose you were not you, but someone not
yet existing. Where would you want to be born? Would it be where people were
richest, or healthiest or best educated, however happy or miserable they were. Or
would you simply ask yourself, ‘Where are people most enjoying their lives, most
satisfied and most fulfilled?’ If that was your approach, you would be part of a great
tradition of thinkers (going back to the ancient Greeks and beyond) who believed that
the best society is the one where people have the highest wellbeing.

By wellbeing we mean how you feel about your life, how satisfied you are. We
do not mean the external circumstances that affect your wellbeing. We mean the thing
that ultimately matters: your inner subjective state – the quality of your life as you
experience it, how happy you are. We shall call this ‘wellbeing’ for short, but we
always mean ‘subjective wellbeing’.

Wellbeing, this book argues, is the overarching good and other goods (like health,
family and friends, income and so on) are good because of how they contribute to our
wellbeing. This idea is basic to the subject. It is illustrated in Figure I.1, which shows
some of the more obvious causes of wellbeing.

So the key to a happier society is to understand how these various factors affect our
wellbeing and how they can be altered for the better. Fortunately we have a whole new
science to help us do that – the science of wellbeing.

For many people, the motivation for this science is the simple idea that the
overarching goal for a society should be the wellbeing of the people. This philosoph-
ical idea is not new. In the eighteenth-century Anglo-Scottish Enlightenment, the
central concept was that we judge a society by the happiness of the people. But,
unfortunately, there was at the time no method of measuring wellbeing. So income
became the measure of a successful society, and GDP per head became the goal. But
things are different now. We are now able to measure wellbeing, and policy-makers
around the world are turning towards measures of success that go ‘beyond GDP’. This
shift is really important because, as we shall see, income explains only a small fraction
of the variance of wellbeing in any country.
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The movement to go beyond GDP brings together two main strands of thought.
First, there are those who for over 50 years have argued for wider indicators of
progress – the ‘social indicators movement’. This has involved a range of social
scientists including some economists like Amartya Sen. Then, second, are those
who fear for the sustainability of the planet and for the lives of future generations.
For all these groups, it has become natural to support the idea that the overall goal
must be the wellbeing of present and future generations.

Fortunately, we can now see more clearly than ever before what is needed to
increase our wellbeing. For over the last 40 years a whole new science has developed
backed by major new sources of data.

Measurement

The simplest way to measure wellbeing is to ask people ‘Overall, how satisfied are
you with your life these days?’. Typically, people are asked to respond on a scale of 0
(not at all satisfied) to 10 (very satisfied). People’s answers to this simple question
about life satisfaction tell us a lot about their inner state. We know this because their
answers are correlated with relevant brain measurements and with the judgements of
their friends. They are also good predictors of longevity, productivity and educational
performance (another reason for taking wellbeing seriously). And their answers
predict voting behaviour better than the economy does – which is a good reason
why policy-makers should take wellbeing very seriously!

There are two other ways to measure wellbeing. The first is usually called ‘hedonic’
and involves measuring a person’s mood at frequent intervals. The second is called
‘eudaemonic’. We shall describe both measures in Chapter 1 and explain why we
think life satisfaction is the most helpful – how we feel about our life.

Wellbeing

Mental health

Family/Social 
relationships

Physical health

Work

Income

Physical
environment

 

Good government

Values

Genes

Figure I.1 Some key causes of individual wellbeing
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If we focus on life satisfaction, there is a huge inequality of wellbeing in the world.
A sixth of the people in the world report wellbeing of 8 or above (out of 10), while at the
other end over a sixth report 3 or below (see Figure I.2). This is a huge difference, and,
from the wellbeing perspective, this is themost important form of inequality that there is
in the world. It is quite possibly the most important fact about the human situation.

So what does determine our life satisfaction? All human beings have similar deep
needs – for food and shelter, safety, love and support, respect and pride, mastery and
autonomy. How far these are satisfied depends on a mixture of what we ourselves do
and what happens to us – a mixture of us as ‘agents’ and of our ‘environment’. This
determines the structure of the book.

So in this introduction we shall first describe the structure of the book. And then, to
whet your appetite, we shall set out some of the findings in summary form. But don’t
worry if they are a bit condensed – all will become clear, chapter by chapter.

This Book

� The book begins with two general chapters (Chapters 1–2) on
fundamental concepts.

� Then Chapters 3–5 describe what we contribute to our wellbeing as ‘agents’
through
o our behaviour,
o our thoughts and
o our genes and our physiology.
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Figure I.2 Percentage of people in the world at each level of life satisfaction
Source: Helliwell et al. (2018a) Figure 2.1 Gallup World Poll 2015–17, Cantril ladder
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� Next, Chapters 6–17 describe how we are affected by our environment – what
happens to us:
o our family, our schooling and our experience of social media
o our health and healthcare services
o having work
o the quality of our work
o our incomes
o our communities
o our physical environment and the climate of the planet
o and our system of government.

� Finally, Chapter 18 shows how policy-makers can use this knowledge to choose
policies that create the greatest wellbeing for the people.

Our Behaviour

But why do we need policy-makers and governments at all? In the traditional
economic model, people do whatever is best for their own wellbeing, and the process
of voluntary exchange leads to the greatest possible wellbeing all round (subject to
some qualifications – see below). On this basis, laissez-faire will solve most problems.
But modern behavioural science challenges this view of the world, and a founder of
behavioural science, Daniel Kahneman, was awarded the Nobel Prize in Economics
for his challenging work.

There are two main problems. First, people are not that good at pursuing their own
best interests. Many people overeat or take little exercise. Some become addicts.
Others make changes that they think will improve their lives, without realising that
they will soon get used to the new situation and feel no better than before (the process
of ‘adaptation’). Moreover, people are hugely affected by how choices are presented
to them (like the choice over saving for a pension) – so their preferences are often not
well-defined. And in the short term, people are loss-averse – which can lead to greater
losses in the long term.

The second key issue is that everybody is hugely affected by how other people
behave (in ways other than through voluntary exchange). This is a case of what
economists call ‘externality’ – things that happen to you that do not arise from
voluntary exchange. Economists have always been explicit that ‘externality’ calls
for government action, but they have not always realised how pervasive externality
is in human life:

� It really matters to us what the pool of other people we live amongst is like – are
they trustworthy; are they unselfish?

� Other people (society at large) influence our tastes, for good or ill.
� If other people or colleagues get higher pay, this reduces the wellbeing we get from

a given income.

For all these reasons, there is a major role for governments and for educators in
affecting the context in which we live and thus our wellbeing.

4 Wellbeing
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Our Thoughts

But there is also a huge role for us as individuals: in determining how our experience
of life affects our own feelings. It matters how we think. For our thoughts affect our
feelings. The reverse is also true of course – our feelings affect our thoughts. But the
way to break into this cycle is by managing our thoughts. The importance of ‘mind-
training’ was stressed in many ancient forms of wisdom (such as Buddhism, Stoicism
and many religious traditions). But in the West, its importance has been re-established
in the last fifty years and proved by state-of-the-art randomised experiments.

In this story of discovery, the first step was cognitive behavioural therapy (CBT) –
for people with depression or anxiety disorders (led by Aaron T. Beck). These ideas
were then expanded into things we can all do, by positive psychology (led by Martin
Seligman). In addition, for many people, mind-training is increasingly learned from
Eastern practices like mindfulness and compassion meditation.

Our Bodies and Our Genes

Striking new research shows how these mental states affect the workings of the body.
At the same time of course, the reverse applies: physical interventions (like psychiatric
drugs or exercise) can also affect our minds.

But who are we? An important part of who we are is determined by our genes.
Evidence of their importance comes from two sources. The first are twin studies.
These show that identical twins (who have the same genes) are much more similar to
each other than non-identical twins are. For example, the correlation in wellbeing
between identical twins is double what it is between non-identical twins. Any parent
who has produced more than one child can see how children differ, even if they are
brought up in exactly the same way. Our genes matter and now we are beginning to be
able to track down which specific genes are important for wellbeing.

But our environment (social and physical) is also crucial. Moreover, in most cases a
person’s development depends not on two separate processes (genes and environment)
but on the joint interactive effect of genes and environment. So it is not possible to
identify separately which part of a trait is due to genes and which part to environment.
And crucially, problems that arise due to genes are often as treatable as those which
arise due to experience.

The Inequality of Wellbeing

So how does our experience affect us? The most general way in which to investigate
this is by looking at the wide differences in wellbeing across people and finding what
factors best explain them.

Of the huge variance of wellbeing in the world, nearly 80% is within countries.
And within a country the main ‘personal factors’ explaining the variance are (in
rough order of explanatory power):

5Introduction and Summary
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� mental and physical health,
� relationships at home and at work,
� relationships in the community,
� income and
� unemployment.

These factors are also the main ones that are responsible (in the same order) for the
prevalence of misery (measured by a low level of life satisfaction). So we need a new
concept of deprivation. It cannot be based on poverty alone. It must include everything
that stops people from enjoying their lives.

However, our wellbeing also depends on broader features of our society, things that
do not vary between people but do vary between societies. We can uncover these
factors by comparing wellbeing in different countries. These factors include the social
norms of trust, support and generosity and the degree of personal freedom. So, if we
look across countries, the main ‘societal factors’ that explain the differences in
average wellbeing are (in order of explanatory power):

� income per head,
� healthy life expectancy,
� social support,
� personal freedom,
� trusting social relations and good government,
� generosity and
� peace.

These two sets of factors (personal and societal) provide the framework for the second
half of the book. We look first at the more personal aspects of life (family, school,
health, work, income) and then we move to the more societal aspects (community,
environment and government). Here are some key findings.

Families and Schooling

Much of our adult life can be predicted from our childhood, and the best childhood
predictor of a happy adult life is not good academic performance but a happy
childhood. So what then determines whether a child is happy? Obviously parents
matter, but it also makes a huge difference which school you go to and which teacher
you are taught by.

At home, a child’s key need is unconditional love from at least one adult – together
with firm boundaries. The mental health of parents (especially the mother) is the most
important measurable factor affecting the wellbeing of children. Children are also
profoundly affected by how their parents get on with each other. Fortunately, there are
now good evidence-based methods for helping parents who are in conflict and for
reducing the likelihood of conflict in the first place.

Schools also have a major effect on children’s wellbeing – as much as all the
measurable characteristics of the children’s parents. So it is crucial that schools have

6 Wellbeing
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child wellbeing as an explicit, measurable goal. And, as many experiments have
shown, the life-skills of children can be significantly improved if these skills are
taught by trained teachers using well-tested materials.

Mental and Physical Health

However, at present at least a third of the population will have a diagnosable mental
health problem at some time in their life. For severe mental illness, medication is
required. But all mental illness should also be treated by the relevant psychological
therapy. Modern evidence-based therapies for depression and anxiety disorders have
at least 50% recovery rates, and they are quite short and inexpensive. But shockingly,
even in the richest countries, under 40% of people with mental health problems
receive treatment of any kind (including simply medication on its own). This is true
of both adults and children.

By contrast, in rich countries at least, most physical illness is treated. But chronic
physical pain continues to be very common, with a quarter of the world’s population
reporting a lot of physical pain yesterday. It is an important determinant of life satisfaction.

Though modern medicine cannot always eliminate pain, it has been extraordinarily
successful at extending the length of life. A comprehensive measure of social welfare
takes this into account: by multiplying average wellbeing by life expectancy. This
measure provides an estimate of the average Wellbeing-Years (or WELLBYs) per
person born. If we use this as a measure of the human condition, we can see just how
much the human condition has improved over the last century and over the last decade.

Unemployment

Another key aspect of the human condition is work. The relationship between work
and wellbeing is crucial and complex. One of the most robust findings to emerge from
wellbeing science is the profound cost of unemployment. Workers who lose their jobs
suffer declines in life satisfaction comparable with the death of a spouse. In some
cases, those affected fail to recover back to baseline levels of happiness years later,
even after returning back to work. The wellbeing consequences of unemployment are
about much more than lost wages. Work can provide us with a sense of meaning in
life, a source of human connection, social status and routine. When we lose a job, we
lose much more than a pay check. As a result, for policy-makers interested in
promoting and supporting wellbeing, reducing unemployment ought be a top priority
(and finding ways to do this without increasing inflation).

The Quality of Work

However, having a job is not all that matters. How we spend our time at work can be
just as important. Despite the overall importance of employment for life satisfaction,
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working turns out to be one of the less enjoyable activities for most people on a day-
to-day basis. While pay is certainly important, the extent to which we enjoy our work
proves to be even more dependent on a number of other conditions. Bad working
relationships (especially with managers) can profoundly undermine wellbeing at
work – for the average person, the worst time of day is when you are with your line
manager. In addition, being unable to work the hours we want to work or finding little
meaning in our jobs are central threats to wellbeing.

For companies and policy-makers, improving the quality of the workday may be
important not only as a matter of principle but also a matter of business. Happier workers
are more productive and less likely to quit or call in sick, while happier companies have
happier customers and earn higher profits. The potential benefits of supporting wellbeing
at work are therefore immense. To this end, a number of companies have begun experi-
menting with flexible work schedules and family-friendly management practices. We’ll
walk through the various methods researchers use to implement and assess these initia-
tives and what they may tell us about the future of work.

Income

This said, a major motivation for work is income. So a central issue is, To what extent
does higher income lead to higher wellbeing? In 1974, Richard Easterlin set out what
he argued was an important paradox:

(1) When we compare individuals at a point in time, those who are richer are on
average happier.

(2) But, in the long term over time, greater national income per head does not produce
greater national happiness.

The first statement is certainly true: in rich countries, a person with double the income
of another person will be happier by around 0.2 points (out of 10). This is not a large
effect but a worthwhile one. Moreover, the gain in wellbeing from an extra dollar is
much more for someone who is poor than for someone who is rich – which is the
central argument for the redistribution of income.

But the second statement is still a subject of dispute. At a point in time richer
countries are certainly happier than poorer countries. But the effect of economic
growth over time seems to vary widely between countries. In some countries, there
is a clear positive effect. But there are other countries where there has been strong
economic growth but wellbeing is no higher now than it was when wellbeing records
first began. These latter countries include the United States, West Germany and China.

There is one obvious reason why extra income might do more for an individual (in
a given context) than it would do for a whole population (when everyone gets richer at
the same time). This reason is that people compare their own incomes with the
incomes of other people. There is abundant evidence (including experimental evi-
dence) that people are less satisfied with a given income the higher the income level of
other people. This is an important negative externality – when others work harder and

8 Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


earn more, this reduces my wellbeing. Just as with pollution, the standard way to
counter this negative external effect is by a corrective tax. So taxes on income or
consumption may be less inefficient than most economists believe – they help to
discourage a rat-race that reduces everybody’s wellbeing.

Wellbeing research also reveals something important about the business cycle.
Wellbeing is cyclical. When income grows in the short run, people become happier
and, when it falls, they become less happy. But the negative effect of the slump is
double the size of the positive effect of the boom. So business cycles are bad, and
policy-makers should aim to keep the economy stable. This would be true even if
greater stability somewhat slowed the long-term rate of economic growth.

The broad conclusion on income is this. Increases in absolute income are desirable,
especially in poor countries. But we do not need higher long-term economic growth at
any cost, since income is just one of many things that contribute to human wellbeing.

Community

As we have seen, the most important personal factors affecting wellbeing are health
and human relationships – at home, at work and in the community. Communities
provide vital forms of social connection. Some of this comes from voluntary organisa-
tions of all kinds, ranging from sports clubs to faith organisations. The evidence shows
that countries are happier when more people belong to voluntary organisations.
Moreover, these organisations depend mainly on the work of volunteers, and, as
research shows, individuals are happier when they do some voluntary work.

Social norms are also crucial. In a well-functioning community, people have a high
degree of trust in their fellow-citizens – people are happier in societies where lost
wallets are more likely to be returned and where crime rates are low. Such societies
also tend to have less inequality of wellbeing, which is also a powerful predictor of
high average wellbeing. (It is also a better predictor of average wellbeing than income
inequality is.)

Immigration is a challenge to social harmony, but there is no clear evidence it has
so far damaged the average wellbeing of existing residents, and there is clear evidence
that it has greatly increased the wellbeing of the immigrants.

In every community, some groups are less happy than others. Minority ethnic
groups tend to be less happy (though in the United States at least the gap has been
falling). Young people tend to be happier than people in middle age and than people at
older ages (except in North America and Europe). But both men and women are
almost identical in their average happiness in nearly every country.

The Physical Environment and the Climate of the Planet

Ultimately, human life depends on our physical environment. The evidence shows
clearly how people’s wellbeing is improved by contact with nature. But the majority

9Introduction and Summary

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


of us now live in cities and work at some distance from our home. The evidence
suggests that long commutes reduce wellbeing, since the lower house prices that
commuters enjoy are not low enough to compensate for the pain of commuting.
Similarly, air pollution and aircraft noise reduce wellbeing (and house prices do not
adjust enough to compensate).

But our biggest assault on the environment is our impact on the climate. The
world’s average temperature is already over 1�C above its pre-industrial level and,
if it exceeds the 1.5�C mark, scientists predict major increases in floods, droughts,
fires, hurricanes and sea levels.

It will be future generations who bear the brunt of this. But in the wellbeing
approach, everybody matters equally, regardless of when or where they live. So if
we follow this approach, we have to maximise the total WELLBYs per person born in
present and future generations. Because the future is uncertain, future WELLBYs
should be discounted slightly relatively to present ones but by no more than 1.5% a
year. (By contrast economists typically discount future real income by around 4% a
year – which makes the future much less important.)

Climate change matters so much because we care about the wellbeing of future
generations. So there is a natural alliance between those who care about wellbeing and
those who care about climate change. And there is another reason for this: both groups
agree that what matters is not just income but the overall quality of life, both now and
in the future.

Government

Much of what determines the variation in wellbeing around the world relates to
individual differences – genes, health, employment, family, income etc. Yet the
quality of our lives is also shaped by the country in which we live. For better or for
worse, governments play crucial roles in determining our life outcomes and opportun-
ities. Understanding the relationship between governance and wellbeing is therefore
essential to understanding differences in wellbeing around the world.

This relationship can be assessed at different levels. First, we can consider what
types of governments are more or less conducive to wellbeing. Perhaps unsurpris-
ingly, we find that governments that are able to perform certain essential functions
well – (1) enforce the rule of law, (2) deliver good services, (3) pass effective
regulation and (4) control corruption – are much more likely to have happier citizens.
Democracy and wellbeing are similarly linked. Increasing opportunities for demo-
cratic participation in decision-making has been shown to improve wellbeing, regard-
less of the actual decision made. However, this relationship tends to be stronger in
richer countries.

Along similar lines, we can consider the link between wellbeing and political
ideology. If we analyse political projects on a spectrum from left to right, which set
of policies is most likely to improve wellbeing? Given the impressive diversity of
political opinions, the story here gets very complicated very quickly. Nevertheless,
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some consistent findings have begun to emerge from the empirical literature. The
results of these endeavours suggest that reducing inequality, expanding social safety
nets and limiting economic insecurity in particular are best positioned to promote and
support wellbeing.

We can also flip the script and look at the extent to which wellbeing itself is
predictive of political outcomes. Happier voters are more likely to support and vote for
incumbent parties. Indeed, in some studies, national happiness levels predict the
government’s vote share better than leading economic indicators including GDP per
capita and unemployment. This observation provides a strong reason for elected
politicians and governments to care about the wellbeing of their constituents.

Similarly, dissatisfaction can provoke political protest. Even in the midst of
increasing economic opportunities, declining levels of wellbeing in countries like
Egypt and Syria have preceded and predicted uprisings and political protests. In some
Western countries too – most notably France and the United States – dissatisfied
voters are significantly more likely to support populists, to distrust the political system
and to devalue democracy than their happier counterparts.

How to Select Good Policies

So, if wellbeing is the overarching goal, it is what should govern the choices of all
policy-makers. This is true whether they are finance ministers, local government
officers or leaders of NGOs. And they should take into account the effect of policies
upon not only wellbeing but also how many years people live to enjoy that wellbeing.
So the key measure of success is the total amount of wellbeing that each person born
experiences over their lifetime. This means adding up their wellbeing score for each
year that they live. We call the resulting score their Wellbeing-Years (or WELLBYs).

So, any budget-holder would be choosing those policy options that give the highest
number of WELLBYS (suitably discounted) for each dollar of cost. That would be the
proper meaning of the best ‘bang for the buck’. Benefits would be measured in units of
wellbeing and not of money. And monetary benefits would be converted into well-
being benefits, using an estimate of how money affects wellbeing.

But many policy-makers will of course be keener to reduce misery than to increase
wellbeing that is already high. For them the search for new policies could focus especially
on those aspects of life that now account for the greatest inequality of wellbeing – and
therefore account for the greatest amount of misery. That is a good starting point; and
then, when we evaluate specific policies, we could use sensitivity analysis to give extra
weight to the wellbeing of people who currently have little of it.

More and more governments are becoming interested in this way of making policy.
New Zealand already has an annual Wellbeing Budget, and it is likely that the
wellbeing approach will quite quickly become standard practice in many countries.
In the meantime, public interest in wellbeing has escalated (see Figure I.3). This has
been hugely helped by the annual World Happiness Report, launched annually at the
United Nations.
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https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


Methodology

In conclusion, wellbeing science is about everything that is most dear to us. But it has
to be pursued in a rigorously quantitative way. To explain wellbeing we have to have
equations. But to identify what causes wellbeing is not easy. Cross-sectional equations
are vulnerable to the problem of omitted variables. Longitudinal panel studies using
‘fixed effects’ help us to deal with this problem. But the most convincing way to
establish causal effects is through experiments. In this book, we use all three methods,
and (for people not already familiar with these methods) we explain them from the
bottom up.

Learning Objectives

So in this book you will learn many things.

� First, you will reflect on what is the proper goal for our society and on the idea that
the best goal is the wellbeing of the people.

Figure I.3 Recent trends in word frequency in English language books
Source: Barrington-Leigh (2022)
Note: The darker trace shows the relative frequency of occurrence of the word ‘happiness’
among all English-language books published in each year, as tabulated by Google Books’
n-grams database. The lighter line is the same thing but summed over occurrences of ‘GDP’
and ‘GNP’.
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� Second, you will learn the state of knowledge about the determinants of wellbeing
and the policies that can improve it.

� Third, you will become familiar with many different ways of studying causal
relationships in social science – and you will also learn to do your own research. For
each chapter there are exercises on the book’s website.

� Finally, you will see how different disciplines (especially psychology, sociology
and economics) can each contribute usefully to understanding how we can produce
a happier world.

The science of wellbeing is new and extremely ambitious. It brings together the
insights of many disciplines. Its results are as relevant to how we conduct our own
lives as to how we want policy-makers to conduct theirs. But there can be no more
important way to think about the future of humanity. If we want a happier world, the
science of wellbeing is there to help us.
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Part I

The Case for Wellbeing
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1 What Subjective Wellbeing
Is and Why It Matters

The gross national product measures everything except that which makes
life worthwhile.

Robert Kennedy

Subjective Wellbeing as the Overarching Good

The idea of wellbeing as the ultimate good is not new. But now it is coming to the
fore, for many reasons. One is the new science of wellbeing. But another is the
growing disbelief that higher incomes alone will solve all our problems.

The movement in favour of going ‘beyond GDP’ has taken many forms. For the
last fifty years, there has been a strong movement of scholars producing ‘social
indicators’ in addition to GDP. In parallel with this, the Nobel-prize-winning econo-
mist Amartya Sen has set out the many ‘capabilities’ that a person needs to function
well.1 Following this, the OECD has developed a range of ‘wellbeing indicators’ for
member countries, which include not only standard measures of education, health and
so on but also psychological measures.2 This work has inspired the New Zealand
government to adopt wellbeing as its goal and to join a multi-country alliance known
as Wellbeing Economy Governments.3

At the same time, the world has been shocked by the climate emergency, which has
underlined the short-sightedness of maximising current GDP, without regard to the
more distant future. To deal with this problem, the UN’s 17 Sustainable Development
Goals for 2030 look firmly to the future but they also enshrine a much broader view
than the purely economic of what it is to be human.

There is, however, one central problem that still faces every policymaker. If you
have multiple goals, how do you choose between alternative policies? Policy A may
be better than Policy B in terms of one objective and worse in terms of another. How
are you to choose?

Coherent choice is only possible if you have a single objective, in terms of which
all alternative policies can be ranked. We need a ‘common currency’ for decision-
making. One way to have one is to construct an index that is a weighted average of all

1 Nussbaum and Sen (1993); Sen (1999). 2 OECD (2013).
3 As of writing, Finland, Iceland, New Zealand, Scotland and Wales.
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the different objectives. But you still have to choose the weights. They can only be
found by having a single objective that can determine the weights.

What might that single objective be? The most obvious answer is ‘how people feel
about their lives’. This is what we mean when we talk about ‘subjective wellbeing’
(sometimes called SWB).

However, say some critics, feelings can’t be that important because they are ‘only
subjective’. Are they right? There are of course many other things that are good,
including health, income, freedom, respect and peace. For each of these things, you
can ask people what makes it good, and people can generally give answers. For
example, health matters because people feel awful when they are sick. Similarly, most
other goods are good because of how they affect our felt experience. But why does it
matter how people feel? No reason can be given – it self-evidently does. So when
people advocate wellbeing, they are thinking of it as the ultimate good, with other
things being good if they are instrumental in contributing to wellbeing. This basic idea
was illustrated in Figure I.1 in the Introduction.

So the wellbeing approach builds upon the approaches where people specify
multiple objectives – the ‘dashboard’ approach.4 But it goes a lot further. It offers a
vision of a society where the ultimate touchstone is the quality of people’s lives as
they themselves experience them. It says that the wellbeing of the people should be the
goal for a society, for its policymakers and for us as individuals. If you find this idea
problematic, you might try to think of a better alternative goal.

One further point. In the wellbeing approach, what matters is the overall wellbeing
of everyone. So this approach is not saying that people should pursue only their own
wellbeing. On the contrary, it is saying that each individual and each organisation
should do what it can to produce the greatest overall wellbeing in society.

How Should We Measure It?

But how should wellbeing be measured? There are three main conceptions of well-
being that have been measured:5

� Evaluative (life satisfaction),
� Hedonic, and
� Eudaimonic.

Evaluative measures: The life satisfaction approach

In the first of these, people are asked how they feel about their life these days.
The most common question is ‘Overall, how satisfied are you with your life

4 The leading advocate of this approach is Sen (1999). But many other distinguished writers also follow the
dashboard approach, including Pinker (2018) (health, happiness, freedom, knowledge, love and richness
of experience); Seligman (2018) (positive emotion, engagement, relationships, meaning and
accomplishment); and Skidelsky and Skidelsky (2012).

5 On this section, see Helliwell (2021).
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nowadays?’6 To answer it, individuals have to choose a score between 0 and 10, where
0 means ‘Not as all satisfied’ and 10 means ‘Very satisfied’. This is a question on life
satisfaction. Alternatively (which gives very similar answers), people are offered a
continuous line with the same answers at either end, and they are asked to mark where
their answer lies in between. The results of using a ‘visual analogue scale’ like this are
very similar to those from whole-number answers between 0 and 10 – both in terms of
the score recorded and the factors that explain it.7 The results are also similar when, the
phrase ‘satisfied with your life’ is replaced by the phrase ‘happy with your life’.8

In another variant, people are asked the following question, known as the Cantril
ladder question:

Please imagine a ladder, with steps numbered from 0 at the bottom to 10 at the top. The top of
the ladder represents the best possible life for you and the bottom of the ladder represents
the worst possible life for you. On which step of the ladder would you say you personally feel
you stand at this time?

The World Happiness Report uses the answers to the Cantril ladder question given when
people reply in the GallupWorld Poll.9 This poll covers over a thousand people a year per
country, in nearly every country. In surveys where people were asked both about life
satisfaction and the Cantril ladder they were very highly correlated.10 So for ease of
language we shall describe the results of the Cantril ladder as ‘life satisfaction’.

The Gallup World Poll shows the huge spread of life satisfaction both within
countries and between countries. For illustration, Figure 1.1 gives the spread in the
United States and in India. Some key facts emerge:

� In each country there is a very wide spread of life satisfaction. This corresponds to
our own experience, across the range of people we meet.

� The average of life satisfaction is much higher in the United States than in India.

There is indeed a huge variation of life satisfaction within any country, and this
within-country variation actually accounts for 78% of the overall variance in life
satisfaction across the world’s population.11 Exploring the within-country variation
provides key information about the personal factors that matter most in human life
(see Chapter 8). For example, as we shall see, income differences explain some 2% of
the variance of life satisfaction within countries – much less than the 20% explained
by mental health, physical health and human relationships. (Somewhat surprisingly,
average life satisfaction in most countries is very similar for men and women.)

There are, however, also huge differences in average life satisfaction across
countries. This is shown in Table 1.1,12 which reveals the extraordinary variation in

6 This is the version used by the United Kingdom’s Office for National Statistics (ONS).
7 Couper et al. (2006). But see also Cowley and Youngblood (2009). Neither of these surveys was
measuring life satisfaction.

8 Helliwell and Wang (2012) p. 14.
9 We are using Gallup data a lot in this book because it covers almost every country. But in many cases,
similar findings were obtained earlier from sources like Eurobarometer and the World Values Survey.

10 Helliwell and Wang (2012). 11 Helliwell and Wang (2012) p. 16.
12 A comparable ranking of life satisfaction among 15-year-olds can be found in Table 6.1.
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the human condition around the world. Average wellbeing is evaluated at 7.5 or above
in four Scandinavian countries and at 3.5 or below in war-torn countries like Syria,
Yemen, Afghanistan, the Central African Republic and South Sudan. Explaining this
variation provides many clues to the social factors that matter most in human life (see
also Chapter 8).

One obvious question is, ‘Has wellbeing increased over time, as living standards
have risen?’ The answer is in some cases yes and in others no. For the world as a
whole, average wellbeing rose between the 1970s and 2007.13 Since then, however, it
has stagnated.14 And in some countries wellbeing has not risen since research began.
This is true of the United States (since the 1950s), West Germany (since the 1970s)
and China (since 1990).15 Figure 1.2 shows the figures for the United States.

If only we knew more about trends in wellbeing in earlier periods.16 There is
certainly strong evidence that most of the external conditions of life are now better
than in most of human history. As Stephen Pinker has shown,17 there is less violence,
better human rights and so on. So in most parts of the world, life is probably as good
now as it has ever been.

Figure 1.1 Percentage at each level of life satisfaction (0–10): United States and India
Source: Gallup World Poll 2016–2018, Cantril ladder

13 A. E. Clark et al. (2012); Figure 3.4. 14 Helliwell et al. (2020); Figure 2.2.
15 See Layard et al. (2010); and Easterlin et al. (2017) supplemented by Helliwell et al. (2020).
16 For an attempt at this see Hills et al. (2019).
17 Pinker (2018). However, in studies of the Masai and Inuit (both Old Stone Age cultures), surveys

registered quite high levels of positive affect. Biswas-Diener et al. (2005).
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Table 1.1 Ranking of countries by their average life satisfaction (0–10)

1 Finland 7.8 Philippines 6.0 Niger 4.9
Denmark 7.6 Hungary 6.0 Laos 4.9
Switzerland 7.6 Thailand 6.0 Albania 4.9
Iceland 7.5 Argentina 6.0 Cambodia 4.8
Norway 7.5 Honduras 6.0 Bangladesh 4.8
Netherlands 7.4 Latvia 5.9 Gabon 4.8
Sweden 7.4 Ecuador 5.9 South Africa 4.8
New Zealand 7.3 Portugal 5.9 110 Iraq 4.8
Austria 7.3 60 Jamaica 5.9 Lebanon 4.8

10 Luxembourg 7.2 South Korea 5.9 Burkina Faso 4.8
Canada 7.2 Japan 5.9 Gambia 4.8
Australia 7.2 Peru 5.8 Mali 4.7
United Kingdom 7.2 Serbia 5.8 Nigeria 4.7
Israel 7.1 Bolivia 5.7 Armenia 4.7
Costa Rica 7.1 Pakistan 5.7 Georgia 4.7
Ireland 7.1 Paraguay 5.7 Iran 4.7
Germany 7.1 Dominican Republic 5.7 Jordan 4.6
United States 6.9 Bosnia and Herzegovina 5.7 120 Mozambique 4.6
Czech Republic 6.9 70 Moldova 5.6 Kenya 4.6

20 Belgium 6.9 Tajikistan 5.6 Namibia 4.6
United Arab Emirates 6.8 Montenegro 5.5 Ukraine 4.6
Malta 6.8 Russia 5.5 Liberia 4.6
France 6.7 Kyrgyzstan 5.5 Palestinian Territories 4.6
Mexico 6.5 Belarus 5.5 Uganda 4.4
Taiwan Province of China 6.5 North Cyprus 5.5 Chad 4.4
Uruguay 6.4 Greece 5.5 Tunisia 4.4
Saudi Arabia 6.4 Hong Kong S.A.R. of China 5.5 Mauritania 4.4
Spain 6.4 Croatia 5.5 130 Sri Lanka 4.3
Guatemala 6.4 80 Libya 5.5 Congo (Kinshasa) 4.3
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Table 1.1 (cont.)

30 Italy 6.4 Mongolia 5.5 Swaziland 4.3
Singapore 6.4 Malaysia 5.4 Myanmar 4.3
Brazil 6.4 Vietnam 5.4 Comoros 4.3
Slovenia 6.4 Indonesia 5.3 Togo 4.2
El Salvador 6.3 Ivory Coast 5.2 Ethiopia 4.2
Kosovo 6.3 Benin 5.2 Madagascar 4.2
Panama 6.3 Maldives 5.2 Egypt 4.2
Slovakia 6.3 Congo (Brazzaville) 5.2 Sierra Leone 3.9
Uzbekistan 6.3 Azerbaijan 5.2 140 Burundi 3.8
Chile 6.2 90 Macedonia 5.2 Zambia 3.8

40 Bahrain 6.2 Ghana 5.1 Haiti 3.7
Lithuania 6.2 Nepal 5.1 Lesotho 3.7
Trinidad and Tobago 6.2 Turkey 5.1 India 3.6
Poland 6.2 China 5.1 Malawi 3.5
Colombia 6.2 Turkmenistan 5.1 Yemen 3.5
Cyprus 6.2 Bulgaria 5.1 Botswana 3.5
Nicaragua 6.1 Morocco 5.1 Tanzania 3.5
Romania 6.1 Cameroon 5.1 Central African Republic 3.5
Kuwait 6.1 Venezuela 5.1 150 Rwanda 3.3
Mauritius 6.1 100 Algeria 5.0 Zimbabwe 3.3

50 Kazakhstan 6.1 Senegal 5.0 South Sudan 2.8
Estonia 6.0 Guinea 4.9 Afghanistan 2.6

Source: Helliwell et al (2020) Gallup World Poll 2017–2019, Cantril ladder
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Hedonic measures based on ‘affect’

Our findings so far are based on people’s replies to a single question about how
respondents evaluate their life ‘nowadays’.18 But some people prefer a different
approach to the study of human wellbeing – where we study more directly how
people feel at the time. By comparison with this, the evaluative measures cover a
longer unspecified period of time and involve an element of judgment (although they
are generally completed within a few seconds).19

The alternative measures are known as hedonic measures (from the Greek
word hedone meaning pleasure). Psychologists use the word ‘affect’ to describe
feelings of different sorts. Some types of affect are positive (happiness, enjoy-
ment, laughter) and some are negative (worry, sadness, anger and stress). There
are three main ways to capture these feelings. One is in real time by beeping
people and asking how they are feeling just now (Ecological Momentary
Assessment). The second is to sit people down a day later and have them record
how they felt on the previous day hour by hour – and what they were doing and
who they were with (the Day Reconstruction Method). The third, also used by
the Gallup World Poll, is to ask them to summarise their different feelings over

1.5

2.0

2.5

3.0

1950 1960 1970 1980 1990 2000 2010 2020

Figure 1.2 Average happiness in the United States (on a scale of 1–3)
Source: AIPO (1956–1970); NORC (1963–1976); GSS (1972–2018) grafted together onto the
GSS scale based on overlapping years (see online Annex 1.1)

18 There is an obvious issue of what time period people have in mind when they answer this question.
Benjamin et al. (2021) investigate this issue asking people whether they are ‘evaluating their situation’ as
it is right now or also as it was in the past or will be in the future. Clearly, how people feel now is affected
by things that have happened or may happen. But their answers may still be reflecting their current state
of feeling.

19 Frijters and Krekel (2021).
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the previous day by asking Yes/No questions like ‘Yesterday did you experience
a lot of happiness?’

How people feel when they are doing different things is hugely interesting. A team
led by Daniel Kahneman used the Day Reconstruction Method to investigate the
feelings of around 900 Texan women during the course of the previous day.20

Table 1.2 shows what they enjoyed most and what they enjoyed least.
Such information is highly relevant to how each of us can improve our daily life.21

And, in principle, hedonic measures could be used to produce a single measure of
wellbeing over a period of time. You could either pick a single question (such as How
happy are you right now, or yesterday) or you can calculate an ‘affect balance’ by adding
up all the positive scores and subtracting all the negative ones.22 Or, altogether novel, you
can analyse people’s social media activity (especially Twitter) and calculate the balance
between positive and negative words or remarks.23 Or you can analyse Google searches.

Comparison of evaluative and hedonic measures

So which of the two preceding criteria is best for use as a guide to the choice of
policies? As we argued at the beginning of the chapter, it self-evidently matters how

Table 1.2 Happiness in different activities

Activity Average happiness Average hours a day

Sex 4.7 0.2
Socialising 4.0 2.3
Relaxing 3.9 2.2
Praying/worshipping/meditating 3.8 0.4
Eating 3.8 2.2
Exercising 3.8 0.2
Watching TV 3.6 2.2
Shopping 3.2 0.4
Preparing food 3.2 1.1
Talking on the phone 3.1 2.5
Taking care of my children 3.0 1.1
Computer/email/internet 3.0 1.9
Housework 3.0 1.1
Working 2.7 6.9
Commuting 2.6 1.6

Source: Kahneman et al. (2004) Table 1. 900 Texan women
Note: Day Reconstruction Method. Average happiness is measured by the difference between
positive affect (0–6) and negative affect (0–6). For similar studies on the United States, see
Krueger (2009) and on the United Kingdom, see Bryson and McKerron (2017). For further
evidence of the effects of sex on happiness, see Blanchflower and Oswald (2004).

20 Kahneman et al. (2004). 21 Dolan (2014). 22 Bradburn (1969).
23 Jaidka et al. (2020). Metzler et al. (2022) show a good intertemporal correlation between text-based and

questionnaire-based estimates of SWB. For an interesting analysis of emotions during the COVID-19
pandemic, based on Google searches, see Brodeur et al. (2021).
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people feel. This is extremely obvious when it comes to pain versus contentment/
enjoyment (the ‘hedonic’ dimension of experience). But it also applies to how people
‘feel about their life’ (the ‘evaluative’ dimension).

As a measure of wellbeing, life satisfaction has many good features. First, it covers
more than a day or two.24 Second, researchers and policymakers know what it means –
it is based on a single question that they themselves could answer. Third, it is
democratic – it does not require analysts to compile a list of indicators and then use
their own arbitrary weights to produce an overall index.25 Instead, each citizen applies
her own weights and tells us the result – how she feels about her life. And fourth,
policymakers are used to asking people how satisfied they are with their services, so
why not ask people how satisfied they are with their lives?

Hedonic measures are an even more direct measure of experience, but they are much
more difficult to collect over a long enough period to be relevant to many basic social
issues. They are, however, essential in analysing brief experiences – like a country walk
or a game of tennis or a gig. And, as science develops, they will become easier and
easier to measure (including via the use of biomarkers – see Chapter 5). So, in this book,
we use both life satisfaction and hedonic measures but mainly life satisfaction. When
possible, we report where the two approaches yield different results.26

Eudaimonic measures

The third wellbeing measure in common use is usually called ‘eudaimonic’ after the
word ‘eudaimonia’ used by the Greek philosopher Aristotle. Eudaimonia is difficult to
translate but it means literally having a ‘good demon’, which Aristotle understood,
roughly, as having a rounded and virtuous character.27 So it includes the idea that

24 Answers on life satisfaction are similar on weekdays and weekends, while those on happiness yesterday
give higher scores at weekends.

25 Hedonic measures are usually subjected to some form of weights, e.g., to produce a measure of
affect balance.

26 When philosophers discuss wellbeing, they generally consider there to be three main theories of what
wellbeing is: (i) desire-fulfilment theories, where wellbeing consists in getting what you want; (ii)
hedonism, where wellbeing consists in happiness, that is, how good you feel; and (iii) objective list
theories, where wellbeing might consist in happiness or desire fulfilment but also consists in some
‘objective’ goods, perhaps achievement, love, knowledge or virtue.

For reasons we have given, we do not accept (iii) – it does not solve the problem of multiple objectives.
Our ‘hedonic’ measure is (ii) and so is life satisfaction (unless we consider people to have an overarching
desire to be satisfied with their lives).

As regards (i) there is the empirical issue of what people really desire. Surveys show that, when asked
to make choices, people most commonly, but not always, choose what will make them happy (see, for
example Benjamin et al. 2012; and Perez-Truglia 2015). In another study, people were asked to make
choices that required pitching happiness against other outcomes like income, health, etc. (Adler et al.
2017) – happiness came top except for health (but in this study there was no distinction between health as
quality of life and health as a factor affecting survival). We do not however accept the desire-fulfilment
approach since people often make choices which have bad effects.

Thus, we opt for (ii) how people feel, because of its self-evident value (i.e., that no further reason can
be given for its importance).

27 For a modern empirical definition of eudaimonia see Ryff (1989).
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virtue ought to be included in any measure of wellbeing. A typical question is ‘Do you
feel that the things you do in your life are worthwhile?’

There are, however, two objections to this approach. First, virtue is difficult to
measure. If you want to know whether someone is virtuous, you cannot find out by
asking that person – the Nazis felt that what they did was positive and worthwhile.
Second, in the wellbeing approach, virtue is a means to an end.

We want people to be virtuous for two reasons: it will raise the wellbeing of others,
and it will often (though not always) raise the wellbeing of the virtuous person. So, for
example, in Figure I.1, my wellbeing is higher if

(i) the people I meet – my ‘social connections’ – are virtuous, and
(ii) I myself have good altruistic ‘values’.

But these are just some of the many things that determine wellbeing – they are not part
of the wellbeing outcome itself. To include virtue in the outcome is to confuse means
with ends.We should study virtue deeply, but we should not include it in the measure of
wellbeing.28 So, in this book, we do not use the eudaimonic concept of wellbeing.29We
relymainly on evaluative and hedonicmeasures of wellbeing, which we also sometimes
call happiness. As an aide memoir, Box 1.1 summarises the preceding discussion.

Can we believe self-reports?

As time passes, we shall undoubtedly get better at measuring wellbeing. Neuroscience
will improve, and we shall also use more and more big data from sources like Twitter
and Google. But do the questionnaires we currently use really supply any useful
information? When we ask people these questions, are their answers accurate? Do
they really mean anything, or do different people interpret the question and the scales

Box 1.1 Different concepts of wellbeing

Type of wellbeing Typical question(s)

Evaluative Overall, how satisfied are you with your life nowadays? (0–10)
Hedonic How happy were you yesterday?

Or
An hour by hour reconstruction of yesterday recording how you felt
(the Day Reconstruction Method)
Or
Regular real-time bleeping to record your feelings (Ecological
Momentary Assessment)

Eudaimonic Do you feel that the things you do in your life are worthwhile? (0–10)

28 We do urgently need to know how to produce virtuous people (see Chapter 3). But this is a different issue
from the definition of wellbeing.

29 It is in fact highly correlated with evaluative wellbeing. See Keyes et al. (2002), Model 4; and Ryff and
Singer (2003).
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so differently that their answers cannot really be compared? In other words, are the
measures ‘reliable’ and ‘valid’ evidence on the thing they purport to measure.

On reliability, the question is ‘Do people give consistent answers when retested?’
In one study, the correlation between the two sets of answers two weeks apart was
0.55 for life satisfaction and 0.64 for net affect.30 This is not bad, but it shows that
there is some noise in the data.

A quite different issue is whether the scale is a ‘valid’ representation of what we
want it to represent, including whether different people use the scale in the same way31

There are at least four reasons to believe that people’s answers provide significant
objective information about how their subjective wellbeing compared with that of
other people in the same country.

Correlation with brain activity
First, how people score their subjective wellbeing is correlated with objective meas-
ures of electrical activity in certain parts of the brain (see Chapter 5). The same is true
of their reporting of physical pain. In a fascinating experiment, researchers applied an
equally hot pad to the legs of all the people being studied. People were asked to rate
the pain, and the resulting scores were then correlated across people with the electrical
activity in the relevant part of the pre-frontal cortex. The correlation was good.32 In
addition, over time within the same individual over time, there is a good correlation
between the wellbeing she reports and objective measurement of her brain waves.33

Correlation with third-party reports
Second,we can ask the friends or colleagues of the individual to rate the person’s happiness.
These ratings are quite well-correlated with the individual’s own self-reports.34 Another
study investigated the relationship between smiling and life satisfaction. Researchers rated
the positive affect displayed in the most recent Facebook profile photo of those being
studied, and this was quite well correlated with their self-reported life satisfaction.35

Predictive power
Next, these self-reports are good predictors of many aspects of future behaviour, like
quitting a job, divorce or voting behaviour. They are even a good predictor of
individual life expectancy. These findings are so important that we describe them in
more detail at the end of the chapter.

Explicability
And, finally, we can explain a good part of the variation in these measures by precisely
the kind of things one would expect to matter. That is what makes the study of
wellbeing so exciting.

30 Krueger and Schkade (2008). See also Fujita and Diener (2005).
31 For an economist’s discussion of the issue of comparability, see Sen (1970).
32 Coghill et al. (2003); and Coghill (2010). 33 Davidson (2004). 34 Diener and Suh (1999).
35 Seder and Oishi (2012) r ¼ 0.38. The correlation with life satisfaction 3 years later was even higher

(r ¼ 0.57).
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So we have good evidence that different people in the same country report their
feelings in a similar way. We also have evidence that the same person reports her
feelings in a similar way over time. However, do people in different countries report
their feelings in the same way or are international comparisons highly unreliable?
After all, people are reporting in different languages and many words do not have
exact equivalents in other languages. There are, however, three reasons to believe that
the country rankings do indeed correspond to real differences out there.36

� The rankings are similar across a whole range of words – like happiness in life,
satisfaction with life and position on the Cantril ladder.

� Within a country, people speaking different languages (e.g., in Switzerland) give
very similar answers, and these differ from the average of other countries using the
language (e.g., the French compared with French-speaking Swiss).

� Which language-group a country belongs to adds little to a standard explanation of
the wellbeing in that country.

The reporting scale

A different issue is exactly how people use the reporting scale they are offered
(0,1, . . . ,9,10). Do they treat it like a metre rule, where the difference between
3 and 4 centimetres is the same size as the difference between 8 and 9 centimetres?
This practice would make the scale an ‘interval scale’ (or what economists call a
‘cardinal scale’). Or do the points on the scale simply reflect a ranking of different
mental states (making it an ‘ordinal scale’)?

So what would it mean to say the scale is cardinal? If we want to measure
differences in the level of a sensation, the standard basic unit of difference is one that
is just noticeable by the person experiencing it. In other words, the natural unit for
sensations is the just-noticeable difference (JND).37 So we would call a scale an
interval scale (or cardinal) if the number of JNDs between the answer 3 and the answer
4 were the same as the number of JNDs between 8 and 9.

Are they? There is a simple empirical test of whether the scale is cardinal: when
people are asked and then re-asked to record their life satisfaction (0–10), the average
absolute difference in replies should be similar at all points on the scale. It is.38 So
there is good reason to suppose that people use the scale in a cardinal way, as we have
defined it – apparently, respondents naturally reply as though the difference between
3 and 4 is as noticeable as the difference between 8 and 9.

We have already mentioned another relevant fact. Sometimes people are asked to
score a variable not by selecting an integer but by selecting a point on a continuous
scale (the ‘visual analogue’ method). Studies of the kind give very similar regression
results to those using integer scales.39

36 Veenhoven (2012). See also Diener et al. (1995). It is sometimes suggested that people re-norm the scale
in the light of experience. Evidence against this is presented in Odermatt and Stutzer (2019).

37 See, for example, Stevens (1986), chapter 1 (not an easy read). 38 Kruger and Schkade (2008).
39 See footnote 7.
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So, when psychologists study sensations, they generally assume people treat the
scale as cardinal (see Box 1.2 for further details). By contrast, it is difficult to see how
respondents could use the scale (0–10) in an ordinal fashion. There would have to be a
ranking of all their possible states of wellbeing, and they would then somehow divide
this up into eleven ranges (0–10). However, since there is no concept of distance
between one state and another, it is extremely difficult to see how they would
undertake this process in any way that is consistent over time or across people.41

So we shall assume throughout this book that different individuals use the scale in
the same way, that the scale used is stable from period to period and that the scale is a
normal one (like a metre rule).

What causes wellbeing?

So what determines their wellbeing? If we want to improve wellbeing (for ourselves or
others), we have to know what affects it and by how much. To find this out we have

Box 1.2 ‘Reporting functions’ in psychology
The study of sensations assumes that humans report their sensations in a cardinal
fashion. It then addresses the question: How does their sensation relate to the
intensity of external phenomena – like brightness? In other words, what is the
‘reporting function’ that relates the reported sensation to the external stimulus
(measured in its own units)? For example, how does the reported brightness of
light relate to its actual brightness measured in lumens per square metre of receiv-
ing surface?

In this case, the just-noticeable difference (JND) in brightness corresponds to a
given proportional change in actual brightness (measured in lumens per square
metre). Thus the ‘reporting function’ for brightness is

Sensation ¼ a log Brightness

This is known as the Weber–Fechner effect. Similar ‘reporting functions’ have
been found for the intensity of sound and indeed for many other things that can
vary over a huge range from 0 upwards. But when the range of variation is narrow
relative to the average (as with human height), the reporting function becomes
roughly linear.40

These reporting functions are telling us how people report on an external
phenomenon. When it comes to wellbeing, we are talking about something quite
different – how people record an inner state. There is no obvious reason why they
would not do this in the cardinal way we have described, and the science of psycho-
physics assumes they do so.

40 Oswald (2008).
41 For a different view on all this, see Bond and Lang (2019). And for a response to Bond and Lang, see

Kaiser and Vendrik (2020).
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two main sources of evidence. The first is surveys in which people are asked about
their wellbeing – but also about many other aspects of their life. The relationship
between wellbeing and these other things tell us how much different things matter to
people. But precise causality is always difficult to establish from such surveys, nor do
they tell us in any detail what we can do to make things better. For this, we need
evidence from experiments where some people have received a particular treatment
and their change in wellbeing can then be compared with that of a control group. In the
last 40 years, evidence of both types has developed at such a rate that we now have the
new science of wellbeing, whose findings are the subject of this book.

What Use Is This Knowledge?

This knowledge gives us the power to produce huge improvements in human well-
being. It helps us as individuals to manage our external life and our own inner
experience. It gives new purpose to organisations like schools and businesses. And
it provides a whole new framework for the conduct of government.

In each case it works in two stages. First, it helps to set priorities by providing an
overall goal against which to test out various options. This goal is the greatest
wellbeing possible in ourselves and those around us. Secondly, the evidence provides
detailed information about which specific actions work best in terms of wellbeing.

(i) For individuals it offers a perspective on what matters most. Though individuals
differ, it shows how we all make systematic mistakes based on the excessive
reliance on some issues (like money). It shows how we all suffer from excessive
comparisons with others and how we can educate our own mind-sets to generate
more compassion for ourselves and for others. Armed with these tools, we can
contribute more to the lives of others both in our private lives and through our
work. For we now have a moral compass and knowledge about how to use it.

(ii) For organisations like schools and businesses, it provides a test of whether they
are performing the functions that justify their existence. For example, it shows
how most schools need to give more attention to the wellbeing of the children
relative to their exam results – and provides experimental evidence on how to
produce happier children. For business, more and more CEOs now consider that
business exists to promote the wellbeing not only of shareholders but also of
workers, customers and suppliers.42 There is now good experimental evidence on
how to do this.

(iii) For governments, it provides for the first time a coherent objective. For too long,
countries have talked as though economic growth was their overriding objective,
though in truth they had multiple objectives that they could not compare. Now for
the first time there is a coherent and measurable overall objective – the wellbeing
of the people. This is not a new idea. As Thomas Jefferson said, ‘human life and

42 US Business Roundtable (2019). On work and wellbeing, see Chapter 12.
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happiness is the only legitimate object of government’.43 But until recently, the
information to apply this principle was not available. Now it is, and as we shall
see, countries are increasingly applying it. And there are now more and more
experiments to test which policies are the most cost-effective in terms of their
impact on wellbeing. For those who believe that wellbeing is the ultimate
objective, this is an exciting prospect, bringing hope to millions and new and
worthwhile career opportunities.

Wellbeing helps us achieve other valuable objectives

There are, however, many people who question the idea of wellbeing as the objective.
We shall discuss this issue in Chapter 2. But even people who do not value wellbeing
for its own sake should value wellbeing because it is an important means to many
other objectives that they do value. Here are some striking examples.

� Education. Making children happier makes them learn better.44

� Health. Your wellbeing has a powerful effect on your longevity.45

� Productivity. Greater wellbeing increases productivity and helps with problem-
solving.46

� Family/Social cohesion. Happy people create more stable families, and happy
people are more pro-social.47

� Political stability. Wellbeing affects election outcomes more than the economy
does. And unhappy people tend to support populist parties.48

� Charitable giving. Happy people give more to others.49

These consequences of wellbeing are of major importance. So throughout this book
we shall discuss the two-way relation between wellbeing and the different aspects of
human life.

To re-cap, the two relations are these:

� One relation is the effect of each aspect of life on overall wellbeing. This was
displayed in Figure I.1, with the arrows pointing towards wellbeing.

� The other relation is the effect of wellbeing on each aspect of life. This involves a
diagram just like Figure I.1 but with the arrows pointing in the opposite direction.

In this book, we look at both sets of effects, but our strongest interest is in the first
relation: how wellbeing itself is determined.

43 Jefferson (1809).
44 The best evidence comes from interventions to improve wellbeing. See Durlak et al. (2011); Hanh and

Weare (2017); Adler (2016); and Frederickson and Branigan (2005).
45 For UK data, see Steptoe and Wardle (2012). On the United States, see Lee and Singh (2020).
46 Bellet et al. (2020); Edmans (2012); Isen et al. (1987). 47 Idstad et al. (2015).
48 Ward (2020) and Ward et al. (2020) show that incumbent governments do worse when people are less

happy. On populism, see Nowakowski (2021).
49 Kessler et al. (2021).
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Human needs

So let’s examine some basics about how wellbeing is determined and use this to
explain the structure of the book. There is evidence that all human beings have similar
fundamental needs50 and that their wellbeing can be (at least partly) explained by
how well these needs are met.

A typical list of these needs includes:

� Food and shelter,
� Safety from attack,
� Love and support,
� Respect and pride,
� Mastery of what you do,
� Autonomy in what you choose to do.

Since 2005, the Gallup World Poll has surveyed representative samples of people in
every country in each year. It asks about their life satisfaction and also whether their
different needs are met.51 The analysis confirms that satisfaction with life increases
when more of these needs are met – and people are more satisfied both when their own
needs are met and those of their fellow citizens. This confirms a common finding that
wellbeing is contagious.52

But are some of these needs prior in importance to others? For example, if your life
is physically hard, how important is it to experience respect and pride? According to
Maslow,53 there is a hierarchy of needs (proceeding upwards from Physiological to
Safety, Love and Belonging, Esteem and ultimately Self-actualisation): and the best
strategy is to satisfy the needs by progressing up the sequence. Thus ‘respect is a
disposable luxury when compared with food or safety’. Though hugely famous, there
is little supporting evidence for Maslow’s hierarchy. The evidence from the Gallup
World Poll is that when each need is satisfied, wellbeing improves. But having one
need satisfied has little effect on the value of satisfying another need.54

How people interact with their environment

This book is about what determines how far our needs are satisfied. A first answer to
that question is that it depends on the interaction between our genes (with which we
enter the world) and our external environment – meaning by external environment the
whole social and physical world outside ourselves. This is illustrated in Figure 1.3.

50 Brown (1991).
51 See Tay and Diener (2011). The questions are binary (Yes/No). For food and shelter: enough money for

food and shelter and did not go hungry. For safety: safe walking alone, nothing stolen nor assaulted in the
last 12 months. For love and support: experienced love yesterday and have someone to count on. For
respect and pride: treated with respect and proud of something. For mastery: did what you do best at
work, learned something. For autonomy: chose how best to spend your time, and experienced freedom.
These are similar to the basic needs identified by Maslow (1954); Deci and Ryan (2000); Ryff and Keyes
(1995); and Sen (1999).

52 See, for example, Fowler and Christakis (2008). 53 Maslow (1948). 54 Tay and Diener (2011).
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But this gives the impression that the individual herself is a passive player in the
drama, with the environment simply interacting with the person’s genes to produce the
outcome. Yet in fact every human being has some degree of agency. We influence our
own wellbeing in two key ways:

� By our behaviour, we significantly influence the situations we experience and the
behaviour of others towards us.

� By our thoughts, we influence how these experiences affect us – both through our
attitudes and how we think about our life.

Figure 1.4 tries to capture some of this. Outside us there is a given social environment,
but how we experience it is hugely affected by what we bring to it. So the individual’s
behaviour interacts with the environment to produce the individual’s experience. This
experience then affects the individual’s wellbeing – but how much depends also on
how she thinks. This process is repeated over and over again. At each phase, the
person’s wellbeing feeds back into her character and behaviour in the next phase of
her life (as shown in the dotted lines).

From this analysis it is clear that our wellbeing does not only depend on our social
environment. It also depends on what we bring to the table, in particular

� our behaviour,
� our thinking and
� our genes.

In Chapters 3–5, we discuss each of these processes, before we discuss the details of
the environment in Part III of the book.

Figure 1.3 How genes and external environment determine wellbeing

Figure 1.4 How the individual and the external environment interact to produce wellbeing
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What kind of a subject is wellbeing science?

Finally, what kind of a subject is wellbeing science? It is a new, emerging field, which is
totally interdisciplinary. Many of the most important subjects that have emerged in
recent years are interdisciplinary – subjects like molecular biology or human geography.
But this one is rather special, because it provides a rationale for each of the separate social
sciences: they are only important because they help to explain wellbeing. If you look at
Figure I.1, youwill seewhat wemean. For example, international relations are important
because of how they contribute to human wellbeing, and so on. In this sense, wellbeing
science could be the queen of the social sciences: it gives a role to each science by
showing quantitively how its own outcomes contribute to the overall good.

But, as we shall see in the chapters that follow, there are four key disciplines that are
most central to the study of wellbeing: psychology, sociology, economics and statistics.

� Psychology. The study of wellbeing started in psychology.55 Psychologists study
how human nature works at the individual level, using both surveys and
experiments. They study how individual personality, family experience and
education affect wellbeing. They also study how to make things better for
individuals (clinical psychology) and at work (occupational psychology). However,
except for social psychology, psychologists tend to ignore the role of social norms
and social structures upon human wellbeing.

� Sociology. That is where sociologists come in. They study, above all, the way
people interact in groups and how that affects their wellbeing.

� Economics. Economics brings four main contributions. First, economists have
always focused on wellbeing as the overarching outcome (calling it ‘utility’), even
though they often have a rather narrow view of it and what causes it. Second, they
discuss policy in terms of maximising that single outcome. Third, they distinguish
clearly between the things people choose and the things that just happen to them
(which they call ‘externalities’). And fourth, they bring understanding of markets,
income and unemployment.

� Statistics. This is central to the preceding disciplines. When it is used to analyse the
distribution of characteristics in a population, it is sometimes called epidemiology.

There are three other fields of study, which, though relevant, are not the same as the
science of wellbeing.

� Behavioural science. In recent years, economists have been developing, jointly
with psychologists, a deeper understanding of how people actually behave – a
subject sometimes known as behavioural economics. But the study of wellbeing is a
different endeavour. It does not study how to get people to behave in a certain way.
It studies the results of behaviour and thus which behaviours would maximise
social wellbeing.

55 Some key figures were Hadley Cantril (1906–1969) and Angus Campbell (1910–1980) – see Cantril
(1965) and Campbell, Converse and Rodgers (1976).
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� Health and wellbeing. This phrase, increasingly used, signifies a welcome
extension of health science to include mental states as well as physical conditions.
But it does not typically view wellbeing as the overarching good, with health as just
one of many influences upon it. Wellbeing science, in contrast, studies the effects of
everything in life upon the wellbeing of the population.

� Finally, philosophy. ‘What is wellbeing?’, ‘Is it all that matters?’, ‘How should it
be distributed?’, and so on, are, of course, philosophical issues. We turn to these
issues in Chapter 2. After that, the rest of the book is about the science of what
causes wellbeing and how it can be improved.

Conclusions

(1) For many people, the reason to study wellbeing is the belief that it is the only
thing that ultimately matters.

(2) In this view, many other things are good, like health, freedom, income and so on,
but they are good because (and only because of ) how they affect wellbeing.

(3) By wellbeing we mean subjective wellbeing – how people feel. This can be
measured in three different ways:
� Evaluative: how people feel about their life nowadays
� Hedonic: how people feel at each moment
� Eudaimonic: whether people believe their life is worthwhile
The most commonly-used measure is evaluative, for example, ‘satisfaction with
life’, but we shall also use hedonic measures where these are relevant.

(4) Evaluative wellbeing differs hugely across countries and within countries, while
hedonic wellbeing also varies across activities.

(5) There is good evidence that these measures are reliable and valid. They are
correlated with objective brain measurements, with third-party reports, with
many consequences (like longevity, voting, productivity and learning) and with
many plausible causes (which is mainly what the book is about).

(6) Most human beings have similar fundamental needs and their wellbeing varies
with how well these needs are met. However, people are not passive agents,
simply affected by their environment. Their own behaviour affects what they and
others experience. And their own thoughts mediate how these experiences affect
their wellbeing.

So Chapters 2–5 deal with

� The overall objective for society
� The role of behaviour
� The role of thoughts
� The role of genes and the working of our bodies.

These are all issues of basic human nature.
Then in Part III we turn to the hugely different experiences that different people

have and how they affect our wellbeing – the role of family life and schools,
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healthcare, employment, the quality of work, income, social connections, the physical
environment and climate and government. We look at their effect and at how well-
being could be improved in each of these dimensions. Finally, we look at the
techniques of policy-making and show how every policy-maker could use wellbeing
data to produce a better world.

Questions for discussion

(1) Is there anything more important than how we feel? Is wellbeing the overarching
goal? If not, what is, and how should we weight multiple goals?

(2) What is the best way to measure wellbeing? Are these measurements ‘cardinal’?
(3) How does wellbeing science relate to other subjects you have studied?
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2 Wellbeing as the Goal for Society

Create all the happiness you are able to create: remove all the misery you are able
to remove.

Jeremy Bentham

Some History

How would we recognise a good society? The idea that it is defined by the wellbeing
of the citizens goes back at least to the ancient Greeks.1 In this chapter, we shall see
how this idea developed from then until now. We shall then provide a rigorous
modern formulation of the idea. And finally, we shall discuss some of the main
objections that people have made to it.

Greece and Rome

We can begin with the great Greek philosopher Aristotle (384–322 bc). He, more
than anyone, is responsible for the idea that there must be some ultimate end that we
should aim at – with other things like wealth, health and good relationships being
good because of how they contribute to that end. That is the hierarchical idea we
already displayed in Figure I.1. The ultimate end he called ‘eudaimonia’, which he
envisaged as a balanced, rational and virtuous state of being. He especially empha-
sised virtue, which he considered essential if your experience of life is to be truly
fulfilling. He did not define virtue exactly as this book does, but he had a realistic
modern empiricist view on how it should be acquired – by constant repetition and
habit-formation.

Greek philosophers who came after Aristotle emphasised different aspects of his
message. Epicurus (341–270 bc) emphasised the importance of a simple life, focused
on things you really enjoy, like friendship and family life. Zeno the Stoic (333–264
bc) emphasised civic virtue and the ability to calm your mind whatever adversity
befell you. The ideas of these two thinkers spread widely through the Roman world.

1 We discuss the contribution of the Buddha in Chapter 4.
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Eventually, it was Stoicism that became the philosophy of much of the Roman middle
class – and of the emperor Marcus Aurelius (ad 121–180), who wrote much about the
secrets of happiness. Similar ideas had already been developed in China by Confucius
and in India by the Buddha.

However, in the centuries that followed, Christianity brought in a quite different
perspective. Happiness was still to be sought but only in the afterlife. In this world, the
aim was virtue alone and this would bring happiness after death.2

The eighteenth-century Enlightenment

It was only in the late seventeenth century that philosophers dared to re-establish
happiness on earth as the goal of life. The great English philosopher John Locke
(1632–1704) took it as axiomatic that people wanted to feel good and that to acquire
that feeling was their principal motivation. But it was a Scotsman, Francis Hutcheson
(1694–1746), who took the first huge step towards establishing happiness as the goal
for society, rather than just for the individual. He taught that the moral thing to do was
whatever produced ‘the greatest happiness for the greatest number’3 – or, more
precisely, what produced the greatest total happiness. And he argued that this is what
any ‘impartial spectator’ would think.

From the wellbeing point of view, this idea was probably the greatest idea of
modern times. It has three key implications.

(1) For judgements: If we want to compare two different situations and to say which
is better, we should use the happiness of the people as the test. This would be so,
for example, if we were asking which country is doing better, or whether the
present is better than the past or which is the best way to spend public money.

(2) For individual action: If we ask, ‘What is the ethical thing to do?’, the answer is,
‘Whatever produces the greatest overall happiness’.

(3) For government policy: When we ask, ‘What should the government be trying to
achieve?’, the answer is, ‘The greatest possible happiness for the people’.

As the eighteenth century progressed, these ideas took a firm hold among the educated
classes in the English-speaking world, including in North America.4 Thomas
Jefferson, who drafted the US constitution, would write, ‘The life and happiness of
the people is the first and only object of good government.’ But the writer who
immortalised these ideas was the Englishman Jeremy Bentham (1748–1832) in
The Principle of Morals and Legislation. In this book, Bentham argued that all actions
should be judged by their consequences – by their impact on the happiness of
everyone. In other words, actions should be judged by their ‘utility’. Thus

2 Of course, Christianity also forecast a new world on earth but only after the Second Coming.
3 Raphael (1969).
4 There were also supporters on the continent of Europe but not so numerous. Notable contributors included
the Italian jurist Cesare Beccaria (1738–1794) and the French philosopher Claude Adrien Helvétius
(1715–1771).
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Bentham’s concept of ethics, which is so humane, became known as ‘utilitarianism’,
which makes it sound quite the opposite. (Similarly economics, which was founded by
Adam Smith (1723–1790) to study the economic conditions for the greatest happiness,
chose the word ‘utility’ to describe individual wellbeing rather than the word
‘happiness’).

During the nineteenth century, the principle of the greatest happiness inspired many
major social reforms. It was forcefully presented by John Stuart Mill (1806–1873) in
his book Utilitarianism and in his essay ‘The Subjection of Women’. However, he
also proposed that some pleasures are intrinsically better than others (for example,
poetry was better than the game of pushpin). This was in our view a confusion of
means with ends. You will certainly be happier in general if you have a clear purpose
in life (as we show clearly in Chapter 4). And you will make others happier if you are
virtuous. But the ultimate test of a society is how happy people are (irrespective of
how they became so).

During the nineteenth century, economists continued to focus on happiness as the
ultimate test of economic arrangements, and the economist Edgeworth (1845–1926)
foreshadowed the modern science of wellbeing when he talked about the need for a
‘hedonimeter’ – a technique to measure happiness in a cardinal fashion. In the
nineteenth century, most economists believed that an extra dollar gives more extra
happiness to a poor person than to someone who is better off. Similarly, in psych-
ology, the great psychologist William James was primarily concerned with life as
people experienced it from the inside.

Behaviourism

But then in the twentieth century, psychology turned away from the study of well-
being – to behaviourism. Scholars like Ivan Pavlov and John B. Watson argued that
we could not know what occurred inside people or how they felt. One could only
study how they behaved and how this was affected by external stimuli. This doctrine
soon impacted on economics, and in 1932, the economist Lionel Robbins asserted that
we could not compare the happiness of one person with another.5 Even for the same
person, he argued, we could only rank different situations, A, B and C, in order; we
could not say whether going from A to B gave more (or less) extra happiness than
going from B to C.

The consequences for economics were serious. It became impossible to evaluate
any issue involving income distribution. We could not say whether it was better if two
people had $50,000 dollars each or if one had $20,000 and the other had $80,000. All
that could be claimed was that a change was good if some people gained and no one
lost (a so-called Pareto improvement). When, as generally happens, a change involves
some gainers and some losers, economists, according to Robbins, could say nothing.
But in fact, this did not stop them from pronouncing in such cases, and John Hicks and

5 Robbins (1932).
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Nicholas Kaldor quickly provided what they considered a justification. They argued
that, even if some people lose, a change is good if the gainers could have compensated
the losers – even if they actually didn’t.6 This was the so-called Hicks–Kaldor
criterion for a welfare improvement.

This criterion also justified a second dubious practice: the use of national income
(or gross domestic product, GDP) as a measure of national wellbeing. GDP is a
measure of the scale of economic activity, the things that happen for which people get
paid. In the national income, everybody’s dollars are added up regardless of who has
them; and, if the national income increases, that is a Hicks–Kaldor improvement, even
if many poor people have become worse off. But GDP was invented for a quite
different purpose – by Simon Kuznets – as a way of analysing the business cycle and
the fluctuations of unemployment. It was not meant to measure wellbeing. As Kuznets
himself said, ‘The welfare of a nation can scarcely be inferred from a measurement of
national income.’7 There are two obvious reasons for this view:

� GDP adds up the dollars of rich and poor as if they are of equal value.
� GDP fails to include any source of wellbeing other than things you can buy. As

Robert Kennedy put it, ‘GDP does not allow for the health of our children, the
quality of their education, or the joy of their play.’8

But despite all this, GDP per head became the totem of national success in the post-
WWII period.

In recent years, there has, however, been a massive pushback against the idea that
GDP is an adequate measure of national progress. In 1974, the economist Richard
Easterlin used psychological surveys to show that wellbeing in the United States had not
risen since WWII, despite massive economic growth.9 And subsequent research has
shown that economic growth is no guarantee of increased wellbeing (see Chapter 13).
So it is not surprising that even before the economic slowdown in the West from 2008
onwards, there was increased public demand for a wider goal than economic growth.

Taking feelings seriously again

But key to the demand for a new approach has been our increased ability to measure
wellbeing and to understand its causes. The key figure here has been Edward Diener
(1946–2021). Beginning in the early 1980s, he showed that wellbeing could be
effectively measured and explained.10 As time went on, more and more psychologists
joined this enterprise, including Daniel Kahneman who in 2002 won the Nobel Prize
for Economics. Economists also joined in, using large population surveys to throw
light on the effect of different experiences upon individual wellbeing.

6 Kaldor (1939); and Hicks (1940). 7 Kuznets (1934).
8 Robert Kennedy in a speech at the University of Kansas on 18 March 1968. 9 Easterlin (1974).

10 See Diener (1984). Important forerunners were Cantril (1965); Campbell, Converse and Rodgers (1976);
and Andrews and Withey (1976). These books used the new wellbeing metric.
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At the same time, ordinary citizens have become increasingly aware of their own
mental states and interested in how to improve their own feelings. Two forces are at
work here. The first is cognitive psychology (embodied in cognitive-behavioural
therapy) and the second is mind-training techniques imported from the East. We
discuss both at length in Chapter 4.

The Definition of Social Welfare

So it is time to lay out somewhat more formally a view of ethics based on the
wellbeing of society as the goal.11 The overall objective is called ‘social welfare’
(S). Social welfare is the concept we use when comparing one situation with another,
to find out which is best. Any formula for social welfare must obviously satisfy some
basic principles including these:

� Everybody’s wellbeing is of equal importance. So every person’s wellbeing should
be treated in the same way when we compute social welfare.12

� Social welfare must be higher if one person’s wellbeing increases and no one
else’s falls.

But we need to be more specific than this. The measure of social welfare that
Hutcheson, and then Bentham, proposed was the simple sum of wellbeing (W) across
all the members of the population. In other words, if Wi is the wellbeing of the ‘i’th
person and

P
means the sum across all members of the population, then at any point

in time social welfare is

Current Social Welfare ¼ S ¼ Σ
i

Wi (1)

This is the classic utilitarian approach. Later in this chapter, we shall consider a more
egalitarian or ‘prioritarian’ approach. But the classic utilitarian approach is a good
starting point.

Wellbeing over time and WELLBYs

Of course, most decisions affect wellbeing over a period of time. For example,
decisions affecting the climate will affect generations yet unborn. So we need a
social welfare function that enables us to find the best path of wellbeing over
the future and not just in the current period. So how should we value future
wellbeing?

11 There are some wellbeing scientists who would only use the social welfare function as a guide to the
choice of political constitutions, not as a guide on individual policies (see Frey 2008).

12 As we argue later, future wellbeing should be slightly discounted.
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An obvious starting point is that the wellbeing of every human being in every year
matters equally. However, since there is major uncertainty about the future, we should
slightly discount the wellbeing that could be expected in future years – by multiplying
wellbeing in t years hence by 1� δð Þt where δ is the discount rate per annum.
(In Britain, the official value of this ‘pure time preference rate’ is 1.5% per annum).13

In proceeding in this way, we are assuming that a person’s suffering in any one year is
equally important, whether or not the rest of their life is happy.

On this basis, intertemporal social welfare (S*) becomes simply the discounted
sum of all future wellbeing, whoever is experiencing it:

Future Social Welfare ¼ S∗ ¼ Σ
i
Σ
t

1� δð Þt Wit (2)

So if we want to decide whether a policy change is desirable, we should evaluate
whether the following expression is positive:

ΔS∗ ¼ Σ
i
Σ
t

1� δð ÞtΔWit (3)

To make this practical, we have to decide on the length of each period. If we take it as
a year, ΔWit would be the change in wellbeing for person i in year t. In other words, it
is a change in Wellbeing-Years (or WELLBYs). So when we come to methods of
policy evaluation in Chapter 18, the key issue will be how a policy affects the number
of (discounted) WELLBYs.

Sustainability and climate change

Thus the wellbeing approach provides a comprehensive framework for considering the
future of our society from the smallest choices to the biggest. Of these, the biggest of all
is the future of the planet. A central issue here is thewellbeing of future generations.14

Wellbeing science favours a low discount rate, so that what happens to future
generations is really important when we decide what to do now. The only legitimate
reason for discounting future wellbeing is ‘pure time preference’, based on uncertainty
about the future. Typical rates of pure time preference are 1.5% a year. By contrast
economists mainly analyse the future in terms of levels of real income. They generally
assume that real incomes will rise steadily, which will reduce the impact of extra
future income on future wellbeing. They therefore discount future income by at least
3.5% a year – making the future appear much less important relative to the present.15

So it is not surprising that those who want everything analysed in terms of wellbeing
find strong allies among those who want more attention to the future of the planet. For
both groups, sustainability is crucial.

13 HM Treasury (2020, 2021). 14 Budolfson et al. (2021). 15 HM Treasury (2020).
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Length of life and the birth rate

There is one further issue – the issue of life and death. One way to increase future
social welfare (as in equation 2) is to help people live longer. If someone lives longer
and has wellbeing greater than zero, that increases social welfare.16

But can we also increase future social welfare by increasing the birth rate? If we
could, it would be one of the least expensive ways of increasing future social welfare,
and we would therefore choose to do it even if it decreased the number of Wellbeing-
Years (or WELLBYs) per person born. John Stuart Mill rejected the idea that social
welfare depended on the size of the population, and we shall focus instead on the
number of WELLBYs per person born.

Today’s medical policy-makers have adopted the same approach. Their aim is to
produce the highest possible number of Quality-Adjusted Life Years (suitably dis-
counted) for each person born.17 We shall follow this approach. So when we use
equation (3) to evaluate a policy change, we do not include in our evaluation any
effect of the policy change upon the number of people born.

How egalitarian should we be?

We have thus far adopted the stand of classic utilitarianism – that all that matters is
average lifetime wellbeing, regardless of how unequally it is distributed. This means
that the following distributions of wellbeing are of equal value:

Situation 1 Situation 2

Person A 8 5
Person B 2 5

But today many people are more egalitarian than Hutcheson and Bentham were and
believe that it is more important to raise the wellbeing of the least happy people than to
raise by an equal amount the wellbeing of those who are already quite happy.18 In
other words, the social value of i’s wellbeing is not identical to Wi. Instead, it rises
with Wi but it rises at a declining rate. So the social value of Wi is a ‘function’ of Wi,
f (Wi), which has the property we have just described.19 And social welfare is the sum
of f (Wi) added up across all members of society. Thus,

For egalitarians: S ¼ Σ
i
f Wið Þ f 0 > 0, f 00 < 0ð Þ (4)

16 We are now measuring wellbeing on a ‘ratio scale’ implying that we can say A is twice as happy as
B. This is a further assumption that goes beyond (but does not contradict) the case for an interval scale
which we made in Chapter 1.

17 See Chapter 10. 18 For example, Rawls (1971) – see equation (5) below.
19 The symbol f(Wi) means a magnitude that varies with Wi. The symbol f 0 means the increase in that

magnitude as Wi increases by 1 unit. The symbol f 0 0 means the increase in f 0 as Wi grows by one unit. If
we assume that dead people have no social value, we have to choose a f(W) function that has the property
that f(0) ¼ 0.
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There are thus two alternative concepts of social welfare that we could use to decide
whether one situation is better than another. Which of them should we use? In
choosing between the Benthamite (or strictly ‘utilitarian’) view and the more egali-
tarian (or ‘prioritarian’) view, a good approach is the one pioneered after WWII by
Jan Harsanyi and John Rawls.20 In this approach, we imagine ourselves in an
‘original position’ behind a ‘veil of ignorance’, not knowing which actual human
being we are going to be. We then ask ourselves to choose between different
situations, not knowing who we will be in each situation.

So howwould we evaluate different situations? Egalitarians who use this framework
believe that most individuals have a degree of risk-aversion. They would not therefore
evaluate a distribution of possible levels of wellbeing entirely according to its average
value. They would also look at the spread of the possible outcomes. And they would
prefer prospects where the probability of experiencing low wellbeing was low. In other
words, for any given average wellbeing in the population, they would prefer a more
equal to a less equal distribution of wellbeing.21 The simplest way to represent this set of

values is by a concept of social welfare of the type we have already described,
Σ
i
f Wið Þ

where the social value of additional W declines as W increases.22

If one accepts this argument, the issue is then ‘How fast is the decline?’23 The most
extreme view is one inspired by the work of the Harvard philosopher John Rawls.24 In
this view, the decline is so sharp that the only thing that really matters is the wellbeing
of the least happy person. So the social welfare equals the wellbeing of the least happy
person.

For followers of Rawls: S ¼ Min W1, . . . , Wnð Þ (5)

A less extreme view is that the only thing that really matters is the number of people
below some acceptable level of wellbeing.25

Choosing a social welfare function is not a scientific matter – it involves normative
considerations, even if we try to solve the issue by ‘positive’ thought experiments or
by surveying the population. This is why, however much the science of wellbeing
improves, there will always be a spread of views on the exact definition of
social welfare.

20 Harsanyi (1953, 1955); Rawls (1971). 21 Dolan (2014) p. 179.
22 This is not contrary to the principle that future prospects should be valued according to their ‘expected

utility’, as Harsanyi (1953, 1955) argued, i.e., according to Σ πiui where πi is the probability of outcome i
and ui is the ‘utility’ of outcome i. This is because for every outcome i there is a value ui such that the
person is indifferent between the outcome i (experienced with certainty) and, alternatively, the
probability ui of the best outcome plus the probability 1� uið Þ of the worst outcome. But Egalitarians
would argue that if people are risk averse, uiwill be a concave function of true happiness, Wi:
thus ui ¼ f Wið Þ f 0 > 0; f 00 < 0ð Þ.

23 One formulation of this question is to assume S ¼ Σ 1
λ
W λ

i λ � 1ð Þ. We then debate the value of λ.
24 Rawls (1971). (Rawls applied this judgement only to the distribution of ‘primary goods’).
25 This approach has been called ‘sufficientarian’. To encourage a focus on misery Kahneman and his

colleagues devised a so-called u-index, which measures the proportion of the day in which a person is
predominantly miserable (Krueger 2009).
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Therefore, the most practical approach in any choice situation is to begin by first

examining the difference in
Σ
i

Wi and then seeing how far the result would be altered

by varying assumptions about the form of f Wið Þ.26 A further practical step is to begin
the search for new policies in those areas of life that account for the greatest amount of
misery (on which Chapter 8 provides relevant evidence).

Criticisms

It is time now to face the music. For, despite its powerful approach, a philosophy
based on subjective wellbeing has been subject to major criticisms. Here are some of
the main criticisms, together with a typical reply from the advocates of wellbeing. It
should be pointed out that many of these problems are extremely difficult to handle
using any philosophical system, and the real issue is whether there is any other ethical
system that is more defensible than that based on wellbeing.

Consequentialism and rights: The fat man

The first criticism is that we only take into account the consequences of actions (even
though we do include in that the experiences that occur during the action itself ).
Critics often use the following example.27 You are on a railway bridge. You see a train
approaching from one side of the bridge, while down the line are five people on the
track who will be killed by the train. However there is a fat man sitting on the bridge.
Should you push the fat man to his death in order to save five others?

The calculus says there would be a net gain of four lives from this action (5 minus 1).
So is it the right thing to do? Critics argue that the wellbeing approach says Yes, and this
shows that the wellbeing approach is inadequate. However, how would millions of
people in our society feel about their own lives if such actions became acceptable?
Clearly, society has to have rules that make its members flourish. The philosophy of
utilitarianism thus has two functions.28 First, it helps us to choose the rules we should
generally follow, and second, it helps us to decide when we should break the rule (for
example, when we should lie to protect a Jew in hiding from the Nazis).

Some of the rules will be moral principles we teach our children, while others will
be rights enshrined in law. We will teach our children to be kind because that makes
other people feel better. But we also need legislated rights, especially for minorities. If
we wish to prevent misery, we have to establish many legal rights. But these are
deliberate legislative acts designed to promote social welfare; they are not the

26 Some modern philosophers, like the leading utilitarian philosopher Peter Singer, argue that we should
stop at Σ Wi partly because going any further takes us too far from what could in principle be objectively
measured. De Lazari-Radek and Singer (2017).

27 Sen and Williams (1982). For a different view, see Smart in Smart and Williams (1973).
28 Hare (1981).
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recognition of some pre-existing ‘natural rights’.29 The only natural right is that each
individual’s feelings count equally.

The experience machine

But are good feelings the only things that matter? In 1974, the Harvard philosopher
Robert Nozick questioned the primacy of feelings by posing the following hypothet-
ical question: ‘Suppose there was an “experience machine” you could link up to,
which would make you feel anything you desire and which was equally available to
other people. Would you link up to it?’30

Many people say No. They say it matters that the experience is real. But what if the
real experience was awful and that we reverse the sequence of the question. So
imagine you are having a lovely time in the experience machine and are offered
instead the real experience of solitary confinement in a rat-infested cell. Which would
you choose?31

A more likely possibility is that scientists come up with a drug that makes
everybody feel better and has no bad side effects. This issue was raised in a striking
form by Aldous Huxley in his book Brave New World. In it he has people taking soma
to make themselves feel better. This was meant to appal the readers. But most people
throughout history have used alcohol or other substances to improve their mood. The
problem has been that all known substances of this kind also bring bad side effects.
But it may be hard to object to a substance that improves mood without any bad
side effects.

Adaptation

Then there is the issue that our feelings adapt (see Chapter 3). Most people adapt to
hardship to a considerable extent, so that it causes less misery than might be
expected.32 If we take this fact into account, critics say, we shall do less to reduce
hardship than we should.33 But this does not follow, because people who are more
fortunate also adapt to their good fortune. So if we take from the privileged and give to
the deprived, the privileged will also suffer less than might be expected. Thus the case
for redistribution is hardly affected by the fact of adaptation: the poor may gain less
extra wellbeing from it than might be expected, but the rich also suffer less than might
be expected.34 The balance of the argument is thus unaffected.

However, adaptation does have important implications if some experiences are less
subject to adaptation than others. It is therefore important to distinguish between
hardships that cannot be adapted to and those that can be. Hardships that are hard or

29 According to Bentham the doctrine of natural rights is ‘nonsense on stilts’. See Bentham (2002).
30 Nozick (1974). 31 See Hindriks and Douven (2018).
32 For the scale of adaptation to many types of experience, see A. E. Clark et al. (2018). 33 Sen (2009).
34 Actually, there is not much evidence of adaptation to income once social comparisons are taken into

account – see Chapter 13.
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impossible to adapt to include mental pain, chronic physical pain, incarceration,
torture, indignity and intolerable noise.35 These types of hardship need high priority
in public policy.

Selfishness is encouraged

Critics often complain that, if we accept wellbeing as the supreme goal, this means
that individuals should simply maximise their own wellbeing. Far from it. For each
person’s wellbeing depends hugely on the benevolent behaviour of others. This is
illustrated in Figure 2.1.

In this profoundly important diagram, the outcome we care about is the overall
wellbeing of society, represented by the whole right-hand side of the diagram. How
can it be maximised? The answer is: only if everyone chooses to behave so as to
maximise the overall wellbeing of society. That is the fundamental ethical principle
proclaimed by Bentham and by all other supporters of the greatest happiness principle.
This aspiration should inform a person’s whole life – both in private matters and also
in the job they choose to do. In this view, morality is not just about what you should
not do but also what you should do. For example, it is wrong to hurt someone but it is
also wrong not to help them.

Some people say this is too ‘demanding’36 – it takes over too much of your life. As
with all other moral theories, it is hard to specify exactly how far we should sacrifice
our individual happiness for the sake of others. But, if we want to reduce suffering, we
clearly have to avoid not only hurting people (sins of commission) but also failing to
help them (sins of omission).

To encourage good lives, we have two key psychological traits we can build on.
The first is the pleasure that people derive from helping others: doing the right thing is
not always pleasurable but it often is (see Chapter 3). The second is the impact of
norms on habit. If people are expected to behave well from an early age, it just
becomes a habit. This was the route that Aristotle stressed.

Both of these routes are at variance with the doctrines of Immanuel Kant, the great
philosopher of the German Enlightenment, which provide the main alternative system
of ethics to that based on the maximisation of wellbeing.37 In the Kantian system, the
ethical rightness of a person’s actions are judged by the person’s motives and not by

Figure 2.1 How wellbeing is determined by behaviour

35 On noise, see Weinstein (1982). 36 See Railton (1984). 37 See, for example, Scruton (1982).
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their consequences. A moral action has to be a conscious act of will, and pleasure and
habit are considered antithetical to truly moral action. There is, however, one key
feature on which both Kantian and Benthamite approaches are agreed: every individ-
ual is of equal ultimate importance. This is fundamental to any ethical theory based on
reason.

The nanny state

Turning to political theory, critics of the wellbeing approach sometimes claim that, if
the government concerns itself with how people feel, this will lead to excessive
interference in people’s lives. But wellbeing science itself shows the huge importance
of freedom for personal wellbeing (see Chapters 8 and 16). So any government aiming
at wellbeing will be constantly restrained by that consideration. Whenever possible,
the government will provide opportunities that people can use or not, as they prefer.

It is, however, crucial to realise that many of the things that matter most to people
are intensely personal (their mental health, their family relationships and their work
situation) and failures in these dimensions are major sources of human misery. So a
benevolent state is bound to offer help, if there are cost-effective forms of help that can
be made available.

Social justice

A final problem is one that affects all ethical theories – how much weight to give to the
interests of the least fortunate. Classic utilitarianism can be criticised because it gives
equal value to more happiness whether it accrues to someone who is already happy or
to someone who is miserable. But the ‘prioritarian approach’ we advocated earlier
avoids this problem, and it provides a stronger basis for the legal creation of rights. It
also asserts that income inequality is bad because an extra dollar is worth more to a
poor person than a rich one. So a good society establishes rights (as a form of safety
net) and it redistributes income.38

No ethical theory is without problems. If you find the wellbeing approach prob-
lematic, can you think of a better criterion for how to live or how to make policy?

We can end with a different question. Is wellbeing an experience that humans were
designed for? The answer from ‘evolutionary psychology’ is ‘Partly yes and partly
no’. The basic features of human nature were created by natural selection about
200,000 years ago in Africa. The genes that survived in the struggle for survival were
those that maximised our ‘inclusive fitness’ – in other words, the genes that were most
likely to produce successive generations carrying the same genes. So how conducive
to wellbeing were the genes that got selected? We were certainly constructed to enjoy
many of the things necessary for survival and reproduction – sex, food, drink and a
capacity to cooperate (see Chapter 3). Moreover, as we have seen, wellbeing is

38 Layard and Walters (1978) pp. 47–51 and references therein.
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extremely good for many other things that are good for our survival – good for our
physical health, for our productivity and for our creativity.39

There were, however, some traits that were essential for survival in the Savannah
that are not particularly conducive to an enjoyable life. The most obvious of these is
anxiety. If lions are about, it is a good thing to be anxious. But life today is a lot more
safe, and most people would have a more enjoyable life if they were less anxious (see
Chapter 4).

As this book shows, we have the knowledge to improve our own wellbeing and that
of others – a noble cause.

Conclusions

(1) We are considering a very powerful idea – that social welfare depends only on the
subjective wellbeing of the population. This is relevant to all aspects of life from
public policy-making to personal behaviour. It is a concept with at least three
uses.
� It provides a measure for comparing situations, for example, comparing

countries or comparing the same country at different periods in time.
� It provides the fundamental principle of moral philosophy: that we personally

should at all times do what we can to maximise social welfare.
� It provides the fundamental principle of political philosophy: that

governments should provide the conditions for the greatest possible
social welfare.

(2) Wellbeing has been a central issue in philosophy from the earliest times.
(3) In the eighteenth century, Anglo-Scottish philosophers proposed the ‘greatest

happiness’ of the people as the goal of moral and political action. Thus
individuals should aim to be ‘creators of happiness’ and policy-makers should
target the wellbeing of the people.

(4) In the early twentieth century, behaviourism postulated that we could not know
how others feel. In consequence, economists abandoned the policy goal of
maximising happiness and moved to maximising aggregate income (GDP).

(5) There is now a strong movement against using GDP as an indicator of wellbeing
and in favour of some measure of the quality of life.

(6) One version of the ‘social welfare function’ is ΣWi, where Wi is the wellbeing of
the ith person. But most policies have impacts over a number of years. Thus

forward looking social welfare is measured by
Σ
i
Σ
t

1� δð Þt Wit , the discounted

sum of future Wellbeing Years (WELLBYS).

39 See De Neve et al. (2013). On creativity, see Fredrickson (2000).
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(7) The discount rate should be low. In this case the wellbeing of future generations is
given the weight it deserves – making climate change and sustainability into
hugely important issues.

(8) Egalitarians prefer to measure the social value of today’s wellbeing not by ΣWi

but by Σf Wið Þ where f Wið Þ rises at a diminishing rate as Wi increases. In policy
evaluation, a practical approach is to start with ΣWi and then test for sensitivity to
different forms of f Wið Þ. In addition we can mainly search for new policies in
those areas of life which account for the greatest amount of misery.

(9) The wellbeing approach has been criticised on many grounds including rights,
‘experience machine’, adaptation, selfishness and the ‘nanny state’. This book
discusses these criticisms.

Questions for discussion

(1) Do you agree that coherent policy-making requires some single overarching
criterion? Should this be wellbeing?

(2) Should the same idea govern our personal ethical choices?
(3) Should the social welfare function be the simple sum of wellbeing across people?

Or should it give extra weight to the scale of misery?
(4) What is your view on the main criticisms made of the wellbeing approach to

ethics and policy choice:
� Consequentialism, rights and social justice
� The experience machine.
� Adaptation
� Selfishness
� Nanny state
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3 How Our Behaviour Affects
Our Wellbeing

To a psychologist it is self-evident that people are neither fully rational nor completely
selfish, and that their tastes are anything but stable.

Daniel Kahneman

Individual Responsibility versus Collective Action

If social welfare is the objective – the thing that needs to be maximised – the next issue
is Who is going to make that happen?

In traditional economics, a huge reliance is placed on the unfettered choices of
individuals. As Adam Smith argued in the Wealth of Nations, people may be selfish;
but, in order to get what they want, they do best by supplying what others need. The
result of this process of voluntary exchange is an efficient situation where (on four
assumptions) it would be impossible to make anyone better off without making
someone else worse off. These assumptions are:

� no monopoly or oligopolies,
� no public goods (like roads or parks),
� full information for all,
� no one affects anyone else except through voluntary exchange (i.e. there are no

‘externalities’).

The classic example of a negative ‘externality’ is air pollution. The pollution just
comes my way whether I agree to it or not. So an externality is something that just
happens to me without my choosing it. Psychologists and sociologists will immedi-
ately realise that externalities comprise a huge fraction of everything that happens –
from how we learn our values to whether we are robbed.1 Coping with externality is
essential if we want an efficient society.

There is also another problem with pure laissez faire (where individual action is
unfettered). This is the issue of equity. Even if the framework is efficient, it may leave

1 There is no problem with so-called pecuniary externalities, where my action affects market prices enjoyed
by others. Layard and Walters (1978) p. 226.
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some people much less happy than others. People differ hugely in their talents, in the
wealth they inherit and, most importantly, in their inner capacity to live an enjoyable life.

Thus pure laissez-faire is neither efficient (the four assumptions are not satisfied)
nor is it equitable. So we need both society and the state to be active in promoting the
wellbeing of the people and the prevention of misery. And for this they need well-
being science.

There is also a further reason. People themselves differ hugely from what is
assumed in traditional economics. On the one hand, they are much less good at
promoting their own best interests than economists assume. And, on the other hand,
they do often care a lot about the wellbeing of others. So we have to begin this book
with a fundamental look at some of the basics of human behaviour.

In this chapter we shall investigate two questions.

� To what extent do people pursue their own best interests?
� In what ways are people affected by others’ behaviour beyond voluntary

exchange – in other words, what are key examples of externality?

Human Decision-Making

Clearly, people do to some extent pursue their own best interests. That is one reason
why the human race has survived. People are ‘attracted’ to things that are good for
survival – and feel happier when they achieve them (eating, mating etc.). And they
‘avoid’ things which are bad for their survival. This ‘approach/avoidance’ system is a
basic part of human nature. But things are more complicated than that.

In 2002, the Nobel prize for economics was awarded for the first time to a
psychologist. Some would say ‘About time’, since economics is based on a psycho-
logical theory about how people behave. But Daniel Kahneman’s message was
different from that of the economists. As Kahneman put it, economists typically
assume that people ‘are rational, selfish and their tastes do not change’.2 After decades
of research with his friend Amos Tversky, Kahneman believed otherwise.

Together they founded a new subject – called behavioural economics by some and
behavioural science by others. Many others followed them, especially the economist/
psychologist Richard Thaler (another Nobel laureate) and the lawyer Cass Sunstein. In
their book Nudge,3 they distinguished sharply between the people of traditional
economic theory (who they called Econs) and real people (who they called Humans).

The two central issues are these: how effectively do people pursue their own
wellbeing, and how do they impact on the wellbeing of others? There are at least five
major ways in which humans do not maximise their own wellbeing:

� Addiction and lack of self-control,
� Unforeseen adaptation,

2 Kahneman (2011) p. 269. This whole chapter draws heavily on this book.
3 Thaler and Sunstein (2008). See also Thaler (2015).
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� Framing,
� Loss-aversion,
� Unselfishness.

Addiction and self-control

People regularly decide to give up smoking, alcohol, drugs or gambling but then fail to
do so. Frequently, they decide to do it next year, and when next year comes they
decide to do it the following year. This is a case of ‘dynamic inconsistency’. It is
inconsistent because in the first year they have planned on the basis of their prefer-
ences in the first year; but, when the second year comes, their preferences for the
second year have changed. More generally, as people look forward, many of them
give a very high priority to the present over all ensuing periods: they use a very high
discount rate between now and next year. But they use a much lower discount rate
when they compare next year with the one that follows, and so on – and this is why
they plan to give up next year rather than this year. Interestingly, neuroscientists have
shown that decisions between this year and next are made in more primitive parts of
the brain than decisions between more distant future years.4

Unforeseen adaptation/habituation

Another source of bad decisions is adaptation that is not foreseen. Human beings are
generally pretty adaptable. They adapt to hardship – and they habituate to good
experiences. In other words, the initial impact of a change on wellbeing eventually
wears off, either partially or totally.5 As we shall see in this book, people adapt
(partly at least) to divorce, disability and poverty, and they also adapt to new houses, a
new car, a new partner or a new child.6

If adaptation is total, the only way to change your wellbeing permanently is to
experience continual change. Thus in ‘total adaptation’ we might have

Wt ¼ b Xt � Xt�1ð Þ (1)

where X is anything that matters to you. So if you like X, your mood is higher when X
is increasing. But, once X stops increasing, you return to your previous level of
wellbeing. In other words, there is a ‘set point’ of wellbeing – neither good changes
nor bad ones have any permanent effect.7

But if in fact we follow people through their lives, we find that their wellbeing
often fluctuates a lot from one decade to another.8 So, total adaptation is relatively

4 Laibson (1998) and Rabin (1998).
5 Addiction often arises from this source. At first the substance raises wellbeing, but over time, you need
more and more of it to get the same good effect.

6 See later chapters and A.E. Clark et al. (2018).
7 Of course, if you can keep X growing every year, you will be better off but you are then on a ‘hedonic
treadmill’.

8 Headey (2006).

57How Our Behaviour Affects Our Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


rare – poorer people are, for example, less happy than rich people (other things being
equal). But they also suffer less than you might imagine if you thought about how you
would feel next year if you suddenly became that poor.

For the most common case in real life is ‘partial adaptation’. This is very
common. When you move house, your next new house makes you feel great at first,
but then gradually you take it for granted (you reduce your attention to it) and you
return towards how you felt before the move.9 The same happens with a new car or a
rise in income. A typical case of partial adaptation is

Wt ¼ aXt þ b Xt � Xt�1ð Þ (2)

So suppose we start from a position where X has equalled X0 for some time, with

W0 ¼ a X0

Then X rises to X1 and stays there from then on. In response, wellbeing in the first time
period is

W1 ¼ aX1 þ b X1 � X0ð Þ
But in the following period, there is no further stimulating increase in X. So

W2 ¼ a X1

This sequence is shown in the Figure 3.1, where X is taken to be desirable.10 The key
point is that the degree of adaptation is measured by the ratio of b to a. The higher b is
relative to a the more adaptation occurs, and the further W moves back to its original

Figure 3.1 Partial adaptation of wellbeing to changes in X

9 Odermatt and Stutzer (2019).
10 If more lagged terms appeared in equation (2), the decline to aX1 would be more gradual.
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position after its initial change. This kind of pattern applies to the effects of finding a
partner, losing a partner, having children and many basic experiences.

If one looks deeper into the reasons for adaptation, it clearly has much to do with
attention. When you attend to things, they become very important. When you do not,
they become less so. As Kahneman puts it, ‘nothing in life is as important as you think
it is when you are thinking about it’. Things that are very salient and obtrusive like
money can easily grab people’s attention, although for much of the time most people
don’t actually think about them. For example, most people think that people in
California are happier than people in the mid-west region of the United States. This
is because, when they make the assessment, they are thinking about the difference in
the weather. But in fact there is no difference in happiness because neither group
actually spend that much time thinking about the weather.11 Nor after a while do
most people spend much time thinking about their car, unless someone draws their
attention to it.

So what are the implications of adaptation for the wellbeing of the individual? The
key question is whether or not individuals foresee their adaptation. If people foresee
the adaptation, the decisions they take will be optimal. But in many cases, people
clearly overestimate the gain in wellbeing they will eventually get from a change – a
higher income, a new car, a new house or even a new partner. In such cases, people
will put too much effort into acquiring the new situation, and in some cases they will
come to regret the effort they made.12 The Harvard psychologist, Daniel Gilbert, has
called this a case of ‘miswanting’.13

Framing

People’s behaviour is also hugely affected by how a decision is presented to them.
Every advertiser knows this – to sell a product you associate it with something
attractive, however irrelevant. And you make sure people hear about it as frequently
as possible.14 Clearly advertising affects people’s tastes. In particular it often makes
them feel they need something that they did not formerly need. So, not surprisingly,
there is some evidence that advertising reduces human happiness.15

But the clearest case of framing is the effect of the ‘default’. For example, there are
two ways in which people can be presented with the decision on whether to save for
old age through a pension plan:

(1) you are asked if you want to opt in to the plan
(2) you are automatically enrolled unless you opt out (‘auto-enrolment’).

This can make a huge difference to what you do. For example, four US companies
switched from opting in to opting out.16 Under opting in, only 25–43% joined the

11 Schadke and Kahneman (1998); Loewenstein, O’Donaghue and Rabin (2003).
12 Loewenstein and Schadke (1999) p. 90. 13 Gilbert and Wilson (2000).
14 On the power of mere exposure, see Zajonc (1968). 15 Michel et al. (2019).
16 Choi et al. (2006).
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company’s pension plan, but once enrolment was automatic (unless you opted out)
86–96% joined the plan. This is extraordinary. A huge decision depends simply on
whether you have to push a button or not. It is clear that, on a matter as important as
this, people have no clear preferences, even though most economists would assume
they do. Instead, many people let the framing of the decision determine what they do.

Similar behaviour is found in relation to how you can pre-donate your organs after
death. In countries where you have to opt in to donate, donation rates can be as low as
4%; but, when you have to opt out, the rates approach 100%.17 In all these cases,
opting in appears to involve a psychic cost, but this cost disappears if someone else
does it for you.

Because framing is so important, anyone wanting to influence people’s behaviour
must frame their approach to people carefully. This applies to government as much as
to everyone else. This idea is central to the policy of Nudge, advocated by Richard
Thaler and Cass Sunstein. They argue that, if we know how we want people to behave,
we should if possible, make them do so by framing their choices right, rather than by
dictating to them. This approach is known as ‘libertarian paternalism’.18

There are three key principles in framing the choices that people are offered:

(i) Keep the message simple.
(ii) If you want someone to do something, point out that lots of other people are

doing it.
(iii) Associate doing it with something positive rather than something negative.

The following experiment illustrates the last point. Two randomly selected groups
(A and B) were offered the following choices:

Group A Would you accept a gamble that offers
a 10% chance to win $95 and
a 90% chance to lose $5

Group B Would you pay $5 to participate in a lottery that offers
a 10% chance to win $100 and
a 90% chance to win nothing

The majority of Group A refused to accept the gamble, while the majority of Group
B agreed to participate in the lottery. And yet both these offers were identical (just
check it out). The reason for the different answers was that Group A heard the word
‘losing’ while Group B did not.

Loss-aversion and the endowment effect

This leads directly to another key human characteristic: loss-aversion. Even for small
things, people hate losing them by more than they would value gaining them. This is a

17 Johnston and Goldstein (2003) p. 1338
18 They particularly favour nudges where decisions are big, long-term and complicated.
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deep psychological trait in all animals – their strongest impulse is to hold on to what
they have. Just try removing food from your cat.

Richard Thaler calls this the ‘endowment effect’. So here is a remarkably simple
experiment.19 Students are randomly divided into two groups. The first group is
shown a particular type of mug and asked how much they would be willing to pay
for it. The average answer is $3.50. The other group are given the same mug for free.
After a while they are asked how much money they would need to be paid in order to
get them to part with the mug. The average amount is $7. So the same mug is worth $7
once you have it, but you are only willing to pay half that in order to get it. Thus there
is no simple answer about the value of the mug, even to the same person: it depends
whether she already owns it.20 The value depends on the ‘reference point’.

Another clear example of loss-aversion is people’s response to uncertainty, where
Kahneman was awarded the Nobel prize for what he and Tversky called ‘prospect
theory’. So here is one simple experiment. You are asked whether to accept the
following gamble:

� 50% chance of winning $150 and
� 50% chance of losing $100.

Someone who accepts this gamble can, on average, expect to win $25. Yet the
majority of people decline the offer.21 This cannot be explained by assuming that
there is a smooth relationship between happiness and income, regardless of what the
person’s income was until now.22 Instead, when people value their future income, they
are comparing it with their present income. And they dislike losses more than they like
gains. In other words, as Figure 3.2 shows, if a person started with an income of $yo,
she would lose more happiness if she lost $100 than she would gain if she won $150.

Loss-aversion goes way beyond our attitude to income, and it affects behaviour in all
sorts of ways.23 For example, professional golfers are more likely to sink a putt if it is
needed to avoid a bogey (a loss) than if the same shot would give them a birdie (a gain).
Taxi drivers work longer hours on bad days, even though there is less work. Homeowners
insist on selling their houses for a higher price when it involves a loss. And investors are
more likely to sell stocks that have increased in value (since theywere bought) than to sell
stocks that have gone down: they hate to ‘realise’ losses. None of these attempts to avoid
losses would be in the interest of a rational maximiser of expected outcomes.24

19 Kahneman et al. (1990).
20 Another striking example is when students are randomly given either a coffee mug or a chocolate bar

(both of which cost the same). They are then offered a chance to trade. One would expect that 50% would
prefer what they did not have. In fact it was 18%. List (2003).

21 This is not of course true of traders who make hundreds of bets. For someone making this bet many times
over would be almost certain to win a lot.

22 As Rabin (2000) shows, a person with a smooth utility-of-income function who rejected a 50:50 chance
to win $200 or lose $100 would also have to reject a 50:50 chance to win $20,000 or lose $200. This
shows that a smooth utility-of-income function cannot be the reason for loss-aversion.

23 Camerer et al. (1997); Odean (1998); Genesove and Mayer (2001); Kahneman (2011).
24 This is one example of separate ‘mental accounting’ – we judge things in compartments, not in their

overall context.
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Many studies have attempted to measure the scale of loss-aversion, as measured by
the slope of the wellbeing/income relationship for losses relative to that for gains. The
typical finding is a ratio of 2:1. For example, suppose there was

� a 50% chance of winning $x and
� a 50% chance of losing $100

and you were asked what value of x would make you just willing to undertake the
gamble. The typical answer is $200.25

A similar size of effect can be found at the level of the whole economy – this time
in relation to actual wellbeing experienced rather than anticipated wellbeing. When
incomes fall in a slump, the fall in national happiness is double the increase in
happiness that occurs when incomes rise in a boom.26 Once again the ratio is 2:1.
Loss-aversion explains many forms of behaviour that standard economics cannot
explain but that wise people have always noticed. One of these is wage stickiness in
the downward direction. As Keynes pointed out, people fiercely resist a cut in the
money value of their wage. If prices are falling enough, this may appear irrational
since a person might gain in real income even though their money wage fell. But
people do not see it that way, and a combination of loss-aversion and ‘money illusion’
stops wages falling and exacerbates the slump. This simple observation is central to
Keynesian economics, but it is inconsistent with pure rationality.

Y0–100

Figure 3.2 Loss-aversion

25 See, for example, Kahneman (2011). 26 At least double – see De Neve and Ward (2017).
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More generally, it is loss-aversion that makes many economic reforms so difficult
to achieve. Even if 95% of the population would gain, a reform will often be defeated
because of the 5% who lose. Examples abound in every country. In Britain in the
1930s, mass unemployment caused little political protest until the government
reformed the unemployment benefit system in a way that benefitted most unemployed
people but hurt a few.27

Before leaving loss-aversion, let’s note one further fact: diminished sensitivity.
One aspect of this is standard in economics – as you gain more and more, you value
each additional gain less and less. But the same is true of losses – as you lose more and
more, each extra loss causes less and less additional pain. For example, suppose once
again that we look at gains and losses of money. The corresponding changes in
wellbeing are shown in Figure 3.3.

This has remarkable results. Suppose people have to choose between the following
alternatives:

� a 50% chance of losing $100
� the certainty of losing $50.

They will prefer the gamble since it offers at least a 50% chance of losing nothing. To
retain the hope of avoiding loss, decision-makers worldwide are prone to risk a lot,
even though it might be more rational to accept a much smaller loss and move on.28

The combination of loss-aversion and diminished sensitivity constitute what
Kahneman and Tversky called ‘prospect theory’ and it was for this that Kahneman
won the Nobel prize (Tversky having sadly died). Each prize-winner receives a
personalised drawing, and the drawing on Kahneman’s certificate was a more artistic
version of Figure 3.3.

Figure 3.3 Loss aversion with diminished sensitivity
Source: Adapted from Kahneman (2011)

27 Runciman (1966).
28 There is also a well-documented tendency to exaggerate the probability of small risks, which is how

insurers make their money. Tversky and Kahneman (1992).
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Unselfishness

Finally, there is a key aspect of human behaviour that does not often appear in
standard economics: unselfishness. People regularly do things for other people whom
they will never see again and who could never return the favour. They return lost
wallets to their owners and they are more likely to return wallets the more money they
contain.29 People give money in secret to charity; they dive into rivers to rescue
drowning strangers. This behaviour can only be explained by the presence of a moral
sense, partly learned and partly in our genes.30 People of course vary in the strength of
their moral sense. So what can account for this dual aspect of our human nature – the
mixture of the selfish and the unselfish? You might think that at the individual level
people who were more selfish would end up doing better in the Darwinian struggle for
survival. And, if so, the genes for unselfishness would become less and less common.
But this doesn’t happen. Two things sustain the prevalence of cooperation.

The first is social sanctions. Your fellow citizens know that for many purposes co-
operation is more efficient than competition. So they punish people who won’t co-
operate – such people get left out; people will not work with them. So, as the evidence
shows, non-co-operators do worse on average than other humans.31 The same happens
among chimpanzees. In an impressive recent experiment with chimpanzees, there
were five times more co-operative acts than non-co-operative ones – and the non-co-
operators were either shunned or physically punished.32 So one reason why people co-
operate is to win the favour of others.

But there is a second reason: on average, pro-social behaviour makes us feel good
inside ourselves – the ‘warm glow’. In one experiment, students were randomly
divided into two groups. One group were given money to spend on themselves, and
the second group were given money to spend on other people. When asked about their
happiness after the experiment, those who had given the money away were happier.
This experiment has been repeated in four countries and a similar experiment with
toddlers has produced the same results – they smile more.33

Neuroscience confirms this mechanism. When playing the Prisoner’s Dilemma
game (when you can either ‘co-operate’ or not), people who co-operated showed
more activity in the standard brain area where other positive rewards are processed.34

And this was even before they knew whether the other player would co-operate. In
other words, if you want to feel good, do good.

29 Cohn et al. (2019). 30 Ricard (2015).
31 For some evidence, see Schwartz (1970); and Lyubomirsky et al. (2005b). However, some cheats do also

survive in the competitive struggle. Frank (1988) has a nice explanation of how in equilibrium both
cheats and non-cheats can survive – by consorting with people like themselves. See also Fehr and
Fischbacher (2003), who show how multiple equilibria are possible: if there are enough selfish people,
even unselfish people will behave selfishly.

32 Suchak et al. (2016).
33 Otake et al. (2006); Dunn et al. (2008); Aknin, L. B. et al. (2012); Aknin et al. (2013, 2015, 2019); Lane

(2017). As Helliwell et al. (2018c) show on page 10, helping behaviour gives more pleasure to the helper
when it is done for the sake of the other person than when it is done for self-oriented reasons.

34 Rilling et al. (2002). See also Harbaugh et al. (2007).
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Externalities

The conclusion so far is that Humans do not always maximise their own wellbeing. In
cases where this produces a bad outcome, good advice, nudges and even government
intervention might help them do better.35 But there is another reason for government
intervention that also arises from human nature: the role of externality. Let us look
briefly at three forms of externality: the trustworthiness of others, the sources of our
social norms and social comparisons.

The trustworthiness of others

We are hugely affected by the ethical character of those around us (see Figure 2.1).
A libertarian might argue that we can choose who to have around us. But this is not
quite right. Only some people can choose. If they choose the most trustworthy, the rest
of the population end up interacting with the less trustworthy. What matters for the
population as a whole is the total pool of characters they can interact with. So the
virtues and vices of our fellow citizens are huge external influences on our wellbeing.
This has always been given as one reason for public education.

The sources of our social norms

Our own tastes and norms are things we absorb from the outside world – mostly in
childhood and adolescence. They affect what we enjoy – and how we treat others.
Libertarians like the Nobel prize-winning economists Gary Becker and George Stiglitz
argue that no one set of tastes is better than any other (in Latin, ‘de gustibus non
disputandum est’).36 Wellbeing science offers a different view on this. As we have
seen, our preferences have huge effects on other people. Our genes certainly have
some effect on our tastes and norms of behaviour. But we are also hugely affected by
our own parents, our schools, our peers and society as a whole. One has only to think
about how tastes in fashion or music change from decade to decade or our attitudes to
gender, race and smoking.

Basic human needs may not change much. According to one school of thought, our
social needs can be summarised under three headings: autonomy, competence and
relatedness.37

� Autonomy. We need a sense of agency – that we are in control of our lives.
� Competence. We need to feel able to do what is needed of us.

35 Another issue is whether people do choose what they think will make them happy? Interesting research
in this area shows that generally they do but not always. However, many of the contrary cases can be
explained either by unselfishness or by people using a longer time horizon for their future happiness than
the survey allows for (e.g., you take a less pleasant job to access a satisfying later career). See Benjamin
et al. (2012); Fleurbaey and Schwandt (2015); Glaeser et al. (2016).

36 Stigler and Becker (1977). 37 Deci and Ryan (2000). Self-Determination Theory.
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� Relatedness. We need to feel appreciated and to appreciate others – we need
positive connections.

This may be true. But the specifics of what we desire depends hugely on the norms of
the society in which we live.

Social comparisons

People are hugely affected by how they are doing compared with other people. They
care about how their incomes compare with colleagues or how their children compare
with other people’s children. We discuss this further in Chapter 13. People also tend to
imitate each other. This sort of herd behaviour is generally the result of safety-seeking
behaviour among members of a herd.38

Conclusions

In the traditional economic model, people have well-defined preferences and pursue them
consistently and selfishly. According to this model, wellbeing is efficiently promoted, in a
laissez-faire world, except for various problems. The biggest of these problems is ‘exter-
nality’, which is the way in which people affect other people without their agreement.

However, there are in fact many other problems. Humans are different from the
traditional economic model in many ways.

� They often lack self-control (e.g., over drugs, alcohol and gambling), and what they
plan for tomorrow they often fail to execute.

� They often do not realise how much they will adapt to change, and they put effort
into new acquisitions that make less difference to them than they expect.

� They are hugely affected by how decisions are framed – for example, many will
adopt a pension plan when it requires effort to opt out of it, but they would not
choose it if they had to opt in to it.

� People are hugely loss-averse, which often makes desirable changes much
more difficult.

� And, on the other side, they often help each other without expecting anything
in return.

These complexities mean that government intervention or nudges are often needed to
produce efficient outcomes. These arguments become even stronger when we consider
the many pervasive ‘externalities’ affecting our experience:

� We benefit if we live in a trustworthy society.
� We get many of our norms and tastes from society.
� Because of rivalry, we lose wellbeing if others are more successful.

38 Hamilton (1971).
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Thus, the simple economic model explains a lot about the behaviour of companies and
workers. But it is a very incomplete account of how people often behave. Clearly we
need to understand why people behave as they do. But to know what behaviours
should be encouraged, we also need to know how behaviour affects wellbeing. That is
the central feature of the rest of this book.

Questions for discussion

(1) If people fail to pursue their own best interest, should the government ever do
more than nudge them?

(2) What is the right mix of competition and cooperation?
(3) Whose job is it to produce good citizens: (i) parents, (ii) schools, (iii) government,

(iv) faith organisations, (v) others?
(4) How useful is traditional economic theory for thinking about public policy? What

are its main short-comings?
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4 How Our Thoughts Affect
Our Wellbeing

People are disturbed not by things but by the view they take of them.
Epictetus

Our experiences affect our wellbeing but so does the way we think about our experi-
ence – and about our future. The best evidence about this process comes when people
are taught how to control their thoughts better. So in this chapter we examine three
types of mind-training:

� Clinical psychology (for people in distress),
� Positive psychology (for all of us),
� Meditation and mindfulness

The Experimental Method

In each area, we shall rely on evidence from well-controlled experiments. Such
experiments are a vital part of wellbeing research. They are the surest way to establish
causality in general and they are particularly important if we are trying to find out how
to improve things. It is so easy to think that some method works – you see that those
treated (the ‘treatment group’) improve. But would they have improved anyway? You
can only answer this question if you had a ‘control group’ who were as similar as
possible to the ‘treatment group’ but did not receive the treatment. The progress of the
‘control group’ then provides the ‘counterfactual’ with which you can compare the
progress of the treatment group.

The gold standard for such a comparison is the randomised-controlled trial (or
RCT). Here the treatment group and control group are drawn randomly from a single
population. This does not guarantee that they are identical, but it hugely reduces the
risk of conclusions that are biased because of pre-existing differences between the
treatment and the control group.

The key issue with any intervention is the size of its effect. This is more important
than whether the effect is or is not significantly different from zero (which also
depends largely on the size of the sample).
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The size of the effect can be measured in two ways. In the first, we measure it in
units of the outcome being measured. For example, we could measure the effect in
units of life satisfaction on a scale of 0–10 and find that an intervention raises life
satisfaction by say 1 unit.

But it is also interesting to see how big this effect is, when compared with the
overall spread of life satisfaction in the population. So suppose the standard deviation
(SD) of life satisfaction is 2. Then this same intervention has increased life satisfaction
by 0.5 standard deviations. This is the statistic known as the effect size (or Cohen’s
d).1 So for an outcome variable Y, the effect size of an intervention is given by

Effect size = Effect (in units of Y)/SD(Y) = Cohen’s d

Cognitive-Behaviour Therapy (CBT)

So, let us start with clinical psychology and ask, Are people in distress just victims of
their past, who can only be helped by uncovering their past? Or can they improve their
state of mind by changing their present pattern of thinking?

The leading exponent of the first view was the Austrian psychiatrist Sigmund Freud
(1856–1939). According to Freud, our current feelings are largely the result of what
happened to us in childhood. If our experience was bad, this has a lasting effect,
especially if the memories of the bad experiences are ‘repressed’, buried deep in the
‘unconscious’ part of the mind. According to Freud, it is only if these memories are
brought to the surface that the person can move forward. This is best achieved through
psychoanalysis. Here the patient lies on a couch with the therapist behind him, while
the patient practices ‘free association’. And, through this free association, the
repressed memories come to light and the patient’s suffering is relieved.

Many people have been helped by Freudian treatment, though it is not easy to know
how many, due to the paucity of controlled trials.2 Freud was hugely influential on our
culture, especially our greater openness about sex. But Freud’s view of human
possibilities lacked optimism. In Civilisation and Its Discontents, he wrote: ‘The
intention that man should be happy is not in the plan of creation.’

Most psychotherapists in the generation that followed Freud had a more optimistic
view of human welfare. This was particularly true of Carl Rogers (1902–1987), who
founded what he called humanistic psychology.3 More than anyone, Rogers stressed
the importance in psychotherapy of the therapeutic alliance between the therapist and

1 The following other relations hold.
(1) If the effect size (denoted d) is below around 0.5, a treated individual who is initially at the median

will rise up the distribution by about 40 � d percentile points (assuming the distribution is ‘normal’).
(2) The correlation of the treatment dummy and the outcome variable is d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þp

where p is the
proportion treated. For a randomised treatment, where one half the population are treated, this is d/2.

2 For two of the controlled trials, see Fonagy (2015); and Leichsenring et al. (2009). There are now shorter
Freudian treatments known as ‘psychodynamic’.

3 It is also true of Carl Gustav Jung (1875–1961), who first defined the concepts of extroversion and
introversion and of a complex, and of Alfred Adler (1874–1937) who first defined the inferiority complex.
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the client, which is so central to much of counselling today. But the main focus of such
counselling (now face-to-face) continued to be on understanding the past and how it
has influenced the present.

The cognitive revolution

However, in the 1970s a completely new approach was developed by Aaron T. Beck.
This approach was based on the key facts that

� our thoughts affect our feelings,
� we can (up to a point) choose to think differently
� and therefore, we can directly affect our feelings.

This approach does not ignore the past (especially when it was traumatic). But it
focuses on how our current thinking is maintaining the bad feelings that we have.
These bad feelings are causing ‘automatic negative thoughts’. But we can observe
these thoughts, question them (where relevant) and separate ourselves from them
rather than being possessed by them. In this way, we can create space for more
positive thoughts – for more appreciation of what we have and for better hopes and
plans for the future. This will often involve a reassessment of our goals, since
unattainable goals are one of the main causes of depression. We recover by ‘refram-
ing’ our thinking.

Thus was born the ‘cognitive revolution’4 – it was cognitive because it focused on
cognition (i.e., thoughts). Beck’s main interest was the problem of depression. Trained
as a Freudian psychotherapist, he had been taught that people were depressed because
of repressed anger, which they redirect against themselves. According to this theory,
that anger is revealed in their dreams and, from uncovering the anger, patients can be
relieved of their depression. Wishing to make psychoanalysis scientific, Beck there-
fore arranged with a team of colleagues to compare the dreams of depressed and non-
depressed people. It emerged that depressed people had less hostile dreams than other
people did. Instead, the dreams of depressed people mirrored quite closely their
conscious thoughts while waking – thoughts of being victims, with the world against
them and themselves tormented, rejected or deserted.5

So Beck altered his treatment. He got his patients to observe their ‘negative
automatic thoughts’ and replace them with thoughts of a more constructive kind. In
1977, Beck published the first randomised controlled trial of cognitive therapy for
depression, comparing it with the leading anti-depressant.6 The results were striking –

cognitive therapy was more effective. Since then there have been thousands of such
trials, and the current wisdom is that cognitive therapy and anti-depressants are
equally effective at ending a serious depressive episode.7 But, after the depression
ends, anti-depressants have no effect on the risk of subsequent relapse (unless you go

4 Beck (1979). See also Beck and Beck (2011); and Layard and Clark (2014). 5 Beck (2006).
6 Rush et al. (1977). 7 Roth and Fonagy (2005).
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on taking them), while cognitive therapy (once experienced) halves the subsequent
rate of relapse.8

The behavioural revolution in clinical psychology

Originally the ‘cognitive revolution’ in psychological therapy focused on depression.
In the meantime, there was a ‘behavioural revolution’ in progress, for the treatment
of anxiety disorders. This was based on the ideas of the Russian physiologist Ivan
Pavlov (1849–1936), who showed how dogs could be conditioned to respond to a
stimulus, depending on the good or bad events associated with the stimulus. The
South African doctor Joseph Wolpe (1915–1997) inferred from this that humans who
were currently terrified of doing something could be progressively desensitised by the
step-by-step experience that nothing bad resulted when they did that something (like
public speaking or going out of the house). He founded behaviour therapy.

In the 1960s, Gordon Paul put this theory to the test by doing the first controlled
experiment in clinical psychology. The aimwas to cure the phobia of public speaking. Paul
compared systematic desensitisation with two other approaches: insight-oriented therapy
(based on Freud’s ideas) and no treatment at all. Systematic desensitisation worked best.9

In the decades that followed, people found that anxiety disorders were helped not
only by behavioural methods but also by better styles of thinking. Likewise, depres-
sion was helped not only by better thinking but also by behavioural activation. And so
was born Cognitive-Behaviour Therapy (CBT), which focuses on helping people
change unhelpful patterns of thinking and thus bring about changes in behaviour,
attitude and mood.

But CBT is not actually one thing. It is a set of different therapies for different
problems. For example, for post-traumatic stress disorder (PTSD), there has to be a
detailed revisiting of the traumatic experiences. But the essential focus of CBT is on
directly restoring people’s control of their inner mental life and thus enabling them to
move forward. If undertaken with fidelity in the field, CBT produces a recovery rate of
at least 50% after around 10 sessions – and for anxiety disorders the subsequent rate of
relapse is very small.10

Critics of CBT say, correctly, that it concentrates on dealing with the symptoms
that are distressing the patient rather than on uncovering the causes of these symp-
toms. It is, therefore, they say, no more than a ‘sticking plaster’. But the test is surely
the outcome as experienced by the patient. There is nothing wrong in dealing with
symptoms rather than causes – it happens all the time in medicine, especially in
surgery. The encouraging thing is that it gives immediate hope – that humans can take
control of their inner life by conscious activity, properly trained.

CBT is not the only form of effective psychological therapy. For anxiety disorders
it is the best, but for depression, UK government guidelines also recommend inter-
personal psychotherapy, brief psychodynamic therapy and a specific form of

8 Hollon and Beck (2013). 9 Paul (1966). 10 Hollon and Beck (2013).
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counselling.11 And of course drugs also help for severe depression and some forms of
anxiety. But we have focused on CBT because it illustrates the key point of how our
thinking can influence our mood.

Positive Psychology

If thoughts influence moods for people in real distress, the same must surely be true of
everyone else also. This was the insight of Beck’s leading followers. In his presiden-
tial address to the American Psychological Association in 1998 Seligman proposed a
new concept called Positive Psychology.12 This applies the same principles as CBT to
the lives of everybody. Everybody, it says, can be happier if they have better control of
their mental lives and more sensible goals. The secret is to build on your strengths
rather than to correct your weaknesses.13 And to look for the best in any situation and
the best in any person – to reach out and to feel grateful for what you have.

There are many good books on positive psychology14 and there are many con-
trolled trials of the procedures it recommends, such as

� a daily gratitude exercise and
� a daily extra act of kindness.

At this point it is enough to present the 10 Keys to Happier Living, distilled from this
literature by the movement called Action for Happiness. The five items in the left-
hand column (see Figure 4.1) are five recommended actions for every day – the
psychological equivalent to the daily five fruit and vegetables recommended by the
WHO.15 The five items in the right hand column are the main long-term dispositions
we should cultivate in ourselves. To promote the 10 Keys, Action for Happiness has
offered an eight-session course, which has been subjected to a randomised control
trial. This showed that, two months after the course ended, the treatment group had
gained over 1 point in life satisfaction (on a scale of 0–10), which is more than occurs
when someone gets a job (after being unemployed) or finds a partner to live with.16

A key issue in positive psychology is attention. What we focus on affects not only
what we do (as in Chapter 3) but also how we feel. As we have seen, when humans
evolved in the Savannah, there was a daily risk of being killed. So a high level of
anxiety was functional, and it became embedded in our genes. As the psychologist
Rick Hanson has put it ‘the mind is like Velcro for the negative and like Teflon for the

11 See latest guidance from NICE.
12 A forerunner of this approach was the concept of Emotional Intelligence popularised in Goleman (1995).
13 Seligman (2002) offers techniques for identifying your strengths.
14 Seligman (2002); Ben-Shahar (2007); Lyubormirsky (2008); Gilbert (2009); Dolan (2014); and King

(2016).
15 These were originally developed by the New Economics Foundation – see Foresight Mental Capital and

Wellbeing Project (2008) p. 24.
16 Krekel et al. (2020). The course is now six sessions, either online or face-to-face. Another course is

available online through Corsera called ‘The Science of Wellbeing’, based on the highly successful
course at Yale University taught by Laurie Santos.
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positive’.17 But in most of today’s world, people are much safer from violence than
they have ever been.18 So most people are more anxious than is good for them – they
devote excessive attention to what goes wrong. The way to be happier is to devote
more attention to what goes right.

Positive thinking has been subject to considerable criticism by those like Barbara
Ehrenreich, author of Smile or Die, who says it encourages a Pollyanna attitude.
According to these critics, it makes us overlook the bad stuff that is going on. Instead,
these critics advocate ‘realistic thinking’. Obviously when it comes to other people,
realism is vital – we should attend to their suffering. We need to notice it and help
them – and the evidence shows that happier people are more helpful to others.19 But,
for ourselves, it is we who can, in part, create our own reality. The glass may be both
half-empty and half-full: but how much better to think of it as half-full!

Meditation and Mindfulness

The habits encouraged by CBT and positive psychology have much in common with
those advocated by Eastern wisdom, especially Buddhism.20 The East has developed a

Figure 4.1 10 Keys to Happier Living
Source: Action for Happiness, 10 Keys to Happier Living

17 Hanson (2016). 18 Pinker (2011). 19 Huppert (2009).
20 The teaching is also similar to that of the Stoics in the Roman Empire, but the Stoics did not recommend

any particular spiritual practice.
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more effective method of mind-training than is common in the West.21 It is medita-
tion. There are many forms of meditation, but the most common and the most studied
is mindfulness.22

Mindfulness means focusing on the present in an open, aware and non-
judgemental frame of mind. You set aside the past and the future and you simply
observe the present moment. You choose what you will attend to, and then attend to it.
If your mind drifts off, you gently bring it back.

At first, the most natural object of attention is your breathing (where simple
breathing exercises are also very useful).23 But you can then move on to different
parts of the body (including a full ‘body scan’), and then you can observe your
thoughts, be they happy or sad. You do not push sadness or anxiety away, but you
observe it from outside in a friendly way, so that it no longer possesses you. And you
practice compassion towards yourself. If you feel you have done something stupid or
wrong, you think, What would I say to a friend who was in this state? And you say just
that to yourself.

Much mindfulness meditation in the West is based on Jon Kabat Zinn’s eight-
session course of Mindfulness-Based Stress Reduction (MBSR) developed at the
University of Massachusetts. This was originally a course for people in chronic pain,
but it has proved very beneficial to many other people. For adults, MBSR has been
found to have beneficial effects on mood and sleep, on substance abuse and on
concentration and empathy.24 It also affects the body. Mindfulness has been found
to increase the amount of grey matter (critical for learning) and the regulation of
emotion, and to increase telomerase, which increases longevity.25 In one randomised
trial, four months after the MBSR course was over, members of the treatment group
and the control group were given a flu jab. The meditators produced more
antibodies.26

For children, comparable courses in mindfulness have been evaluated in a meta-
analysis of 33 separate studies. They were found to have significant positive effects on
depression (d¼ .22), anxiety (d ¼ .16) and social behaviour (d ¼ .27).27 Some studies
have also found good effects on academic learning.28

21 There has of course been meditation in every religious faith (see below).
22 For a practical self-help guide, see Williams and Penman (2011). The best informal introductions to

mindfulness are by the Vietnamese master Thich Nhat Hanh (Hanh [2001], [2008]). For a scholarly
introduction, see Williams and Kabat-Zinn (2013).

23 An effective and immediate way to reduce stress is to breathe in deeply and hold for 20 seconds before
breathing out and then to repeat this two more times. See Zaccaro et al. (2018).

24 Baer (2003).
25 Holzel et al. (2011); and Jacobs et al. (2011). Note, however, that Kral et al. (2021) found no changes in

grey matter.
26 Davidson et al. (2003).
27 Dunning et al. (2019). In one trial, mindfulness training was also shown to reduce depression and burnout

in teachers (Jennings and Greenberg [2009]). But see also Kuyuken et al. (2022) for the effects when
there is no organised practice once the course has ended.

28 Bakosh et al. (2016); and Bennett and Dorjee (2016).
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Mindfulness meditation is totally non-judgemental. But there is another powerful
strand in Eastern wisdom: the importance of compassion. A different form of Buddhist
meditation focuses on developing compassion for others. In this, the meditator wishes
first for her own wellbeing, then that of a loved one, then of an enemy and finally of all
humankind. In a meta-analysis of 21 studies, this practice was found to increase
wellbeing as well as compassion and to reduce depression and anxiety – all with
effect sizes around 0.5.29 Compassion meditation has also been found to increase
levels of the feel-good hormone oxytocin and to improve the tone in the vagus nerve,
which controls the heart rate.30

Even so, there are some people for whom meditation does not work particularly
well. But everyone can find some way of regulating their thoughts to improve their
wellbeing.

All religions offer some way of doing this, but we leave the discussion of religion
to Chapter 14. We can end this chapter with the Dalai Lama, who of all Eastern
teachers has been the most influential in the West. He was until recently the head of
the Tibetan government in exile but practices the life of a monk. He has also travelled
and taught widely in the West. His many books teach ways to achieve happiness that
may or may not include meditation. But at every stage the Dalai Lama, who has a
strong scientific sense, stresses the unity of mind and body.31 This is the theme of
Chapter 5.

Conclusions

As we have seen, there are many interventions that can make us feel better through
influencing our patterns of thinking and our reactions to the world around us. But
these interventions tell us more than that. They show (through experiments) a more
general truth: that how we think has a major effect on how we feel. Of course the
opposite is also true: our feelings affect our thoughts, but it is mainly through our
thoughts that we can manage our feelings.

Questions for discussion

(1) If a person is suffering, is it sufficient to ameliorate the symptoms, even if you
cannot uncover or remove the cause?

(2) Is it ultimately dangerous to look on the bright side of things?

29 Kirby et al. (2017). The effect sizes were as follows: compassion 0.55, wellbeing 0.51, depression 0.64
and anxiety 0.49 – large effects.

30 Frederickson (2013); Kok et al. (2013). See also Goleman and Davidson (2017).
31 He is co-founder of the Mind and Life Institute, which produces a series of scientific books on mind-

body interaction.
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5 Our Bodies, Our Genes
and Our Wellbeing

I have chosen to be happy because it is good for my health.
Voltaire

Our thoughts, feelings and behaviour do not occur in disembodied space – they occur
in our bodies. This chapter investigates four big questions about the relationship
between mind and body:

� Can we locate our feelings in the brain?
� How does our mental wellbeing affect the rest of our body?
� How in turn does our body affect our mental wellbeing?
� How do our genes affect our mental wellbeing?

Feelings and the Brain

Neuroscience is still in its infancy. But we can already locate areas in the brain where
people experience their mental wellbeing and their distress. The method is to ask
many people how they feel and then to correlate their answers with the electrical
activity in different parts of their brains. The best method of measuring electrical
activity in different parts of the brain is by functional Magnetic Resonance Imaging
(fMRI).1 Using fMRI, significant correlations have been found between measures of
wellbeing and electrical activity in a number of different brain areas. For example,
Richard Davidson and his colleagues at the University of Wisconsin have found a
strong relationship with activity in the ventral striatum (and within it the nucleus
accumbens).2 The relationship holds both over time for the same person (as when a
mother is shown a picture of her child) and also, more importantly, across people.
Thus people with higher sustained activity in the ventral striatum report higher
psychological wellbeing (see Figure 5.1). Their adrenal glands also produce less
cortisol – another positive sign of wellbeing (see below).

1 This measures the rate of glucose metabolism (which is related to the firing of the neurons).
2 Davidson and Schuyler (2015).
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The ventral striatum is a subcortical area that humans share with other mammals.
But neuroscientists have also found correlation between wellbeing and activity in
different parts of the pre-frontal cortex (including the ventro-medial and the dorso-
lateral).3 Researchers have also identified a Default Mode Network in the brain that
takes over when nothing much else is going on. It is focused on the self, and people
where the network is more active report themselves to be less happy.4

So there are objective measurements that correlate with reports of subjective
experience, and this confirms that there is some objective information content in the
reports of subjective wellbeing. But our understanding of the neural correlates of
wellbeing is still quite partial.

More advanced is the neuroscience of pain. The main area where people feel
distress when they are in pain is the anterior cingulate cortex (ACC), which is another
subcortical area. Physical pain has two components – the ‘sensory’ aspect and the
‘emotional’ aspect. The sensory aspect informs us where the pain comes from (back,
leg etc.) and its nature (e.g., pulsating, continuous, hot, cold), and it is recorded in the
somatosensory cortex. But the emotional distress felt as part of the pain is located in
the ACC.5

So too, is the emotional distress resulting from social pain.6 So it is not surprising
that the pain-killing drug paracetamol (Tylenol in the United States) has the same

Figure 5.1 Sustained activation of the ventral striatum predicts psychological wellbeing
Source: Heller et al. (2013)

3 Volkow et al. (2011). 4 Raichle et al. (2001).
5 Strictly, it is in the dorsal ACC (the top part, the dACC). If the dACC is somehow severed from the rest of
the brain, the distress from physical pain disappears but the sensation of disturbance continues. Equally, if
the somatosensory cortex is disconnected, the nature of the pain becomes unclear but the distress is
still experienced.

6 Eisenberger et al. (2003); and Lieberman (2013). With social pain, if this is induced (e.g., by a rejection in
an online game) the dACC is stimulated. If Tylenol is taken, this dACC response does not occur, nor do
people report as much distress. For qualifications to this analysis, see Ferris et al. (2019).
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dulling effect on the experience of both physical pain and social pain. In each case, the
drug is moderating the electrical activity in the same part of the ACC.

So we already know something about where our conscious feelings of wellbeing
and pain are experienced. But how does our mental life affect the rest of our body?

How the Mind Affects the Body

The clearest effect of the mind on the body is its effect on longevity. In September
1932, the mother superior of the American School Sisters of Notre Dame decided that
all new nuns should be asked to write an autobiographical sketch. These sketches were
kept, and much later psychologists independently rated them by the amount of
positive feeling they revealed. These ratings were then compared with how long each
nun lived. Remarkably, the amount of positive feeling that a nun revealed in her
twenties was an excellent predictor of how long she would live. Of the nuns who were
still alive in 1991, only 21% of the most cheerful quarter died in the following nine
years, compared with 55% of the least cheerful quarter of the nuns.7 This shows how
happiness can increase a person’s length of life.

More recently, a random sample of English adults over 50 were asked questions
about their happiness, and they were also asked whether they had been diagnosed with
any long-term physical illness, such as heart disease, lung disease, cancer, diabetes or
stroke.8 They were followed for nine years to see if they died. The crude results are
shown in Figure 5.1. The least happy third of them were three times more likely to die
than the happiest third. And, even when controlling for all their initial physical
illnesses, the least happy third were still some 50% more likely to die. Another study
traced everybody in a Norwegian county over a six-year period. At the beginning, they
were all diagnosed for their mental state and also asked other questions, such as
whether they smoked cigarettes. Over the next six years, it turned out that diagnosed
depression was as powerful a predictor of mortality as smoking was (Figure 5.2).9

What explains this effect of mood upon physical health? The clearest channel is
through the effects of stress. The body has a mechanism that responds to stress in a
similar way whether the stress is physical or mental. This is sometimes called the
‘fight or flight’ response: our heart rate, blood pressure and breathing rate increase;
we sweat more and our mouths go dry.

This response begins in the brain, which is linked to the rest of the body by two
main sets of nerves. One set includes the sensory nerves and the motor nerves, which
give conscious instructions to our limbs about what to do. But the other set is the
‘autonomic nervous system’, which is largely outside our conscious control and
regulates the workings of all our internal organs.

The autonomic system has two main branches: the sympathetic and the para-
sympathetic. It is the sympathetic nervous system that initiates the fight or flight

7 Danner et al. (2001), Table 3, rows 5 and 8. 8 Steptoe and Wardle (2012).
9 Mykletun et al. (2009) Tables 1 and 2.
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response. It immediately instructs the adrenal gland to produce what Britons call
adrenaline and Americans call epinephrine. This is a hormone (Greek for messen-
ger) that enters the bloodstream and galvanises the whole body for action. It also
mobilises the immune system to produce pro-inflammatory cytokines in case they are
needed to handle possible infections. The parasympathetic nervous system, in
contrast, calms the body. When it is active, the body’s organs become less active.
For example, in meditation or breathing exercises the vagus nerve is active in reducing
the heart rate. But, so long as stress is maintained, it is the sympathetic system that is
most active.

At the same time, a second hormone is produced in another part of the adrenal
gland: cortisol. A message goes from the brain’s hypothalamus to the pituitary gland
to the adrenal gland, which releases cortisol into the bloodstream, and this then
stimulates the muscles by releasing their store of glucose.

The stress response is totally functional when the stress is brief. But when the stress
is persistent, it can lead to over-activity of the immune system (especially of C-
reactive protein and IL6) and to persistent inflammation around the body, which
eventually reduces life expectancy.10 It also leads to more fibrinogen in the blood –

intended to cause blood clots in a wound but unwanted in the longer term. In Western
countries the most common sources of prolonged stress are psychological, and
increased inflammation has been observed as a result of marital conflict, caring for
demented relatives, social isolation, social disadvantage and depression.11

Another cause of stress with long-lasting effects is child abuse. One study
followed children born in Dunedin, New Zealand. Those who had been abused in
the first ten years of life had increased markers of inflammation twenty years later.12
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Figure 5.2 Percentage dying over the next nine years (People originally aged 50 and over)
Source: Andrew Steptoe. See also Steptoe and Wardle (2012)

10 Murabito et al. (2018). 11 Wilson et al. (2018).
12 Danese et al. (2007). The inflammation index is based on an aggregate of high-sensitivity C-reactive

protein, fibrinogen and white blood-cell count. See also Steptoe et al. (2007).
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These findings on child abuse are confirmed in a meta-analysis of many comparable
studies.13 By contrast, optimism and purpose in life protect against coronary heart
disease and stroke.14

Perhaps the simplest evidence of the effect of mind on body comes from a simple
experiment. In it people were given a small experimental wound. Those who were
depressed or anxious took the longest to recover.15 In another experiment, people
were given injections, and people in the greatest psychological distress developed the
fewest antibodies.16 Since we can affect the mind by psychological intervention, we
can also affect the body that way. For example, mindfulness meditation reduces the
level of pro-inflammatory cytokines.17 It also increases the production of telomerase,
which increases life-expectancy.18

Perhaps the most striking effect of the mind on the body is the placebo effect. For
many diseases, up to 30% of people given a placebo pill (with no active ingredient)
will recover.19 People recover because they believe that they will.

So the mind has profound effects on the body. These are a major part of how our
wellbeing is generated, and the different chemicals involved provide useful
biomarkers of how our wellbeing is developing.

How the Body Can Affect the Mind

But there is also a stream of causation going in the opposite direction – from our body
to our wellbeing. Bodily events can alter our mental state. Healthy living is vital for
our mental wellbeing and this means plenty of exercise, enough sleep and good sense
in drinking and eating.20 Equally, physical illness and dementia reduce our wellbeing.

But one of the clearest examples of the effect of the body on the mind is the power
of drugs, be they recreational or psychiatric. These work by affecting the operation of
chemical ‘neurotransmitters’, which are crucial to the working of the brain. The
brain consists of about 100 billion brain cells or neurons, and each neuron is
connected to thousands of other neurons. Messages travel round the brain one neuron
at a time. When that neuron ‘fires’, an electrochemical impulse travels from one end of
the neuron to the other. But then it reaches a gap between that neuron and the next
neuron. This gap is called a ‘synapse’ and the message is carried across the gap from
the sending neuron to the receiving neuron by a chemical neurotransmitter.21

13 Baumeister et al. (2016).
14 Kubzansky et al. (2018) and references therein. See also Steptoe, Wardle and Marmot (2005) on the

correlation of positive affect with reduced levels of neuroendocrine, inflammatory and
cardiovascular activity.

15 Kiecolt-Glaser et al. (1995). See also Cole-King and Harding (2001). 16 Cohen et al. (2001).
17 Cresswell et al. (2016). 18 Schutte and Malouff (2014). 19 Evans (2003).
20 See Chapter 14. There is also growing evidence that the microbiome in our gut affects our mood. See

Michels et al. (2019).
21 The receiving neuron has ‘receptors’ designed to receive the neurotransmitter.
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So the different circuits in the brain are operated by different neurotransmitters:

� Serotonin produces a good mood.
� Dopamine and acetylcholine are neurotransmitters that stimulate (and can heighten)

mental activity. (A ‘high’ feeling is generally associated with a rush of dopamine).
� GABA (gamma aminobutyric acid) and endocannabinoids reduce mental activity.
� Endorphins reduce pain.

Drugs affect the operation of a neurotransmitter. Some stimulate production of a
neurotransmitter, others reduce its production, while others bind to the same receptors
as some neurotransmitters and thus have a similar effect as the neurotransmitter that
they mimic. Table 5.1 shows how the main recreational drugs alter our mental state,
through the way in which they alter the operation of the neurotransmitters.
Unfortunately, all these drugs can be addictive.22

There are, however, other drugs that can make people feel better: psychiatric
drugs. These are generally less addictive. Table 5.2 shows some of the psychiatric
drugs recommended for different psychiatric conditions. Take one example, Prozac.
This is a psychiatric drug that increases the flow of serotonin and thus activity in the
circuits that it serves. It does this by inhibiting the reuptake of serotonin, thus
increasing the supply of serotonin and improving mood. In other words, it is a
selective serotonin-reuptake inhibitor (SSRI). In many depressed patients, Prozac
improves mood. Clearly dopamine is a tricky neurotransmitter: increasing it can be

Table 5.1 Some recreational drugs and their effects

Effect Drug Effect on main neurotransmitters

Stimulant Ecstasy (MDMA)
Cocaine, amphetamines

Nicotine

Increases serotonin
Increases dopamine
Mimics acetylcholine

Sedative/relaxant Alcohol, barbiturates
Cannabis

Increases GABA
Increases endocannabinoids*

Pain relief Opiates (heroin, morphine) Mimics endorphins**

* Can also increase dopamine, acting as a stimulant. **Endorphins are endogenous morphines,
hence their name.

Table 5.2 Some psychiatric drugs and their effects

Problem Drug Neurotransmitter action

Depression Prozac Increases serotonin
Schizophrenia Chlorpromazine Reduces dopamine
ADHD Ritalin Increases dopamine
Anxiety Diazepam Increases GABA

22 Whether they should therefore be banned is a separate issue. For one view on this, see Layard and Ward
(2020) pp. 156–58.
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stimulating, but an excess of dopamine leads to schizophrenia (and a deficiency of
dopamine to Parkinson’s disease). Like psychological therapy, psychiatric drugs do
not always work. They are, however, strongly recommended for severe depression,
where they achieve 50% recovery rates. But they have no effects on relapse unless
they continue to be taken.

A key fact about the brain is the ease with which it can be altered by experience23 –
in other words, there is a high level of ‘neuroplasticity’. Blind people use part of their
visual cortex to hear. And London taxi drivers have to remember so many streets and
routes that they develop abnormally large hippocampal areas in their brains.24 There
are many places in this book where we shall report the effect of wellbeing interven-
tions on brain activity.

How Our Genes Affect Our Wellbeing

The one part of our body that never changes is our genes. They were determined at the
moment of our conception and, apart from mutations, we keep the same genes
throughout our life. The same genes are present in the nucleus of nearly every cell
in our body. It is the continuity in our genes that explains much of the continuity in our
personality, our appearance and our behaviour over our life.

But how do we know this, and how far do differences in our genes explain the
differences in wellbeing in the population? To explore these questions, we shall
proceed this way.

(1) We shall examine twins and show that identical twins (with the same genes) are
much more similar to each other in wellbeing than non-identical twins are (with
many different genes).

(2) We shall look at adopted children and show that they still resemble their
biological parents in many ways.

(3) We shall show that the genes and the environment do not have independent
effects on our wellbeing – they interact. Therefore, it is not possible to say in
any meaningful way how much of the spread of wellbeing is due to differences in
genes and how much to differences in environment.

(4) We shall describe the pioneering search for the specific genes that
affect wellbeing.

(5) Finally, we shall examine the inter-relation between genes, personality
and wellbeing.

Evidence from twins

To see that genes matter we have only to look at the following data on Norwegian
middle-aged, same-sex twins (see Table 5.3). Some of the twins are identical: both

23 Dahl et al. (2020). 24 Maguire et al. (2000).
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come from the same egg. They therefore have the same genes and look more-or-less
identical. The other sets of twins are non-identical: each twin comes from a separate
egg. So half her genes are the same as her co-twin’s but half are different (just as is the
case with any other pair of siblings).25 And what a difference that makes! As Table 5.3
shows, if the twins are identical, their life satisfaction is fairly similar (with a
correlation across the 2 twins of 0.31). But if the twins are non-identical, their
enjoyment of life is much less similar (with an across-twin correlation of only 0.15).

What could account for this difference? Clearly it must be because the identical
twins have genes that are more similar. Even though both sets of twins were raised
together, their final wellbeing was very different. This suggests that the family
environment has a smaller influence than many people suppose.

Countless twin studies testify to the effect of our genes not only on our wellbeing
but also on our mental health. For example, if you are bipolar and you are an identical
twin, then the chance that your co-twin is also bipolar is 55%. (That is the degree of
‘concordance’.) But, if your co-twin is not identical, the chance is only 7%.26 Thus if
someone has bipolar disorder, the risk to the co-twin is a huge 48 points higher (55%–

7%) if the co-twin is identical rather than non-identical. Figure 5.3 gives comparable
numbers for many other types of mental illness. In every case, the difference is
substantial. That is an astonishing testimony to the power of genes.

Evidence from adopted children

A different approach to the same issue is to look at adopted children and ask, Are
they more similar to their adoptive parents or to their biological parents? Until the
1960s it was assumed (largely due to Freud) that mental illness was chiefly caused by
how our parents behaved. But in 1961, Leonard Heston of Oregon University

Table 5.3 Correlation in life satisfaction between each
twin and his/her co-twin (Norwegian adults in mid-life)

Identical twins 0.31
Non-identical twins 0.15
Difference 0.16

Source: Roysamb et al. (2018)

25 At each gene locus, I have 2 representations of the gene (2 ‘alleles’). One came from my father and
1 from my mother. For the same reason my father also had 2 alleles at that locus. But I only got 1 of my
father’s 2 alleles. Which of the 2 I got was randomly determined. The same is true of my sibling. Thus if
I got any particular allele, the chance that my sibling also got it was ½. So we have half our father’s
alleles in common. The same is true of the alleles we got from our mother. Thus ordinary siblings ‘have
roughly half their genes in common’. But identical twins come from the same egg and have all their
genes in common. (This analysis applies to those genes that differ between people, the so-called
polymorphous genes. These genes comprise about a quarter of all our genes; the other three-quarters are
the same for all humans.)

26 Plomin et al. (2013) p. 246.
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published his classic paper on schizophrenia. Heston studied adopted children and
what he found was remarkable. One per cent of these adopted children became
schizophrenic (the same as other children) – unless their biological mother was
schizophrenic. But in that case 10% became schizophrenic. So it was the mother’s
genes that made the difference rather than the behaviour of their live-in adoptive
parents. And in fact, if you had a mother with schizophrenia, you were no more likely
to become schizophrenic if you lived with her than if you did not.27 Not all adoptive
studies are as striking as Heston’s. For depression and anxiety disorder, they yield less
striking results. But they are not inconsistent with the evidence from the twin studies
that we have just looked at.28

When studying wellbeing, a key source of evidence has been the Minnesota Twin
Registry, which includes twins who were raised together and twins who were raised
apart (as adoptees). The study showed that identical twins raised apart were much
more similar in wellbeing (r ¼ 0.48) than non-identical twins brought up by their
biological parents (r ¼ 0.23).29 This again underscores the importance of genetic
factors.
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Figure 5.3 Difference between identical and non-identical twins in the concordance between twin
and co-twin
Source: Plomin et al. (2013) pp. 245, 249, 251, 252, 259, 265, 290
Note: For each condition, we calculate the concordance for identical same-sex twins and for
non-identical same-sex twins and report the difference. For OCD, alcoholism and all childhood
conditions except autism, we give the difference in co-twins’ correlation (on a continuous
measure). For rare binary conditions, the concordance and the correlation are very similar

27 Layard and Clark (2014). 28 Plomin et al. (2013) chapter 6.
29 Tellegen et al. (1988). Wellbeing was measured by indicators of positive affect. For identical twins raised

together the correlation was 0.58 – not much higher than for identical twins raised apart.
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Heritability

A natural question now is to ask What fraction of the variance of wellbeing across
individuals is due to the genes?30 In other words, what is the heritability of well-
being? Questions on heritability are usually answered using some strong assumptions,
which we will question later.

We assume an additive model with (in its simplest form) two components – G for
the genetic component and E for the environmental component. Thus wellbeing (W) is
determined byW = G + E. It follows that the variance of wellbeing equals the variance
of the genetic component plus the variance of the environmental component plus
twice the covariance of the genetic component and the environmental component:

Var Wð Þ ¼ Var Gð Þ þ Var Eð Þ þ 2 Cov G,Eð Þ
Crucially, in behavioural genetics this covariance is considered to be due to the

genes. But in truth, it can be as much due to the environment as to the genes. For while
it is certainly true that people with good genes are skilful at finding good environ-
ments, it is equally true that in most societies good environments are more receptive to
people with good genes.31 So the first arbitrary assumption in behavioural genetics is
that individual outcomes related to genes are caused by genes. The second arbitrary
assumption (to which we shall return) is that there are no gene-environment
interactions.32

But if we wish away these two problems, we can show that the heritability of a trait
(like wellbeing) equals twice the difference between the correlation of the trait across
identical twins and its correlation across non-identical twins.33 So if we use the
numbers in Table 5.1, the heritability of life satisfaction is 2 (0.31�0.15) ¼ 32%.
This is a typical estimate of the heritability of life satisfaction obtained from twin
studies worldwide.34

Genes and environment

So the genes really matter. But so does the environment that we experience. In fact,
the environment is generally more important. Even with the most heritable mental trait
that we know of (bipolar disorder) only just over a half of the co-twins of bipolar
people also have the condition. And for most conditions it is much less.

Moreover, genes do not operate on their own, with the environment just adding
further effects. Rather, the genes and the environment interact, with the genes

30 This clearly depends on the structure of the environment. For example, when educational opportunity
improved in Britain after WWII, the heritability of school performance increased dramatically (Haworth
et al. 2016).

31 Wootton et al. (2017).
32 See Plomin et al. (2013) p. 401 for an explanation of how difficult the concept of heritability

then becomes.
33 For derivation, see Annex 5.1 (from Layard and Clark 2014).
34 Bartels (2015); Roysamb et al. (2018); Van der Weijer et al. (2020). By contrast, the heritability of height

is some 90% and of Body Mass Index 70% (Plomin et al. [2013]).
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influencing the effect that the environment has on us and vice versa. This we can see
clearly in the following study of the impact of negative life events on a sample of
twins in Virginia.35 Negative life events included the death of a loved one, divorce/
separation and assault. And the issue was how frequently did those people who had a
negative event experience a major depression in the subsequent month?

Therefore, for each individual the study measured

(i) what negative events they experienced,
(ii) whether major depression followed within a month and
(iii) the mental health and relatedness of the individual’s co-twin.

As Table 5.4 shows, a person was more likely to experience a major depression if
their co-twin was depressed (especially an identical twin who was). And they were
less likely to be depressed if their co-twin was non-depressed (especially if it was an
identical twin). This is a clear case where people have bad experiences but the effect
depends also on how far their genes predispose them to depression.

Evidence of such interaction is ubiquitous. For example, in one study of adopted
children anti-social behaviour was more common in adolescents if their adoptive
parents were anti-social. But the effect was greater still when the biological parents
were also anti-social.36

There is however some encouraging news. As we have seen, people with unfavour-
able genetic predispositions respond worse to bad events than other people do, but
they also respond better to good events.37 For example, children who carry the
unfavourable variant of the gene most closely related to depression can respond better
to CBT than other children do.38

The interaction between genes and environment in determining wellbeing should
not come as a surprise. For such interactions are also common in physical health.
A classic case is the disease known as phenylketonuria (which produces mental
retardation). To get the disease requires two things:

� First, you need the unfavourable gene.
� Second, you have to eat phenylalanine, which is present in many foods.

Table 5.4 Chances of onset of major depression within the month following a severely stressful
life event

Condition of co-twin Chances of depression within the month(%)

Co-twin depressed and identical 14
Co-twin depressed and non-identical 12
Co-twin non-depressed and non-identical 8
Co-twin non-depressed and identical 6

35 Kendler et al. (1995). 36 Cadoret et al. (1995).
37 On the ‘differential sensitivity’ hypothesis, see Belsky (2016); and Pluess (2015).
38 The serotonin gene. See Eley et al. (2012).
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If you avoid the foods, you don’t get the disease.39 So, even for people with unfavour-
able genes, we can greatly improve their lot by improving the environment.

Evidence from DNA

The previous discussion does not rely on any actual data on genes – you just compare
the wellbeing of different pairs of twins or adoptees. But today we can sequence the
actual DNA that each individual carries. There are millions of positions on the string
of genetic material, and at each position, one of three variations is present. These
variations are known as Single Nucleotide Polymorphisms (or SNPs, pronounced
Snips). With the aid of this information we are able to get more direct evidence on the
roles of genes.

For wellbeing, a comprehensive study of 11,500 unrelated people and over half a
million SNPs assessed the genetic similarity of every possible pair of people in the
sample. By relating this to the difference in their wellbeing, it showed that people’s
genes (treated as additive) explained 5–10% of the variance in their wellbeing. This is a
minimum estimate since it omits the effect of any interaction between different genes.40

A different and potentially important endeavour is to discover which specific genes
make the most difference, through genome-wide-association studies (GWAS), which
look for the effects of each gene upon the trait in question. The first pioneering study
was able to find three SNPs that passed the test of significant effects on wellbeing.41

Each SNP explained 0.01% of the variance of wellbeing. A more recent study has
been able to identify 148 significant SNPs, which together explain 0.9% of the
variance. This is partly due to larger sample size and precise measurement of the
outcome, and further work will then further increase our understanding.42

The conclusion is that there is no single gene for happiness, or even a small number
of genes. Instead, thousands or more genes are involved, interacting in complicated
ways with each other and with the environment. Taken together, these genes predis-
pose people to more or less happy lives.

Personality and Wellbeing

As we have seen, an important way in which genes affect our wellbeing is through our
mental health. But a more general way is through all aspects of our personality.

39 Plomin et al. (2013). One particular form of gene-environment interaction is epigenetics. This occurs
when environmental factors determine whether a gene gets ‘expressed’ or not (e.g., methylation in a
gene’s promoter region prevents the gene having any effect).

40 Rietveld et al. (2013). This is equivalent to the share of explained variance in a multiple regression of
wellbeing on all the SNPs. After allowing for measurement error the estimate rises to 12–18%.

41 Okbay et al. (2016). The test of significance is demanding because it has to take into account the problem
of multiple testing.

42 Baselmans et al. (2019). A meta-analysis by Jamshidi et al. (2020) estimates heritability based on GWAS
to be between approximately 0.5% and 1.5%.
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Psychologists find that much of the variation in character that we experience in those
we encounter can be described by five dimensions. These are Openness,
Conscientiousness, Extroversion, Agreeableness and Neuroticism (which spell
OCEAN). Some of these dimensions appear to be poorly correlated with our life
satisfaction. But two are highly correlated with life satisfaction. These are neuroticism
(as you might expect from our earlier analysis) but also extroversion. So, if we revert
to the mid-life Norwegian twins we discussed at the beginning of the chapter,
personality overall explains about a third of the variance in wellbeing. And personality
itself is partly determined by our genes (see Table 5.5). So a significant part of the
heritability of wellbeing comes from the heritability of personality.

This said, it is crucially important to recognise that personality (like wellbeing)
varies substantially over the life course. Not only do we on average become more
conscientious, agreeable and emotionally balanced over time, but we also become less
open and less extrovert. And we also change a lot relative to our contemporaries – due
to differences in how life treats us.43 Genes are important, but from now on we
concentrate on the effect of what policy-makers can affect – namely our experience
of the environment in which we live.

Conclusions

(1) Self-reported wellbeing is correlated with activity in a number of brain areas. The
sensation of pain is most clearly experienced in the anterior cingulate cortex
(ACC), which registers both physical pain and social pain.

(2) The mind affects the body. Wellbeing predicts mortality as well as smoking does.
Prolonged psychological stress leads to excessive production of adrenaline/
epinephrine and cortisol, over-activity of the immune system and excessive
inflammation in the body. Mindfulness meditation reduces these effects and
increases life-expectancy.

(3) The body affects the mind. The most obvious effects are those of drugs,
recreational and psychiatric.

Table 5.5 Correlation between twins and their co-twins in various aspects
of personality (Norwegian adults in mid-life)

Identical twins Non-identical twins

Neuroticism 0.56 0.27
Extraversion 0.46 0.27

Source: Roysamb et al. (2018)

43 Specht et al. (2011).
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(4) Genes have important effects on our wellbeing. We know this in two ways.
� Identical twins (who have identical genes) are much more similar to each other

in their wellbeing than are non-identical twins (who share only 50% of
their genes).

� Adopted children are more similar in mental health to their biological parents
than to the parents who raised them.
It is important that parents and professionals realise the importance of these

genetic effects and do not automatically blame parents’ behaviour for the
problems of their children.

(5) It is, however, not possible to neatly separate the effects of the genes and the
environment for two reasons:
� Genes and environment often interact in their effects on wellbeing.
� Genes and the environment are correlated, and there is no simple way to

apportion that part of the variance of wellbeing that comes from the covariance
of genes and the environment.

And we should never assume that, because a problem is partly genetic in origin, it
cannot be treated as effectively as one that is primarily environmental.44

This completes our review of some basic processes common to all humans – our
behaviours, thinking styles, physical processes and genes. It is time to turn to the
impact on us of specific features of our experience.

Questions for discussion

(1) Does the evidence from the brain make people’s self-reports any more credible?
(2) How important is the mind in explaining physical health?
(3) How far can drugs of all kinds improve our wellbeing?
(4) Does it help to know how far a person’s wellbeing is affected by their genes? In

what ways might it help?
(5) What does it mean to say that for most purposes genes and environment interact to

determine character?
(6) Why is it so difficult to say what proportion of the variance of wellbeing is due to

the genes?
(7) If something significantly influenced by genes, is it automatically more difficult to

change than something mainly due to the environment?

44 Haworth and Davis (2014).
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Part III

How Our Experience Affects
Our Wellbeing
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6 The Inequality of Wellbeing
Some Basic Facts

Facts do not cease to exist because they are ignored.
Aldous Huxley

It is time to move on to the central issue of this book: how our experience affects our
wellbeing. The starting point is the huge inequality that exists in wellbeing – both
within countries and between them. This is the most fundamental inequality there is –
the inequality in the overall quality of life as people experience it. So we begin with
the key facts about the level and distribution of wellbeing in the world.

The Level and Inequality of Wellbeing in the World

The best evidence we have on the worldwide distribution of wellbeing comes from
the Gallup World Poll. This remarkable survey happens every year and covers nearly
every country in the world. Around a thousand adults are surveyed in each country
each year. They are selected to be as representative as possible of the population in
each country, and, when necessary, the results are re-weighted to be as representative
as possible. The interviews are conducted face to face in the poorer countries (at least
before COVID-19) and by telephone in the richer ones.

The main wellbeing question is what is known as the ‘Cantril ladder’ that we
described in Chapter 1.1 In the years when Gallup also asked about life satisfaction,
the answers to both questions were very closely correlated.2 So we can think of the
Cantril ladder as a standard evaluative question about wellbeing.

In Chapter 1, we already showed the averages for the different countries. But more
important than differences between countries are differences between people. So
Figure 6.1 shows the worldwide distribution of individual adult wellbeing before
COVID-19, each individual being given equal weight. The spread is very wide – over

1
‘Please imagine a ladder with steps numbered from zero at the bottom to ten at the top. Suppose we say
that the top of the ladder represents the best possible life for you and the bottom of the ladder represents
the worst possible life for you. On which step of the ladder do you feel you personally stand at the present
time?’ The response categories range from 0 (Worst possible life) to 10 (Best possible life).

2 Across countries the correlation of average Cantril rank and average life satisfaction rank is r = 0.94. See
Helliwell and Wang (2012) p. 14.
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a sixth of the world’s population answer 3 or below, while over a sixth answer 8 or
above. This must be one of the most basic facts about the human condition on
earth today.

There is also another way of showing this huge spread of wellbeing – the same facts
laid out differently. In Figure 6.2, we break the population down into ten groups of
equal size, starting with those who are the least happy on the left of the graph and
ending on the right with those who are happiest. As the graph shows, the least happy
have an average wellbeing of 1.1 points and the happiest have a wellbeing of 9.2
points. It is a world with many lives that are limited and a few that are truly
flourishing. The average wellbeing in the world before COVID-19 was 5.3 points
(out of 10) but the spread, as measured by the standard deviation, was 2.3 points.3

But how much of this huge spread of wellbeing in the world is due to the spread
between countries, and howmuch of it occurs within countries? The neatest way to answer
this question is by taking the square of the standard deviation, known as the variance. We
can then partition the variance of individual wellbeing worldwide into two elements:

� differences within countries and
� differences between countries.
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Figure 6.1 Percentage of people in the world at each level of life satisfaction
Source: Helliwell et al. (2018a) Figure 2.1 From Gallup World Poll 2015–17, Cantril ladder

3 The standard deviation of a variable Xj with N observations is σj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Xij��Xjð Þ2
N

r

- in other words it is the
square root of the mean squared deviation from the mean (or ‘the root mean squared deviation’). The
variance is σj

2. For country data on wellbeing inequality see Annex 6.1.
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It turns out that the difference between countries contributes only 22% of the overall
variance and the main variation (78%) is within countries.4 Thus the standard devi-
ation of average wellbeing across countries is about 1.1, while the average of the
standard deviation inside a country is about 2.3.

Changes Over Time

It is easy to think that we live in a peculiarly dreadful time. But this is not so, judged
by the criterion of wellbeing. There are indeed some countries in which wellbeing
declined between 2005–2008 and 2016–2018.5 These include the United States, India,
Egypt, Brazil, Mexico, Venezuela, South Africa and those affected by civil war. But
there are as many countries where wellbeing has risen since 2005–2008 as where it
has fallen. Countries where wellbeing rose include both China and most of the
countries that were once Communist. Earlier on, between 1980 and 2007, wellbeing
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Figure 6.2 Life satisfaction (0–10) of people at each decile of life satisfaction
Source: Gallup World Poll 2015–17, Cantril ladder

4 Helliwell and Wang (2012) p. 16. IfWij is the wellbeing of the ith person in the jth country, the variance is
the mean squared deviation from the overall mean. It is given by

XX
Wij � �W
� �2 ¼

XX
Wij � �Wj þ �Wj � �W
� �2

all divided by the number of people. Since the first and second terms are independent of each other, this
equals

PP
Wij � �Wj

� �2 þPP
�Wj � �W

� �2
, both divided by the number of people.

5 Helliwell et al. (2019) figure 2.8.
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rose in more countries than not.6 On balance, therefore, the world as a whole is
probably as happy as it has ever been.7

But progress in wellbeing is by no means automatic, and it is noteworthy that in
some important countries, wellbeing is now no higher than it was when records began.
In the United States, that means in the 1950s; in West Germany, it means in the 1970s;
and in China, it means 1990. We shall discuss this issue more fully in Chapter 13.

By contrast, if we look at short-term changes in wellbeing over the business cycle,
wellbeing generally fluctuates up and down around its trend – higher in the boom and
lower in the slump. We shall also discuss this issue at length in Chapter 13.
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Figure 6.3 Trends in the inequality of life satisfaction (0–10) (Standard deviations)
Source: Helliwell et al. (2019) figure 2.6 Gallup World Poll 2006–18

6 Sacks et al. (2010) figure 8.
7 For powerful discussions of some of the reasons for progress in human happiness, see Pinker (2018); and
Rosling (2019).
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Meanwhile, how has the inequality of wellbeing been changing over time? In most
countries, it rose between 2006 and 2018 with especially sharp rises in North America
and Sub-Saharan Africa, which now have the highest levels of regional inequality (see
Figure 6.3). However, wellbeing inequality fell in Europe, which now has the lowest
levels of wellbeing inequality in the world.

Hedonic Measures of Wellbeing

The analysis so far is based on the Cantril ladder. The Gallup World Poll also asks
questions about people’s emotions – the hedonic measures of wellbeing that we
discussed in Chapter 1. These questions give useful information about changes over
time. At the world level, one can construct an index of positive and negative emotion,
based on the question ‘Did you experience X during a lot of the day yesterday?’ For
positive emotions, X includes separate questions about happiness, enjoyment, and
smiling or laughing. These can be combined into a single index by taking the average
proportion of people who said Yes to each question. Similarly for negative emotions –
where the questions relate to worry, sadness and anger. Figure 6.4 shows trends at the
world level for both positive emotion and negative emotion. As the figure shows,
positive affect and the Cantril ladder have been trending down slightly. But negative
affect has increased greatly – especially worry. This is confirmed by an additional
question on stress where we reproduce the answers for the United States, Western
Europe and the world as a whole in Figure 6.5. These findings are deeply troubling.
But for the rest of this chapter, we shall revert to measures based on the Cantril ladder.

Differences Between Groups

So how does average wellbeing differ between groups?

Men and women

Remarkably, the distribution of wellbeing in the world is almost identical formen and
women. Women are on average slightly happier than men but the difference is only
0.09 points (out of 10) – one fiftieth of the difference between the happiest and least
happy country. Moreover, in almost every country the average wellbeing of men and
women is nearly the same, even though wellbeing differs so hugely between countries
(see Figure 6.6).8

But what about trends in the relative happiness of men and women? Over the last
50 years, women’s rights in the workplace have been transformed in many countries
by legislation requiring equal pay and equal job opportunities. At the same time,

8 For the underlying numbers see online Annex 6.2. For further details see Fortin et al. (2015).

101The Inequality of Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


women have made huge educational advances relative to men, and through the
contraceptive pill have achieved unprecedented control over their fertility. So one
might expect that women’s wellbeing would have risen relative to men’s. But has it?9

In the United States since the 1970s, both men and women have become less
happy, and this has been especially true of white women. In Europe, the situation has
been different. Both women and men have become on average more satisfied with
their lives, but European women’s happiness has fallen relative to men’s – and this has
happened in all 12 countries for which the time series go back as far as the 1970s.

4.9

5.0

5.1

5.2

5.3

5.4

5.5

5.6

5.7

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

Life sa�sfac�on

Population weighted

0.66

0.68

0.70

0.72

0.74

0.76

0.78

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

Posi�ve affect

Population weighted

0.20

0.22

0.24

0.26

0.28

0.30

0.32

0.34

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

Nega�ve affect

Popula�on weighted

Figure 6.4 Trends in average wellbeing in the world
Source: Helliwell et al. (2019) p. 14, Gallup World Poll 2006–18; life satisfaction = Cantril
ladder; for definition of positive and negative affect, see text

9 This analysis is based on Stevenson and Wolfers (2009); and Blanchflower and Oswald (2019b).
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Why is this?10 Empirical work has so far failed to produce an explanation. The
most likely one (so basic to humans) is social comparisons. As more and more women
work, they may increasingly compare themselves with their male colleagues (rather
than with other women). And at work women are still frequently at a disadvantage.
Another possibility is that women now experience a greater conflict of roles (as
compared with men). The US evidence suggests that (up to 2005 at least) there was
no change in women’s total work relative to men’s (total time spent in paid work,
housework and childcare).11 But that is not the same as the sense of responsibility.
Women still do more work at home than men, and to that has been added much greater
responsibilities at work. Another possibility is family conflict. In the United States,
both men and women have become less satisfied with their marriages – and to an equal
extent. But satisfaction with marriage affects women’s happiness more than men’s,

Figure 6.5 Trends in stress (Percentage saying ‘I experienced a lot of stress yesterday’)
Source: Gallup World Poll 2006–18

10 For a fuller discussion, see Stevenson and Wolfers (2009).
11 Krueger (2007). For multi-country evidence see Gimenez-Nadal and Sevilla (2012).
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and increased dissatisfaction with marriage therefore helps to explain the increased
gender gap in US happiness.12 Finally, there is the enduring fact of male chauvinism.
Though this may have diminished over time, the experience of it may have become
more intolerable – as the #MeToo movement testifies.

Age

The next issue is Do we become happier as we get older? The effects of aging involve
many factors but social factors are among them. As we move into adult life, we take
on more responsibility, both in family life and at work. But after some time, we
become more established, and any children we had leave home. We relax more.
But eventually our health declines. So what is the overall effect of our journey
through life?13
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Figure 6.6 Average wellbeing of men and women: By country (the line represents equality)
Source: Gallup World Poll 2017–19, Cantril ladder

12 Stevenson and Wolfers (2009).
13 This whole section is based on Fortin et al. (2015). What we report comes from cross-sectional data. But

longitudinal data typically confirm it (e.g. Cheng et al. 2017).
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In most countries, people on average become progressively less happy from their
late teens up to their 40s. But then in some countries (including the United States and
the UK), they become happier again up to their 70s (before a final decline). Figure 6.7
shows how wellbeing changes over life in each of the world’s regions. Everywhere
happiness declines up to around age 40. It then recovers in North America and to a
lesser extent in East Asia; in Western Europe, it remains stable; but elsewhere, there
are some further declines. (In the former Soviet Union and Warsaw Pact countries the
old are markedly less happy, but this is the legacy of the transition and may not
continue in future decades).

So what explains these patterns of wellbeing over the life-course? If age affects
wellbeing, it must be through some mediating variables.14 But what are they? The first
step is to look at the standard variables explaining wellbeing, which we shall consider
in Chapter 8. From 20 to 40 years old, most of these variables are moving in the
direction that would produce higher wellbeing. So they provide little insight into
variation across the life-course.15

Figure 6.7 Average life satisfaction: by age, gender and region
Source: Fortin et al. (2015) Gallup World Poll 2004–14, Cantril ladder
Note: NA & ANZ = North America, Australia and New Zealand. CEE & CIS = Central and
Eastern Europe and former Soviet Union. LAC = Latin America and Caribbean. MENA =
Middle East and North Africa. SSA = Sub-Saharan Africa

14 Somewhat differently, Blanchflower and Oswald (2019a) argue that there is intrinsic interest in the
pattern of age differences after the effect of all observables has been removed.

15 See Frijters and Beatton (2012).
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More light can be found by looking at the Gallup World Poll’s evidence on affect.
As we have mentioned, this provides data on negative and positive affect. Beginning
with negative emotions (Figure 6.8), stress rises sharply up to middle age and then
declines. So does anger, though less markedly. These declines after middle age are
especially marked in North America and Western Europe. By contrast, worry, sad-
ness, depression and pain rise steadily through life, but as time passes they become
balanced by declining stress and anger. Turning to positive emotions (Figure 6.9),
happiness, enjoyment, smiling and interest fall steadily throughout life. In addition, as
people age, they are less likely to report that they have someone they can rely on in
times of need. People do however feel more rested.

Ethnic differences

What about the differences between ethnic groups? In every society, most minority
ethnic groups have lower average wellbeing than the majority group. But these
differences can be reduced or even eliminated by policy action, such as

� reducing gaps in education and income,
� banning discrimination in employment and housing,
� punishing severely both racially motivated crime and incitement to racial hatred and
� improving the respect shown to all (by citizens, by the police, and by the law).

With such action, things can change. For example, the United States has seen
substantial improvement in the wellbeing of ethnic minorities, while at the same time

Figure 6.8 Negative Experiences: By age and gender (World)
Source: Fortin et al (2015) Gallup World Poll 2004–14; for questions, see text
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the average wellbeing of whites has declined.16 This is shown in Figure 6.10, which is
based on the General Social Survey. (The happiness scores used are very happy – 3;
pretty happy – 2; not too happy – 1.) As Figure 6.10 shows, the gap in happiness
between white and black citizens has fallen sharply.17

However, America still has serious ethnic problems, as the Black Lives Matter
movement testifies. And so have most other countries, though the groups involved
differ widely. In some countries, ethnic tensions lead to civil war.

The Wellbeing of Children

So much for adults; but what about children? In both 2015 and 2018, the OECD
surveyed the wellbeing of 15-year-olds in their regular Programme for International
Student Assessment (PISA). The question asked was on life satisfaction (0–10) and
the survey covered most OECD countries and a number of others. The results by
country are in Table 6.1.

As can be seen, among the OECD countries the lowest levels of satisfaction were in
Turkey, the UK and Japan. The United States was also near the bottom of the list. As

Figure 6.9 Positive Experiences: By age and gender (World)
Source: Fortin et al (2015) Gallup World Poll 2004–14; see text; ‘laugh’ means ‘laugh or smile’

16 In the last decade, the same is true of the gap in life expectancy, see Case and Deaton (2020).
17 The improvements from the 1970s to 2010 cannot be explained by changes in objective circumstances,

see Stevenson and Wolfers (2008).
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so often found, Finland was near the top. Among non-OECD countries, satisfaction
was noticeably high in Latin America and post-Communist countries. In most coun-
tries, 15-year-old boys were on average happier than 15-year-old girls, with 72%
reporting scores of 7 or above compared with only 61% for girls. In most countries,
satisfaction was higher among young people from advantaged backgrounds and
slightly higher for people from non-immigrant households.

Over time, between 2015 and 2018, young people became less satisfied in every
country surveyed (except South Korea). This is a remarkable fact. The average fell by
0.3 points (from 7.3 to 7.0). But the fall was particularly striking in the UK (0.8 points)
and in the United States, Japan and Ireland (0.6 points).

Life Expectancy and WELLBYs

Finally, we need to bring into play a completely different dimension – the length of
life. As we argued in Chapter 2, the ultimate test of a society’s success is not only the
wellbeing that people experience but also the number of years for which they experi-
ence it. In other words, what we care about is the number of Wellbeing-Years (or
WELLBYs) per person born.18

There is, of course, no direct and meaningful way of measuring, at a point in
time, the length of people’s lives. But statisticians measure life-expectancy at a
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Figure 6.10 Average wellbeing (1–3) of different racial groups in the United States
Source: Blanchflower and Oswald (2019b) updated; General Social Survey

18 For a given individual, this equals
P

Wt ¼ �WY where �W is average wellbeing per year and Y is years
of life.
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point of time as the years a person born now would live if age-specific mortality rates
remained as they are now. So a natural measure of the current success of a society is
given by

Current social welfare ¼ Average current wellbeing� Life expectancy

Table 6.1 Average life satisfaction of 15-year-olds (0–10)

OECD Countries Other countries

Mexico 8.11 Kazakhstan 8.76
Colombia 7.62 Albania 8.61
Finland 7.61 Kosovo 8.30
Lithuania 7.61 North Macedonia 8.16
Netherlands 7.50 Belarus 8.10
Switzerland 7.38 Dominican Republic 8.09
Spain 7.35 Ukraine 8.03
Iceland 7.34 Costa Rica 7.96
Slovak Republic 7.22 Saudi Arabia 7.95
Estonia 7.19 Panama 7.92
France 7.19 Romania 7.87
Latvia 7.16 Bosnia and Herzegovina 7.84
Austria 7.14 Croatia 7.69
Portugal 7.13 Montenegro 7.69
Hungary 7.12 Moldova 7.68
Luxembourg 7.04 Thailand 7.64
Chile 7.03 Serbia 7.61
Germany 7.02 Georgia 7.60
Sweden 7.01 Uruguay 7.54
Greece 6.99 Indonesia 7.47
Czech Republic 6.91 Vietnam 7.47
Italy 6.91 Russia 7.32
Slovenia 6.86 Peru 7.31
United States 6.75 Argentina 7.26
Ireland 6.74 Baku (Azerbaijan) 7.24
Poland 6.74 Philippines 7.21
Korea 6.52 Bulgaria 7.15
Japan 6.18 Brazil 7.05
United Kingdom 6.16 Malaysia 7.04
Turkey 5.62 Morocco 6.95

Jordan 6.88
United Arab Emirates 6.88
Qatar 6.84
Lebanon 6.67
China 6.64
Malta 6.56
Chinese Taipei 6.52
Hong Kong (China) 6.27
Macao (China) 6.07
Brunei Darussalam 5.80

Source: OECD PISA 2018 Volume III, figure III.11.1
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This is not, of course, an appropriate maximand for policy, which should also
involve the future wellbeing of those alive and those not yet born. But it is an
interesting measure of where we are now.

Table 6.2 provides this assessment for each region of the world for 2017/19 (before
COVID-19) and also for 2006/8 (the first available date). As the table shows, average
current wellbeing fell slightly between the two periods, especially in South Asia, the
Middle East/North Africa and North America. But life-expectancy rose everywhere,
above all in Sub-Saharan Africa where it rose by an astonishing seven years. Thus the
average WELLBYs per citizen born in the world rose from 369 (5.4 � 68.7) to 373
(5.2 � 72.4). The increase was especially large in the post-Communist regions. But in
South Asia, the Middle East/North Africa and in North America there was a fall in
current social welfare.

Conclusions

(1) Wellbeing varies hugely in the human population. Over a sixth of the world’s
population has wellbeing of 3 or below (out of 10) – a condition of serious misery.
And another sixth has wellbeing of 8 or above.

(2) About 80% of this variance of wellbeing worldwide is within countries and about
20% is between countries.

(3) Between 1980 and 2007, average wellbeing rose in more countries than where it
fell. But since 2008, wellbeing has fallen in roughly the same number of countries
as where it has risen. Notable falls in wellbeing have been in India, the United
States and the Middle East/North Africa. In the US average wellbeing is no higher

Table 6.2 Trends in wellbeing, life expectancy and social welfare

Average wellbeing
per year

Life expectancy
(in years)

Social welfare (WELLBYs
per person)

2006/8 2017/19 2006/8 2017/19 2006/8 2017/19 Change

World 5.4 5.2 68.7 72.4 369 373 4
N America 7.3 7.0 78.6 79.5 576 556 �21
S America 6.2 6.1 73.4 75.3 455 463 8
W Europe 6.9 6.8 80.3 82.2 550 561 11
C+E Europe 5.4 6.1 74.6 77.4 402 488 66
Former Soviet Union 5.2 5.4 67.5 72.2 352 393 41
S E Asia 5.1 5.4 69.4 72.5 354 391 37
E Asia 4.9 5.2 74.8 77.8 369 408 39
S Asia 5.1 4.0 65.7 69.5 334 278 �56
M E + N Africa 5.3 4.9 71.9 74.6 380 364 �16
Sub-Saharan Africa 4.5 4.5 53.6 60.7 240 271 31

Source: Layard and Oparina (2021)
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than it was in the 1950s and the inequality of wellbeing is one of the highest in
the OECD.

(4) In most countries, the inequality of wellbeing has increased since 2008, except in
Europe, which now has lower inequality than any other region.

(5) Since 2006/8 there has been a large increase in negative affect and in stress.
(6) Average wellbeing is very similar for men and women in almost every country. It

declines with age in most parts of the world but in North America and Europe it
improves after mid-life. Average wellbeing is below average for most ethnic
minorities in most countries.

(7) Children’s wellbeing fell substantially between 2015 and 2018 especially in the
UK, the United States and Japan, countries where the wellbeing of 15-year-olds is
lower than in most other OECD countries.

(8) Meanwhile, adult life-expectancy has risen in all regions of the world, especially
in Sub-Saharan Africa. So the Wellbeing-Years (WELLBYs) that a person now
born can expect have increased since 2006–2008 in all regions of the world except
South Asia, the Middle East/North Africa and North America.

The rest of Part III of this book attempts to explain some of these facts – both the
level of wellbeing and its inequality in the human population. But first we have to sort
out the tools we need for this purpose.

Questions for discussion

(1) Do you believe the patterns of wellbeing portrayed in this chapter?
(2) You may want to develop hypotheses about what causes these facts.
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7 Tools to Explain Wellbeing

There are three kinds of lies: lies, damned lies, and statistics.
Mark Twain

To explain the level and inequality of wellbeing, we use the standard tools of quantita-
tive social science. These are mainly the techniques of multiple regression. In this
chapter, we shall show how multiple regression can address the following issues.1

(1) What is the effect of different factors on the level of wellbeing (using
survey data)?

(2) What problems arise in estimating this and how can they be handled?
(3) How far do different factors contribute to the observed inequality of wellbeing?
(4) How can experiments and quasi-experiments show us the effect of interventions

to improve wellbeing?

So suppose that a person’s wellbeing (W) is determined by a range of explanatory
variables (X1, . . ., XN) in an additive fashion. But in addition there is an unexplained
residual (e), which is randomly distributed around an average value of zero. Then the
wellbeing of the ith individual (Wi) is given by

Wi ¼ a0 þ a1Xi1 þ . . .þ aNXiN þ ei,

which we can also write as

Wi ¼ a0 þ
XN

j¼1

aj Xij þ ei: (1)

In this equation, wellbeing is being explained by the Xjs. So wellbeing is the
‘dependent’ variable (or left-hand variable) and the Xjs are the ‘independent’ or
(right-hand) variables. These right-hand variables can be of many forms. They can
be continuous like income or the logarithm of income or like age or age squared. Or
they can be binary variables like unemployment: you are either unemployed or not
unemployed. These binary variables are often called dummy variables and they take

1 The treatment is introductory and some readers will already know it all. If not, it will help you understand
what you are doing when you use statistical software. For fuller expositions, see one of the excellent
textbooks such as Angrist and Pischke (2008).
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the value of 1 when you are in that state (e.g., unemployed) and the value of 0 when
you are not in that state (e.g., not unemployed).

If we want to explain wellbeing, we have to discover the size of the effect of each
thing that affects wellbeing. In other words, we have to discover the size of the ajs. For
example, suppose

Wi ¼ a0 þ a1 log Incomei þ a2 Unemployedi þ ei: (2)

From Chapter 8, you will find as benchmark numbers that a1 = 0.3 and a2 = �0.7. This
means that when a person’s log Income increases by one point, her wellbeing increases by
0.3 points (out of 10). Similarly, when a person ceases to be unemployed, her wellbeing
increases by 0.7 points (ignoring any effect of a simultaneous change in income). And, if
both things happen together, wellbeing increases by a whole point (0.3 + 0.7).

Estimating the Effect of a Variable

But how are we to estimate, as best we can, the true values of these aj coefficients?
The best unbiased way of doing this is to find the set of ajs that leaves the smallest sum
of squared residuals ei

2, across the whole sample of people being studied.2 This is
known as the method of Ordinary Least Squares (OLS). Standard programmes like
STATA will do it for you automatically. However, there are 4 possible problems with
such estimates when obtained from a cross-section of the population.

Omitted variables

Suppose that equation (2) is not the correct model but that another X variable should
also be in the equation. Suppose, for example, that the right model is

Wi ¼ a0 þ a1 log Incomei þ a2 Unemployedi þ a3 Educationi þ ei (3)

where Education means years of education. Clearly education and income are posi-
tively correlated. So if a1 and a3 are positive, people with higher income will be
getting higher wellbeing for 2 reasons:

the direct effect of income (a1) and
the effect of education in so far as it is correlated with income.

Thus, equation (2) will give an exaggerated estimate of the direct effect (a1) of income
on wellbeing.3 To leave out education is to leave out a confounding variable. And any
such confounding variable must have two properties:

it is causally related to the dependent (LHS) variable and
it is correlated with an independent (RHS) variable.

2 This is the best unbiased estimation system (with least standard errors on the estimated ajs), provided the
errors are homoscedastic.

3 The sign of the bias in a1 equals the sign of a3 times the sign of the correlation of X1 and X3.
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If we lack data on the confounding variable, the classic way to overcome this problem
is to use time-series panel data on the same people. Provided the omitted variable is
constant over time, it can cause no problem, since we can now estimate how changes
in income within the same person affect changes in her wellbeing. Thus, if we use
time-series data, we cease to compare different individuals at the same point of
time and we compare the same individual at different periods of time. Algebraically,
we do this by expanding equation (2) to include multiple time periods (t) and
adding a fixed effect dummy variable ( fi) for each individual. This picks up the effect
of all the fixed characteristic of the individual (which for most adults will include
education). Thus, we now explain the wellbeing of the ith person in the tth time
period by

Wit ¼ a0 þ a1 log Incomeit þ a2 logUnemployedit þ f i þ eit: (4)

There are standard programmes for including fixed-effects. A similar method to this is
used for analysing the effect of experiments, but we shall come to this later.

Reverse causality

However, there is another problem. Suppose we are interested in the effect of income
on wellbeing. But suppose that there is also the reverse effect – of wellbeing on
income.4 How can we be sure that, when we estimate equation (2), we are really
estimating the effect of income on wellbeing rather than the reverse relationship or a
mixture of the two? In other words is equation (2) in principle ‘identifiable’?

For an equation to be identifiable, it must exclude at least one of the variables that
appears in the second relationship (the one that determines income).5 But, even if it is
identifiable, there is still the problem of getting a causal estimate of the effects of the
endogenous variable.

The aim has to be to isolate that part of the endogenous variable that is due to
something exogenous to the system. A variable that can isolate that part of the
endogenous variable is called an instrumental variable. For example, if tax rates
or minimum wages changed over time, these would be good instruments. Instrumental
variables can also be used to handle the problem of omitted variables. In every case a
good instrument

(i) is well related in a causal way to the variable it instruments and
(ii) should not itself appear in the equation, (i.e., it is not correlated with the error term

in the equation).

There are programmes for the use of instrumental variables (IVs).

4 For evidence on the reverse relationship (the effect of adolescent wellbeing on later earnings), see De
Neve and Oswald (2012).

5 In a three-equation system, it would need to exclude two variables from the rest of the system and so on.
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Another way to isolate causal relationships is through the timing of effects. For
example, income affects wellbeing in the next period rather than the current period.
We can then identify its effect by regressing current wellbeing on income in the
previous period. Similarly with unemployment. This gives us

Wit ¼ a0 þ a1 log Incomei,t�1 þ a2Unemployedi,t�1 þ f i þ eit: (5)

Measurement error

Another source of biased estimates is measurement error. If the left-hand variable has
high measurement error, this will not bias the estimated coefficients aj. But, if an
explanatory variable Xj is measured with error, this will bias aj towards zero. If the
measurement error is known, this can be used to correct for the bias. But, if not, an
instrumental variable can again come to the rescue, provided it is uncorrelated with the
measurement error in the variable it is instrumenting.

Mediating variables

A final issue is this. A multiple regression equation such as (3) shows us the effect of
each variable upon wellbeing holding other things constant. But suppose we are
interested in the total effect of changing one variable upon wellbeing. For example,
we might ask What is the total effect of unemployment upon wellbeing?

The total effect is clearly

� a2, plus
� a1 times the effect of unemployment upon log income.

That is one way you could estimate it. An alternative way is to take equation (2) and
leave income out of the equation, so that the estimated coefficient on unemployment
includes any effect that unemployment has on wellbeing via its effect on income.

In a case like this, income is a mediating variable. If we are only interested in the
total effect of unemployment, we can simply leave the mediating variable out of the
equation. Or we can estimate a system of structural equations consisting of (2) and the
equation that determines income. This discussion brings out one crucial point in
wellbeing research. We should always be very clear what question we are trying to
answer. We should choose our equation or equations accordingly.

Standard errors and significance

All coefficients are estimated with amargin of uncertainty. Each estimated coefficient has a
‘standard error’ (se) around the estimated value. The true value will lie within 2 ‘standard
errors’ on either side of the estimated coefficients in 95% of samples. Thus the ‘95%
confidence interval’ for the αj coefficient runs from baj � 2sej to baj þ 2sej, where baj means
the estimated value of αj. If this confidence interval does not include the value zero, the
estimated coefficient is said to be ‘significantly different from zero at the 95% level’.
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For many psychologists, this issue of significance is considered crucial. It answers
the question ‘Does X affect W at all?’ But for policy purposes the more important
question is ‘How much does X affect W?’ So the coefficient itself is more interesting
than its significance level. For any sample size, the estimated coefficient is the best
available answer to the question of how much X changes W. And, if you increase the
size of the sample, the expected value of the estimated aj does not change but its
standard error automatically falls (it is inversely proportional to the square root of the
sample size). So in this book we focus more heavily on the size of coefficients than on
their significance (though we sometimes show standard errors in brackets in the
tables).

The question we have been asking thus far in this chapter is How does wellbeing
change when an independent variable changes? In algebraic terms, we have been
studying dW/dXj? This is the type of number we need in order to evaluate a policy
change. For example, suppose we increased the income of poor people by 20%, how
much would their wellbeing change (on a scale of 0–10)? If aj ¼ 0.3, it would increase
by 0.06 points (0.3 � 0.2). A quite different question is In which areas of life should
we look hardest in the search for better policies?

The Explanatory Power of a Variable

If our main aim is to help the people with the lowest wellbeing (as we discussed in
Chapter 2), then our focus should be on what explains the inequality of wellbeing. To see
why, suppose first that wellbeing depends only on one variable X1, withW¼ α0þ α1X1.
Then the distribution of W depends only on the distribution of X1. If W is unequal, it is
because X1 is unequal and α1 is high. The higher the standard deviation (σ1) of X1 and the
higher α1, the greater the inequality of W. This is illustrated in Figure 7.1. For high
variance of W, the numbers in misery correspond to the areas A and B. But for the low
variance ofW the numbers in misery correspond only to the area B.

A next natural step is to compare the standard deviation of a1σ1 with the standard
deviation of wellbeing itself. Obviously, if they were equal in size, the spread of X1

would be ‘explaining’ the whole spread of wellbeing σw – in other words, the two
variables would be perfectly correlated. The correlation coefficient (r) between W and
X1 is therefore a1σ1/σw:

r ¼ a1σ1
σw

¼ Correlation coefficient

However, this can be either positive or negative depending on the sign of a1. So a
natural measure of the explanatory power of a right-hand variable is the squared
value of r (which is also often written as R2):

r2 ¼ a21σ
2
1

σ2w
¼ Share of variance explained

Since the denominator is the variance of wellbeing, this shows what proportion of the
variance in wellbeing is explained by the variance of X1.
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In the real world, wellbeing depends on more than one variable (see equation [1]).
The policy-maker may then ask Which of these variables is producing the largest
amount of misery?6 For this purpose, we need to compare the explanatory power of
the different variable. This is done by computing for each variable its partial correl-
ation coefficient with wellbeing. This partial correlation coefficient is normally
described as βj where

βj ¼
ajσj
σw

¼ Partial correlation coefficient:

This β-coefficient will appear frequently throughout this book.7

These β-coefficients are hugely interesting, as we shall see via two steps. First,
starting from equation (1) we can readily derive the following equation.8

Wi � �W

σw
¼

X
βj

Xij � �Xj

� �

σj
þ ei
σw

(6)

Figure 7.1 How the numbers in misery are affected by a1σ1

6 As discussed in Chapter 18, the policy-maker can then develop policies in these areas and target them at
those individuals least favoured in these variables. This is reasonably practical, while it is not really
practical to identify the individuals with the lowest wellbeing and then target them with the best policies
(though that would be the most logical approach).

7 Sociologists often call it the ‘path coefficient, p’.
8 (i) Divide both sides by σw. (ii) Multiply and divide Xj by σj. (iii) Derive the average equation for the
whole population and subtract it from the original equation (to eliminate a0/σw).
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Here we have standardised each variable by measuring it from its mean and dividing it
by its standard deviation. These standardised equations appear many times in this book.9

But, to see the importance of these βs, we move on to a second equation, which is
derived from (6).10 This says

r2 ¼
X

β2j þ
XX

βg βk rgk g 6¼ kð Þ; (7)

r2 is the proportion of the variance of W that is explained by the right-hand variables.
And rgk is the correlation coefficient between Xg and Xk.

Thus, the left-hand side is the share of the variance of wellbeing that is explained.
The right-hand side consists of Σβj

2, which includes all the effects of the independent
variation of the Xjs, plus the effects of all their covariances. Thus βj (or the partial
correlation coefficient) measures the explanatory power of a variable (just as the
correlation coefficient does in a simple bivariate relationship).

But some readers may wonder if this approach can handle independent variables
that are binary. It can, because the standard deviation of a binary variable is simplyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p 1� pð Þp
, where p is the proportion of people answering Yes to the binary question.

For example, the standard deviation of Unemployed is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u 1� uð Þp

where u is the
unemployed rate. Thus, if Xj is Unemployed, its β coefficient is aj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u 1� uð Þp

=σw.

Binary dependent variables

The matter is more complicated when it is the dependent variable that is binary. For
example, suppose we divide the population into those who are in misery (with wellbeing
below say 6) and the rest. How can we handle this? The most natural approach is, as
normal, to regress the binary variable on all the other variables. This iswhatwe often do in
this book and, since it provides statistics of the standard kind, it is easy to understand.11

Box 7.1 Odds ratios
In analysing the effect of one binary variable on another binary variable, psycholo-
gists and sociologists often use the concept of an ‘odds ratio’ rather than the values
of aj and βj we have been discussing. Suppose, for example, we ask: How much
more likely are unemployed people to be in misery, compared with people who are
not unemployed? Imagine 100 people were distributed as follows (Table 7.1):

9 The standardised value of a variable is often called its z-score. In other words, Xij��Xj

σj
is individual i’s

z-score for the variable Xj.
10 To derive this, (i) square both sides of equation (6) and (ii) add up the equations, for all the individuals.

(iii) Note that r2 = 1�Σei
2/σw

2.
11 This linear probability model (LPM) has the problem that whereas the left-hand variable is either 1 or 0,

the regression equation predicts all kinds of values for different individuals including some which are
greater than 1 or less than 0. Thus, there is an alternative approach to binary dependent variables which
assumes that a person has a given probability of being 1 or 0 as a function of the Xjs and then chooses that
function which makes what actually happened to appear as likely as possible. Depending on the
functional form, this type of analysis is called either Logit or Probit analysis which is again available
in STATA.
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Box 7.1 (cont.)

In this situation, the chance of an unemployed person being in misery is much higher
than the chance of a non-unemployed person being in misery. The odds-ratio is

2
8
=
9
81

≏2:25:

But odds ratios do not answer either of the main questions we are addressing in this
chapter. First, if we are interested in the effect on wellbeing of reducing unemploy-
ment, the propermeasure of this effect is not the odds ratio but the absolute difference
in the probabilities of misery between unemployed and non-unemployed people, that
is, 0.2�0.1 ¼ 0.1. Second, if we are interested in the power of unemployment to
explain the prevalence of misery, the correct statistic is the correlation coefficient
between the two. So we shall not be showing odds ratios in this book, though the
reader is able to compute them, given the necessary information.

Effect size of a binary independent variable

We have so far considered two ways in which to report regression results. One is to
report the absolute effect of say unemployment on wellbeing in units of wellbeing.
The other is to look at the relationship when both variables are standardised. However,
there is the third approach that is often useful. This is to measure only the dependent
variable in a standardised fashion. For example, we might ask ‘When a person
becomes unemployed, by how many standard deviations does his wellbeing go
down?’ This is a measure known as the effect size of the independent variable
(sometimes knows as Cohen’s d):

Effect size ¼ Absolute effect
SD of depdendent variable

¼ Cohen’s d:

This is particularly useful when reporting the effect of an experiment.12

Table 7.1 Distribution of 100 people by unemployment status and misery status

In misery Not in misery Total

Unemployed 2 8 10
Not unemployed 9 81 90
Total 11 89 100

12 Much less useful is the odds ratio (see Box 11.1). It is also useful to know that, if someone started at the
median of a normal distribution and experienced a treatment with a given effect size, the resulting rise in
the person’s position in the distribution would be given approximately by

Change in percentile points ¼ 40 � Effect size
unless the effect size is very large.
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Experiments

So far, we have been discussing the use of naturalistic data – mainly obtained by
surveys of the population. As we have mentioned, it is often difficult to establish the
causal effect of one variable on another from this type of data. The simplest way to
establish a causal relationship is through a properly controlled experiment. Moreover,
if you want to examine the effect of a policy that has never been tried before, it is the
best way to get convincing evidence of its effects.

So how do we estimate the effects of being ‘treated’ in an experiment? Let’s begin
with a simple example. Suppose we want to try introducing a wellbeing curriculum
into a school. Our aim is to see whether it makes any difference to those who receive
it. So we would select two groups of pupils who were as similar to each other as
possible. Then we would give the wellbeing curriculum to the treatment group (T) but
not the control group (c). We would also measure the wellbeing of both groups before
and after the treatment. So we would have the following values of wellbeing for each
of four situations (Table 7.2).

To find the average effect of the treatment, we would compare the change in
wellbeing experienced by the treatment group (T) with that experienced by the control
group (C). Thus, the ‘average treatment effect on the treated’ (ATT) would be
estimated as

ATT ¼ WT1 �WT0ð Þ � WC1 �WC0ð Þ: (8)

In other words, the ATT is the ‘difference in differences’, or for short the ‘diff in diff’.
There may of course be many ways in which both groups changed between periods

0 and 1 – they will become older, they may experience a flu epidemic or whatever. But
those changes should be similar for both groups. Thus the only observable thing that
can produce a different change in wellbeing is the fact that Group T took the course
and Group C did not.

Of course, there may also be some unobservable difference in experience, which
means that the ATT is always estimated with a standard error. So, to put things into a
more general form, let’s imagine we have observations over a number of years. We
then estimate

Wit ¼ a0 þ a1Tit þ vt þ f i þ eit: (9)

Here Tit is a variable which takes the value 1 in all periods after someone has taken the
course, vt is a year dummy, fi is a person fixed effect and eit is random noise.

Table 7.2 Average wellbeing of each group before and after the experiment

Before After

Treatment group (T) WT0 WT1

Control group (C) WC0 WC1
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So far, we have assumed that in our experiment we can easily arrange for the
treatment group and the control group to be reasonably similar. This is never in fact
completely possible. But the method that gets us closest to it is ‘random
assignment’.13 In this case, we select an overall group for the experiment and then
randomly assign people to either Group T or Group C (e.g., by tossing a coin for each
individual). In this way, the groups are more likely to be similar than in any other way.
Of course we can then check whether they differ in observable characteristics (X) and
we can then allow in our equation for the possibility that these variables affect the
measured ATT. Our equation then becomes

Wit ¼ a0 þ a1Tit þ a2TitXit þ a3Xit þ vt þ f i þ eit: (10)

Estimating equations like this are quite common.
However, randomisation between individuals is often not practicable. For example,

suppose you wanted to test whether higher income transfers raised wellbeing enough
to justify the cost. You could not randomly allocate money within a given population –
it would be considered unfair since the transfer clearly benefits the recipient. You
might, however, choose to transfer money to all eligible people in some areas and not
in others, with the allocation between areas being random. This might not be con-
sidered unfair. Similarly, suppose you wanted to test the effects of improved teaching
of life-skills in schools. Within a school it might be organisationally impossible to
give improved teaching to some children and not others – or even to some classes. But
you could use random assignment across schools. Or you could even argue that it is
‘quasi-random’ whether a child is born in Year t or Year t � 1; in this case, you could
use children born in year t as a control group in the trial of a treatment applied to those
born in year t þ 1 (see Chapter 9). So all experiments should, if at all possible, use
randomisation to reduce the unobservable differences between the treatment and
control groups.

Selection bias

But suppose an innovation is made without an experiment and we then want to know
its effects. For example, an exercise programme has been established, which some
people have decided to adopt. Has it done them any good?

The only information that we have is for the period after the innovation. But we
do also have information on people who did not opt in to the programme. So, can
we answer our question by comparing the wellbeing of those who took the
programme with those who didn’t? Probably not, because the people who opted
into the programme may have differed from those who didn’t: they may well have
started with higher wellbeing in the first place. So, if we just compared their final
wellbeing with those of non-participants, the difference could be largely due to
‘selection bias’.

13 For the limits of this method, see Deaton and Cartwright (2018).
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One method to deal with this is called Propensity Score Matching. In it we first take
the whole sample of participants and non-participants and do a logit (or probit)
analysis to identify that equation that best predicts whether they participate or not.
From this analysis, we can say for every participant what was the probability they
participated. We then find, for each participant, a non-participant with the same (or
nearly the same) probability of participating. It is those non-participants who become
the control group and we now compare their wellbeing with that of the treatment
group. This gives us our estimate of the average treatment effect on the treated:

ATT ¼ ~W of treated� �W of matched sample: (11)

Summary

(1) If W ¼ a0 þ
P

aj Xj +e, then the best unbiased way to estimate the values of the
ajs is by Ordinary Last Squares (choosing the ajs to minimise the sum of squared
residuals e2).

(2) Omitted variables are confounders that can lead to biased estimates of the effect
of the variables which are included.

(3) Time series estimation can eliminate any problem caused by omitted variables
which are constant over time. Time series can also help to identify a causal effect
if this takes place with a lag, so that for example Xt-1 is affecting Wt.

(4) If a right-hand variable is endogenous, it should if possible be instrumented by
an instrumental variable that is independent of the error in the equation.
Instrumental variables can also help with omitted variables and
measurement error.

(5) If an explanatory variable is measured with error, its estimated coefficient will be
biased towards zero. This problem can again be solved by using an instrumental
variable uncorrelated with the original measurement error.

(6) All regression estimates are estimated with ‘standard errors’ (se). The 95%
confidence interval is the coefficient � 2 se. Provided this interval does not
include zero, the coefficient is ‘significantly different from zero at the 95%
level’. But the coefficient estimate is more interesting that its significance.

(7) To find the explanatory power of the different variables, we run the equation
using standardised variables, that is, the original variables minus their mean and
divided by their standard deviation. The resulting coefficients (βj) – or partial
correlation coefficients – reflect the explanatory power of the independent
variation of each variable Xj. They are equal to ajσj/σw where w is the
dependent variable.

(8) The surest way to determine a causal effect is by experiment. The best form of
experiment is by random assignment. We then measure the wellbeing of the
treatment and the control group before and after the experiment. This difference-
in-difference measures the average treatment effect on the treated.
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(9) Where random assignment is impossible, naturalistic data can be used and the
outcome for the treatment group compared with a similar untreated group chosen
by Propensity Score Matching.

(10) If the measured effect of a treatment is a (in units of the outcome variableW), the
‘effect size’ is a/σw.

We can now put these tools to work.

Further Reading

Angrist, J. D., and Pischke, J. S. (2008). Mostly Harmless Econometrics. Princeton University
Press.
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8 Explaining Wellbeing
A First Exploration

Happy the man who has learned the cause of things . . .
Virgil

We can now put these tools to use in explaining the huge inequalities that exist in
wellbeing. These inequalities are interesting in themselves. And they also provide
naturalistic evidence that helps us to predict how policies of different kinds would
change people’s wellbeing.1 So this chapter applies the tools presented in Chapter 7 to
explain and learn from the differences in Chapter 6.

We proceed as follows:

� First, we outline a framework for how adult wellbeing is determined within
a country.

� Next, we take adult wellbeing differences within a country and see how these are
explained by differences in adult characteristics.

� Then we go back to childhood and see how well the child predicts the adult.
� Finally, we look at the role of social norms and institutions and study their effects

by looking at differences between countries.

This chapter is very important in setting the framework for the rest of Part III of the
book – which looks at each influence in much more detail.

Wellbeing and the Life Cycle

Our adult wellbeing is the product of our whole life to date (see Figure 8.1). Our early
development is affected first by our parents (including their genes) and then by our
schooling. These are the main factors that determine our outcomes up to the end of
childhood. These outcomes then help to predict our adult outcomes, which in turn
determine our adult life satisfaction. In what follows, we shall work backwards,
looking first at the role of adult outcomes, then at the role of child outcomes and
finally (in Chapter 9) at the role of family and schooling.

1 This also requires evidence on the immediate effects of the policy, preferably from experiments.
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Personal Determinants of Adult Wellbeing

There have been thousands of studies of the personal causes of adult wellbeing. But
they are difficult to compare because they use different measures of wellbeing and
they study the effect of different sets of determinants. We shall therefore focus in this
chapter on one study that used a single measure of wellbeing (life satisfaction)
and looked at all the main influences simultaneously.2 The main influences included
were:

� Health
Physical health (number of illnesses)
Mental health (has ever been diagnosed with depression or an anxiety disorder)

� Work
Is unemployed (versus employed)
Quality of work (index)

� Family
Has partner (versus single)
Is separated (versus single)
Is widowed (versus single)

� Income (log of household income per equivalent adult)
� Education (years)

Many studies of wellbeing do not include mental health as an explanatory factor, since
it is itself a feeling. But this is why we do not include self-reported feelings as
measures of mental health – instead, we include an objective diagnosis by a third
party. The question used is ‘Have you ever been told by a doctor, nurse of other health
professional that you had an anxiety disorder and/or depressive disorder?’ Since most

Figure 8.1 How adult wellbeing is determined
Note: Earlier factors also influence later outcomes directly

2 A.E. Clark et al. (2018). In Chapter 13, we report results for the full range of countries using the Gallup
World Poll.
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such experiences are prior to being surveyed, they are essentially measuring some-
thing exogenous. Besides, it would be quite wrong not to include mental illness as an
explanation for wellbeing, when this is such an important issue for so many people,
independently of the other right-hand variables. As the equations that follow show,
low wellbeing is not the same as mental illness and can be caused by many other
factors besides mental illness.

So the task is to estimate equation (1) in Chapter 7, with current life satisfaction as
the dependent variable and the variables listed above as the independent variables. The
equation estimated is cross-sectional – a point to which we shall return. The study
covered Britain, Germany, Australia and the United States, with broadly similar
results from all four countries. The results we report in Table 8.1 come mainly from
a British survey (Understanding Society). But the mental health coefficient is from the
United States and Australia (where the measure of mental health is more exogenous
and the results are very similar). And the quality of work result comes from a different
study using the European Social Survey.3

Table 8.1 shows, for example, that people ever diagnosed with mental illness are
currently (other things equal) less satisfied with their life by 0.72 points.4

Unemployment has a similar effect, as does not having a partner. A unit increase in
log income increases wellbeing by 0.17 points, which means that the doubling of
income raises wellbeing by 0.12 points.5 Note that the standard error (in brackets) of

Table 8.1 How different factors affect life satisfaction (0–10) of adults over 25 (Britain)
(Pooled cross section) (R2 ¼ 0.19)

Effect on life satisfaction (0–10)

Physical health problems (No. of illnesses) �0.22 (0.01)
Mental health problems (0,1) �0.72 (0.05)
Unemployed (versus employed; 0,1) �0.70 (0.04)
Quality of work (effect of 1SD) +0.40 (0.04)
Partnered (versus single; 0,1) +0.59 (0.03)
Separated (versus single; 0,1) �0.15 (0.04)
Widowed (versus single; 0,1) +0.11 (0.08)
Income (log) +0.17 (0.01)
Education (years) +0.03 (0.00)

Source: A. E. Clark et al. (2018) Table 16.2 Mainly Britain (Understanding Society) 1996–2014
but see text
Notes: Control variables include comparators’ income, education, unemployment and
partnership, as well as gender, age and age squared and year fixed effects. Standard errors
in brackets.

3 For the quality of work, see A. E. Clark et al. (2018) p. 74. On mental health, the British measure (being
less exogenous) attracts a higher coefficient than the US measure.

4 In the Gallup World Poll analysis reported in annex 13.1, there is a similar coefficient on the self-reported
question ‘Yesterday did you experience a lot of depression’.

5 Loge2 ¼ 0:7. Note that we always use logarithms to the base e.
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these coefficients are small relative to the coefficients themselves, so the estimates are
fairly well defined and significantly different from zero at the 95% level.

From Table 8.1, we learn the effect of each variable upon wellbeing. But this does
not tell us how far the inequality of that variable explains the inequality of wellbeing.
For that purpose, we have to multiply the effect of each explanatory variable by its
own standard deviation – and then divide it by the standard deviation of wellbeing.
This gives us the βj measure discussed in Chapter 7 – recall that βj ¼ ajσj/σw.

In Figure 8.2, we give these β values in graphical form. To simplify the display, we
have treated every variable as if it had a positive β – by, for example, relabelling
Unemployed as Not unemployed.

Notice first that the whole equation has an R2 of 0.19 – we are only explaining 19%
of the total variance. It is very important not to over-claim explanatory power.6 And it
is also quite wrong to label the unexplained residual as ‘luck’. It is quite simply the
variation in wellbeing that we have not been able to explain or is due to measurement
error. Nevertheless, what we do know is that health is extremely important (especially
mental health). Work is also important – having it (if you want it) and its quality.
Family life also matters.

So does income, but its explanatory power is no higher than many other variables.
In Figure 8.2 it explains under 1% of the variance of life satisfaction, since its β2 value
is under 0.12. But as we shall see in Chapter 13, the figure can rise to 3% in some
countries – but still no higher than some other influences.

Before we accept this conclusion, we have to ask some of the questions we
discussed in Chapter 7. First, is there a problem of measurement error? This is
unlikely to affect the ranking of income in Figure 8.2 since income is measured more
accurately than many of the other variables. Second, are there important omitted

Figure 8.2 What explains the variation of life satisfaction among adults over 25? (Britain) Partial
correlation coefficients (β) (R2 ¼ 0.19).
Source: A. E. Clark et al. (2018) Table 16.1; otherwise see Table 8.1; ‘partnered’ means
partnered versus any other relationship status
Notes: For quality of work see their chapter 4. Standard errors in brackets

6 A well-known device for over-claiming is the odds ratio. See Chapter 7.
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variables or problems of endogeneity? To investigate these problems, we can use the
panel data to perform a fixed-effects analysis as in Equation (7.4). In panel regres-
sions, all the coefficients are reduced, partly because the problem of measurement
error becomes more acute. The coefficients on income fall more than most, though this
may be partly because the exact timings are not well caught by the data. For this
chapter, we stick to cross-sectional results; but in Chapter 13 we also give the results
of fixed effects regressions.

It is important to stress that for all the variables in Table 8.1 and Figure 8.2, the
coefficients reflect the effect of the variable, other things constant. If we wanted to
investigate the total effect of income on wellbeing, we would also have to include its
effects through other ‘mediating’ variables like having a partner. This is quite difficult
to compute. But it is easy to compute a maximum value for the total coefficient on
income (or any other variable). It is the simple bivariate coefficient, which in this case
is about double the coefficient holding other things constant.

Another obvious question is this: Doesn’t income explainmore of the prevalence of low
wellbeing than is implied by Figure 8.2? To investigate this, we construct a new variable.
This is a simple binary variable for misery (M), which is constructed as follows:7

M equals 1 if wellbeing is 5 or below
M equals 0 if wellbeing is above 5

Misery (thus defined) affects the bottom 10% or so of the British population – so it is a
good measure of deprivation. We can then run the following simple equation:

Mi ¼ a0 þ
X

ajXij þ ei:

If we take averages across all individuals, this equation predicts the proportion of
people in misery, which is given by

�M ¼ a0 þ
X

aj�Xj:

In an analysis for Britain, Australia and the United States, mental health problems
accounted for more of the misery than any other factor.8 In Britain and Australia, this
was followed by physical illness, and in the United States by low income.
Unemployment, though devastating to those affected, came in lower than health and
poverty, because of the smaller numbers affected.

A slightly different question is What best explains who is in misery and who is not?
In other words, what are the most important elements in the following relationship:

R2 ¼ 1� σ2e
σ2M

¼
X

β2j þ
XX

βkβsrks k 6¼ sð Þ:

7 In the original Understanding Society survey, life satisfaction is measured on a scale of 1–7. We have here
transformed it to a scale of 0–10. Note that the multiple regression approach can be used to examine
binary outcomes, with easy-to-interpret coefficients. Logit and probit analysis can also be used, but
usually deliver equivalent results but in a form that is more difficult to understand.

8 A. E. Clark et al. (2018) Table 6.1.
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In Figure 8.3, we show the values of the β coefficients where this time Misery is the
dependent variable. As can be seen, these coefficients are slightly smaller than when
we are explaining the full continuous range of Life–Satisfaction (in Figure 8.2). This is
to be expected. But, strikingly, the relative importance of the different factors is the
same whether we are explaining low wellbeing or the whole spread across the
spectrum.

Childhood Predictors of Individual Wellbeing

So much for the adult causes of adult wellbeing. But aren’t many of the adult
influences we have looked at caused by how we were in childhood? They are indeed.
There are three main dimensions of child development: intellectual, emotional and
behavioural. A big question for schools is ‘Which of these is the best predictor of
whether a child will have a satisfying adult life?’

The following analysis is based on a follow-up of all British children born in a
week in 1970 (the British Cohort Study 1970). The measures of child development
that we use are these:

� Intellectual: highest qualification ever obtained
� Behavioural: behaviour measured at age 16 (by 17 questions asked to the mother)
� Emotional: emotional health measured at age 16 (by 22 questions asked to the

young person and 8 to the mother).

As Figure 8.4 shows, the best predictor of a satisfying adult life is not your
qualifications but a simple measure of your emotional health at 16. This is an
important finding for educational policy since, as Chapter 9 shows, schools have such
a huge influence on the wellbeing of their children. Qualifications also matter of
course and are by far the best predictor of an adult’s income. But, as we have seen,

Figure 8.3 What explains the variation of misery among adults over 25? (Britain) Partial
correlation coefficients (β) (R2 ¼ 0.14)
Source: A. E. Clark et al. (2018) Table 16.1 Mainly Britain (Understanding Society) but see text
Note: See Figure 8.2
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income is less important for adults than their mental health, which is best predicted by
their emotional health in childhood.

As we argue in Chapter 9, child wellbeing is important in itself – childhood is a
substantial part of our whole life experience. But wellbeing as a child is also the
foundation for wellbeing as an adult.

The Effects of Social Norms and Institutions

We have focused so far on what explains the differences in wellbeing between people
within the same country. But what explains the differences between countries? There
are important social norms and institutions that everyone in a country shares. While
we cannot identify these effects by studying people in one country only, we can do it
by comparing one country with another. The Gallup World Poll data enable us to do
just that – to study the effect of

� ethical standards (trustworthiness and generosity),
� networks of social support and
� personal freedom.

We measure these by the answers in each country to the following questions:

Trust Proportion who say Yes to the first half of ‘In general, do you think that most
people can be trusted, or alternatively that you can’t be too careful in dealing
with people?’

Generosity Proportion who say Yes to ‘Have you donated money to a charity in the present
month?’

Social
Support

Proportion who say Yes to ‘If you were in trouble, do you have relatives or
friends you can count on to help you whenever you need them?’

Freedom Proportion who say Yes to ‘Are you satisfied or dissatisfied with your freedom
to choose what you do with your life?’.

Figure 8.4 How adult life satisfaction is predicted by child outcomes (Britain) Partial correlation
coefficients (β) (R2 ¼ 0.035)
Source: See A. E. Clark et al. (2018) Figure 1.2 British Cohort Study (BCS)
Note: Adult life satisfaction is average at ages 34 and 42. Controls include family variables.
Standard errors in brackets
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We also include the effect of average GDP per head and healthy life expectancy
(measured in years).

In the cross-sectional analysis in Table 8.2, we show for each of these variables
how average life-evaluation changes when the percentage who say Yes rises from 0 to
100. All four factors have substantial effect. So does healthy life-expectancy – for
example, an increase of 10 years raises life evaluation by 0.3 points. And the effect of
income across countries is similar to its effect within many countries – a doubling of
income raises average life-evaluation by 0.23 points (out of 10).

It is also interesting to see how far the different factors contribute to the actual
dispersion of life satisfaction across countries. Here income plays a more conspicuous
role due to the huge income differences between countries. Health differences also
come through as very important. This can be seen in Figure 8.5, which gives the βj
coefficients corresponding to the aj coefficients in Table 8.2. The social norms are also
very important. For example, what distinguishes the eight countries with the highest
life satisfaction in the world is not their income but their high levels of trust, social
support, freedom and generosity.9 These are the five Nordic countries as well as the
Netherlands, Switzerland and New Zealand (see Table 13.1). The countries at the

Table 8.2 How national life satisfaction (0–10) is affected by country-level variables (R2 ¼ 0.77)

Change Effect on average life satisfaction (0–10)

Trust 100% v. 0% 1.08 (.45)
Generosity 100% v. 0% 0.54 (.41)
Social support 100% v. 0% 2.03 (.61)
Freedom 100% v. 0% 1.41 (.49)
Income Doubling 0.23 (.06)
Health Years of healthy life 0.03 (.01)

Source: Gallup World Poll, Cantril ladder; average data for 2009–2015 except for trust (mostly
2009); analysis by John Helliwell; standard errors in brackets

Figure 8.5 How differences in national life satisfaction are explained by country-level variables –
partial correlation coefficients (β) (R2 ¼ 0.77)
Source: See Table 8.2

9 See Helliwell et al. (2019) Table 2.2.
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bottom are mainly the war-torn countries of sub-Saharan Africa and the Middle East
(Afghanistan, Syria and Yemen), which not only have poor income and healthcare but
are low on the social features that wellbeing requires.10

Conclusions

This concludes our brief initial overview of the main causes of high and low
wellbeing – and of the huge variation in wellbeing in the world. All the findings
are cross-sectional, with time series and experiments left to later chapters. The
findings of this chapter provide the framework for the rest of Part III of the book –

starting with personal factors and working outwards to those relating to whole
communities.

� Within a country (if it is advanced), the main factors explaining the variance of
wellbeing (and the prevalence of misery) are in rough order of importance:
mental illness,
physical illness,
having work and the quality of that work,
having a partner,
family income and
education

� The variation of wellbeing across countries is largely explained (in rough order of
importance) by:
income,
health,
social support,
personal freedom,
trusting social relations and
generosity

� Predicting whether a child will become a happy adult is not easy. But the child’s
wellbeing is a better predictor of satisfaction in adult life than the child’s academic
success is. And as Chapter 9 shows, both schools and parents have big effects on
children’s wellbeing.

Questions for discussion

(1) Are the findings about income in Figure 8.2 credible? Could problems of
measurement error have produced incorrect rankings?

(2) Is Figure 8.5 informative?

10 If the Global Peace Index is added to a fixed effects regression of average life satisfaction on the 6
variables, a 1 standard deviation of the Index raises average live-satisfaction by 0.15 points (Helliwell
et al. [2019] p. 40).
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Further Reading

Clark, A. E., Flèche, S., Layard, R., Powdthavee, N., and Ward, G. (2018). The Origins of
Happiness: The Science of Wellbeing over the Life Course: Princeton University Press.
Especially chapters 1, 2, 6 and 16.

World Happiness Report (latest version). Helliwell, J. F., Layard, R., Sachs, J., and De Neve, J.
E. (Eds.). World Happiness Report. New York: Sustainable Development Solutions
Network. Chapter 2.
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9 Family, Schooling and Social Media

Don’t be too hard on parents. You may find yourself in their place.
Ivy Compton Burnett

We begin our lives in families. After a while we go to school. And eventually most of
us form families of our own. How do these experiences affect us?

The Effect of Parents

How our parents treat us makes a huge difference. For humans, we cannot prove this
experimentally, but we can for animals – by allocating them randomly to be brought
up by different parents. A classic study of rats by Michael Meaney took the offspring
of mother rats who were bad at licking their offspring and allocated some of them to
foster mothers who were good at licking.1 These offspring grew up to be much less
stressed, and they also became much better at licking their own offspring. Similarly, a
classic study of rhesus monkeys by Stephen Suomi took the offspring of overactive
mothers and randomly allocated some of them to calmer foster mothers.2 These
offspring became much calmer than those who stayed with their biological mothers.

However, we cannot do such experiments on humans. So we have to rely on data
thrown up by people’s actual experiences of life. Fortunately, there are now a number
of longitudinal studies, which follow the same person from the cradle into adult life,
and most of our understanding of the impact of families and schooling comes from
these surveys. In each of them, the wellbeing of the children is measured initially by
questions to their parents and teachers and then (after about 10) to the children
themselves as well. Here are some key findings.

Every child needs unconditional love. The basic need is for a secure emotional tie
to at least one specific person. This experience of ‘attachment’ is the basis for an
inner security that can last throughout life.3 Sixty years ago, the importance of
attachment was identified by John Bowlby;4 and his idea has stood the test of time
quite well. In meta-analyses, early attachment is correlated with later social

1 Anisman et al. (1998). 2 Suomi (1997). 3 Groh et al. (2014). 4 Bowlby (1969).
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competence (r ¼ .18), pro-social behaviour (r ¼ .15) and inner wellbeing (r ¼ .08),5

and these correlations are undoubtedly underestimates because attachment is so
difficult to measure precisely.

A striking illustration of the importance of caring relationships comes from a tragic
‘natural experiment’. After the end of Communism, some Romanian orphans were
randomly assigned to foster-care in Western families; the unlucky ones remained in the
orphanage. On average, the children were 21 months old when they were assigned one
way or the other, and they were assessed again at 4 ½ years of age. If they had been
assigned for foster-care, the children’s mental and cognitive wellbeing at 4 ½ was over
one half of a standard deviation higher than if they had stayed in the orphanage.6 And
the younger the age at which the fostering began the better the outcome.

So the love of caregivers is essential. But so too is firmness – the ability to set
boundaries. If combined with warmth, this is known as ‘authoritative’ parenting, and it
is the most widely recommended approach. In this approach, compliance with rules
does not come from fear, but children learn to internalise the parent’s response and
thereafter act to please their own ‘better selves’.7

Abusive parents can change their children for life, and abuse includes psycho-
logical neglect as well as sexual or physical abuse. Though most abused children
develop normally, a minority experience long-lasting damage. On average, there are
marked brain differences between people who have and who have not been maltreated
as children.8 Maltreatment also affects behaviour,9 but the long-term effects on
internal wellbeing are even stronger.10

So for a child the relationship to her parents is crucial. But so is the relationship
between the parents themselves. At present, 50% of 16-year-olds are in separated
families in the United States, and in Britain it is over 40%. How much does this
matter?

The literature on child development is large.11 However, most of the main findings
can be illustrated from within one study, which makes the findings on different
influences easier to compare. This is the famous ALSPAC survey of all the children
born in or around Bristol, England in 1991/2. Table 9.1 shows how their parents
affected the wellbeing of their children – and also their behaviour and their academic
performance (all measured at age 16).

As the table shows, family conflict is bad for all three of these outcomes. And,
incidentally, for any given level of family conflict, a break-up of the family causes no
additional damage, except to academic performance. But ongoing conflict between the
parents after they break up increases the risk that the children will become depressed
or aggressive. By contrast, seeing more of the absent parent reduces that risk.12

5 Fearon and Roisman (2017). 6 Nelson et al. (2007). 7 Layard and Dunn (2009).
8 Lim et al. (2014). 9 Caspi et al. (2002).

10 Danese and Widom (2020), based on a sample of abusive parents taken to court in the Mid-West USA
1967–71, matched to otherwise similar non-abusive parents. Their children were followed up, on average
at age 29.

11 Goodman and Scott (2012).
12 Pleck and Masciadrelli (2004). On the effects of separation, see Amato and Keith (1991).
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Closely related to family conflict is the mental health of the parents. In the Bristol
study, the single most important family variable predicting a child’s wellbeing at
16 was the mental health of the mother.13 The father’s mental health also mattered but
less so – probably because the mother is still, generally, the primary care giver. Clearly
poor mental health can lead to family conflict, and vice-versa, but what emerges
clearly is that both matter, holding the other constant.

There are three other causal factors that are much discussed. The first is family
income. This is much less important for child wellbeing than it is for exam perform-
ance. The Bristol study showed that a 10% rise in family income would increase a
child’s wellbeing by only 0.007 standard deviations. Similar findings emerge from
other studies.14 A second important influence is parental involvement in the life of
the child. This is important in early life, but in the Bristol study it had few lasting
effects. And the third issue is whether the mother works and for how long. In the
majority of studies, this has no negative effect on child wellbeing, once the positive
effect of the mother’s earnings is taken into account.15

Table 9.1 How child outcomes at age 16 are affected by family and schooling – partial correlation coefficients (β)

Wellbeing at 16 Behaviour at 16 Academic score at 16

Conflict between parents �0.04 �0.14 �0.02
Mother’s mental health 0.16 0.17 0.03
Father’s mental health 0.04 – –

Family income (log) 0.07 0.08 0.14
Mother’s involvement with child 0.04 0.05 0.02
Mother worked (% of 1st year) – – �0.02
Mother worked (% of other years) – �0.05 0.04
Father unemployed (% of years) – – �0.03
Parents’ education (years) – 0.04 0.17
Mother’s aggression to child �0.03 �0.12 –

All parental variables 0.27 0.31 0.35

Source: A.E. Clark et al. (2018) Table 16.4 ALSPAC data; for questionnaires, see online Annex 9.1
Note: Wellbeing is the average of mother’s and child’s replies to the Short Mood and Feelings Questionnaire.
Behaviour is mother’s replies to Strength and Difficulties Questionnaire. Academic score is the General
Certificate of Secondary Education (GCSE). Control variables include gender, ethnicity and the name of the
primary and secondary school. For questionnaires see Annex 9.1.

13 A. E. Clark et al. (2018).
14 Duncan and Brooks-Gunn (1999). For the United States, see Yeung et al. (2002); and Mistry et al.

(2002). For the UK, see Washbrook et al. (2014). In addition, using the national survey of the Mental
Health of Children and Young People in Britain, 2004, Ford et al. (2004, 2007), showed that, cet. par.,
family income had no effect on child mental health either in a cross-section of children or in explaining
their changes in mental health over time.

15 For example, A. E. Clark et al. (2018) pp. 162–163 and references therein.

141Family, Schooling and Social Media

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


As the last row of Table 9.1 shows, the overall effect of all the observed parental
characteristics upon the wellbeing of the child is a β-coefficient equal to 0.27.16 It is
time to compare this with the contribution of schooling.

The Effect of Schools

The Bristol study covered all the children who were born in that area over a 2-year
period. As a result, each school in the area taught many children who were in the
study. This enables us to see how much difference it made which school a child went
to. The results showed that it made a very great difference – the schools really did
affect the wellbeing of the children, as well as their behaviour and their
exam performance.

The study estimated the following equation for wellbeing (W), as well as similar
equations for behaviour and academic score:

Wi ¼
X

s
asDsi þ

X
bjXij þ c Wi lagged: (1)

Here Wi is the wellbeing of the ith child, and the Xijs are the characteristics of the
parents. There is also a 1/0 dummy variable Ds for each school (which takes the value
1 when the school is the one the individual attended and otherwise zero). So the
coefficient as tells us what difference it made that a pupil went to school s.17

We can now ask: How far did these different effects of the different schools
contribute to the overall spread of wellbeing in the child population? The answer
can be found by looking at the standard deviation of the as coefficients (weighted by
pupil numbers) relative to the standard deviation of W. The answers are in Table 9.2.
In the first row, the table examines how much difference secondary schools make to
children at age 16, holding constant not only all the measured family variables but also
the child’s measurement on the same outcome when she entered the school at age 11.
The second row does the same for primary schools, showing their effects at age
11 holding constant the measurement of the same outcome at age 8. And the third row
shows their effects at age 8 holding constant the measurement of the same outcome at
age 7. As Table 9.2 shows, schools make a remarkably huge difference to the well-
being of their pupils – almost as much a difference as they make to their academic
performance. And, looking back at Table 9.1, schools are making as much difference
to child wellbeing as parents do (in so far as we can measure parents’ characteristics).

For primary schools, we can go a lot further and isolate the effect of individual
teachers. This is possible because each child has only one main teacher in any one
year. So we use the same methodology as shown in equation (1), but we replace
individual schools by individual teachers. Table 9.3 shows the average results for the

16 0.27 is got by first estimating equation (1) below and then estimating Wi=σw ¼ γ0 þ γ1 Zi=σZð Þ þ etc,
where Zi ¼

P
bjXij. The resulting estimate of γ1 is 0.27.

17 The lagged wellbeing is the wellbeing the pupil had when entering the school (or class).
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children aged 11 and aged 8 (averaged). Strikingly, the teachers have a more differen-
tial effect on the wellbeing of their children than they have on their maths score. It is
also possible to follow the long-term effects that primary school teachers have on their
pupils right into their 20s. It turns out that a teacher who is good at raising children’s
wellbeing also makes her children nearly 4 percentage points more likely to go to
university.18 And a good teacher reduces their likelihood of becoming depressed, anti-
social or alcoholic in their early twenties.This type of analysis shows clearly that
schools and teachers make a big difference to the wellbeing of their children. But
exactly how do they make that difference? This is a much more difficult question to
answer. Some negative findings are fairly well established:

� Smaller class sizes have no well-established advantages, in terms of their impact on
wellbeing (or on intellectual development).19

� Larger schools have no well-established advantages in terms of wellbeing.

But we have little naturalistic evidence on what things do make a difference. There is,
however, one way to discover: by experiment. There have been many outstanding
experiments that tell us a lot about how we can produce happier children.

Table 9.2 Standard deviation of school dummy coefficients for different standardised outcomes

Wellbeing Behaviour Academic performance

Secondary school Age 16 0.26 0.21 0.29
Primary schools Age 11 0.24 0.19 0.27

Age 8 0.19 0.20 0.30

Source: A. E. Clark et al. (2018) Tables 14.1 and 14.3, ALSPAC data
Note: Academic performance was measured at 16 by GCSE score; at 11 by KS2 Maths, English
and Science; and at other ages by local data on Maths, Reading and Writing.

Table 9.3 Standard deviation of primary school teacher impacts on different standardized outcomes
over the year

Ages Wellbeing Behaviour Maths score

11 and 8 (pooled) 0.22 0.09 0.14

Source: A. E. Clark et al. (2018) Table 14.5, ALSPAC data; note: Wellbeing and Behaviour
based on parents’ reports

18 This is the effect of 1 standard deviation in the skill of raising children’s wellbeing at age 11. See Fleche
et al. (2021).

19 See A. E. Clark et al. (2018) chapter 14. On wellbeing, see also Jakobsson et al. (2013) but also Dee and
West (2011); Fredriksson et al. (2013). On test scores, see also Hanushek (1999) and Hoxby (2000) but
also Angrist and Levy (1999) and Krueger (2003).
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Can we teach happiness?

In the earliest (and most famous) experiments, the wellbeing of the children was not
measured as such, but many other important outcomes were. Most of these early
experiments were conducted with young pre-school children (though there is no
convincing evidence that early intervention is more cost-effective than later interven-
tion).20 Two well-known pre-school interventions are the Perry Pre-School project
and the Abecedarian Project.21 Perry Pre-School was a randomised trial on high-risk
African-American children aged three and four. They spent two years in school for
half the day, and their mothers were also visited at home each week. The children in
the programme behaved better in subsequent life and were half as likely to be arrested
than those in the control group. They also studied better, and a calculation of the
project’s real rate of return to society was 7–10% per annum – better than the real
return on equities.22 The Abecedarian Project provided all-day play-based care for
deprived children from birth to the age of 5. By age 21, the treatment group were less
criminal and also earned more than the control group.23

A less expensive project for children of school age was the Good Behaviour
Game, played in schools in a deprived area of Baltimore. In the treatment group, each
first-year primary class is divided into three teams, and each team is scored according
to the number of times a member of the team breaks a rule. If the team has fewer than
five infringements, a reward goes to all members of the team. Children who played (or
did not play) the game were followed up to ages 19–21, and those in the treatment
group used fewer drugs, less alcohol and less tobacco, and fewer had anti-social
personality disorder.24

However, one should be careful about generalising from individual experiments,
since once in a while an intervention will, by chance, appear effective even if it is
really not so. To see what can be achieved we really need a meta-analysis that
summarises the results of a large number of experiments on children of school age.

CASEL (the Collaboration for Academic, Social and Emotional Learning) has
provided just such a meta-analysis (see Table 9.4). It has analysed 200 programmes
aimed at the whole range of children in a school and covering the basic topics in social
and emotional learning (SEL), namely

� understanding and managing your own emotions and
� understanding and responding well to other people.

20 The case for earlier intervention has been argued most carefully for cognitive outcomes, rather than for
wellbeing (see, for example, the work of James Heckmann). But brain research stresses the plasticity of
the brain right into early adulthood (Dahl et al. [2020]) and in 1 training exercise people aged 16–30
learned better than those aged 11–16 (Blakemore [2018] pp. 92–94).

21 The UK’s Sure Start Programme, begun in 1999, had much less structured ways of working than most
interventions. There was also no randomised evaluation. However, comparing Sure Start with similarly
deprived non-Sure Start areas suggested that Sure Start significantly improved 5 out of 14 outcomes at
age 3 (Melhuish et al. [2008]). By age 7, rather fewer significant effects were observed (DfE [2012]).

22 Parks (2000); and Heckman et al. (2010). 23 Wilson (2011) p. 215.
24 Kellam et al. (2011); and Ialongo et al. (1999).
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The overall findings were encouraging and some key lessons emerge.

� Programmes that improve wellbeing also improve academic performance.
These objectives do not conflict with each other. This is a vital and quite general
point.25

� Most programmes improve wellbeing more for the children whose wellbeing was
initially low. But this does not argue for targeting because the programme works
partly through changing the overall ethos of the class, and it is also important to
avoid stigma.

� Programmes work better if they are ‘manualised’ (i.e., use detailed manuals and
related materials for each lesson) and if the teachers using them have been trained in
how to use them.26

� Programmes are more likely to succeed if they focus on what is worth doing,
rather than on what not to do. Most programmes fail if they are focused exclusively
on the dangers of sex, drugs, alcohol, tobacco, gambling or crime.27 In general,
children and adolescents respond better to the prospect of a positive reward rather
than the threat of a negative outcome.28

� The effects of most programmes fade over time. This is largely because they are
too short – typically less than 20 hours in total.

The conclusion is therefore that, if we want to improve the wellbeing of our children,
we need a more ambitious approach.29 This could include the following:

� The school makes wellbeing an explicit goal of the school and measures the
wellbeing of pupils each year to see how they are improving or falling behind.
Good tests exist.30 In the Dutch secondary schools, this is required to be done by

Table 9.4 Effects of programmes of social and emotional learning (SEL)

Average gain (in standard
deviations) (Number of programmes)

Effect of programme on
Emotional wellbeing 0.23 (106)
Behaviour 0.23 (112)
Academic performance 0.28 (35)

Source: Durlak et al. (2011)

25 See also Frederickson and Brannigan (2005); Adler (2016); Fleche (2017); Hanh and Weare (2017).
26 Humphrey et al. (2010) gives this as 1 reason why Britain’s secondary school Social and Economic

Aspects of Learning (SEAL) programme failed. (There is however good evidence within the group of
schools doing SEAL that good implementation produced better results, Banerjee et al. [2014]). As
regards primary SEAL, there has been no controlled experiment involving children’s outcomes – but see
Hallam et al. (2006); and Gross (2010).

27 Layard and Clark (2014) p. 228 28 Blakemore (2018) p. 155.
29 See Education Endowment Foundation, Moore et al. (2019).
30 See, for example, annex 6.2 of Layard and Ward (2020), available online at: http://cep.lse.ac.uk/CWBH/

annexesCWBH.pdf. For wellbeing (as for academic achievement), the school should be looking at its
‘value-added’ – compared with a national reference norm. Some organisation from outside a school
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law and the government provides the logistics for the measurement and also
processes the results.31 In Southern Australia, the system is similar, but
participation by the school is voluntary.32

� This goal of wellbeing is reflected in all aspects of school life including how
teachers, parents and pupils behave to each other.33

� There is specific weekly teaching of life-skills. This does not depend on inspired
teachers. It is normallymanualised. The race is therefore on to produce a curriculum that
can cover the whole age-range in schools. One major trial was recently completed in
Britain of a 4-year curriculum for ages 11–15 called Healthy Minds, which raised life
satisfaction at 15 by 0.25 standard deviations (or 10 percentile points) – see Box 9.1.

Box 9.1 The Healthy Minds Experiment34

This provided the curriculum for a weekly lesson over four years, with detailed
materials for the teacher and pupils for each lesson and professional training for
teachers. The topics covered were emotional resilience, self-management, relation-
ships with others (including sex), healthy living, managing social media, handling
mental illness, becoming a parent and the practice of mindfulness. Teachers
received 19 days of training over the 4 years for the experiment.

Thirty-four schools were involved, randomly divided into Groups A and Group
B. Group A schools taught the curriculum to the cohort of children aged 11 in 2013
andmeasured their wellbeing at age 11, at age 13 and at age 16. GroupB schools did the
same for the cohort of children aged 11 in 2014; but they alsomeasured thewellbeing of
the cohort of children aged 11 in 2013. Thus the older groupB cohort acted as the control
group both for theGroupA cohort and the later GroupB cohort. The overall effect of the
coursewas estimated by the following equation (analogous to equation (9) inChapter 7):

Wist ¼ a0 þ a1Tist þ vt þ f i þ us þ eist

where Wist is the wellbeing of student i in school s in year t and Tist means ‘Have
completed the course’.

The findings showed that at the end of the final year ‘global health’ (the primary
outcome designated before the trial) was raised by 0.25 standard deviations, and
life satisfaction by a similar amount.

The teacher training and teaching materials are available through Bounce
Forward, https://bounceforward.com/healthy-minds-research-project/.

should organise the measurement (typically online). In addition, the scope for gaming will be reduced if
secondary schools judge themselves by how they augment pupils’ wellbeing beyond the level already
measured by some other body, that is, at primary school.

31 See www.onderwijsinspectie.nl/onderwerpen/sociale-veiligheid/toezicht-op-naleving-zorgplicht-sociale-
veiligheid-op-school.

32 The Government of South Australia runs the online administration of the questionnaire and tabulation of the
results. No individual is identified but schools and classrooms are provided with benchmark data for
comparison. Further information, see www.education.sa.gov.au/wellbeing-and-engagement-census/about-
census.

33 Weare (2000). 34 See Lordan and McGuire (2019).
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Bullying and school discipline

We can end this review of schooling with two specific topics: bullying, and school
discipline. Being bullied is a major problem for many children. Bullying means
repeated aggressive behaviour by a child or a group of children against a victim
who cannot easily defend him/herself. Bullying can mean physical violence (pushing
or hitting), name-calling and taunting, rumour spreading, public exclusion or obscene
gestures. It can also be done online (cyber-bullying). On average across OECD
countries 23% of 15-year-olds report being bullied at least a few times a month.35

The correlation between life satisfaction and being bullied is substantially negative
(r ¼ 0.26).36 There is also clear evidence that children who are bullied experience
subsequent falls in mental health.37 The more extreme the victimisation, the more
extreme the deterioration. And many of these effects persist into adulthood.38

Most schools have a policy about bullying. But perhaps the most successful has
been the KiVa programme, which is now virtually universal in Finland.39 The basic
idea is to train pupils how to behave when they see someone being bullied: they are
trained to support the person being bullied, not the bully. When this approach was first
trialled, it reduced the rate of bullying (reported by victims) by 30%. In the national
roll-out the effect was around 15%.

In almost every country, school discipline is a problem, at least in some class-
rooms. In a British survey of 11- and 14-year-olds in large cities, 29% said that every
day other pupils disrupt their lessons.40 Teachers’ reports corroborate this. Yet the
skill of keeping order can be trained. For example, the Incredible Years course for
teachers takes 3–5 days in college with occasional follow-up. Teachers are taught how
to (1) keep calm, (2) give as much praise as possible and (3) give small immediate
punishments. In a large trial, the programme improved children’s mental health in the
first year (especially that of the least happy children) but in the following years the
effect had disappeared.41

Social Media

Another huge influence on young people’s lives (and those of adults) is social media.
Clearly, this brings huge possibilities for disseminating information and reducing
isolation. But social media also has one major disadvantage: it exacerbates the

35 OECD (2017) p. 136.
36 Przybylski and Bowes (2017). There is also a strong correlation between bullying and being bullied

(Veldkamp et al. [2019]).
37 Moore et al. (2017) shows clear evidence of causality. 38 Wolke et al. (2013).
39 Salmivalli and Poskiparta (2012); and Menesini and Salmivalli (2017).
40 Wilson et al. (2007). In a national survey, ‘Understanding Society’, children aged 10–15 were asked how

often other children misbehaved in class. Some 27% said ‘in most classes’ and 47% said ‘in over half of
all classes’ (Knies [2012] appendix 1). This significantly reduced their life satisfaction (Knies [2012]
appendix 2).

41 Ford et al. (2019).
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problem of social comparisons. People put the best of their life on social media, and
others feel inferior or left out. It is notable that at the same time as social media has
soared, adolescent depression has too (compare the changes since 2010 in Figures 9.1
and 9.2). And so has the number of people who say ‘I often feel left out of things’ or
‘A lot of times I feel lonely’.42

However, correlation does not prove causality. Experiments are the clearest method
of establishing causality. There have been about a dozen controlled experiments
where participants abstain from using Facebook. The majority of these show positive
effects of abstention on subjective wellbeing.43 In the most elaborate of them, a
sample of US citizens were asked how much they would have to be paid to stop
using Facebook for a month.44 The researchers then selected those 1,700 or so with
the lowest values and randomly assigned them to the treatment group (paid $102) and
the control group. The treatment group did not use Facebook for a month. In conse-
quence, the subjective wellbeing of the treatment group was higher during the month
by 0.12 points (out of 7) than it would otherwise have been. Three months after the

Figure 9.1 Percentage of 18-year-olds spending 10 or more hours per week on the internet and
percentage undertaking 4 face-to-face social activities in a week (United States)
Source: Twenge (2017)

42 Twenge (2017) pp. 96–99.
43 Allcott et al. (2020) conducted the experiment about to be described. They also list in an appendix all the

randomised experiments done so far – on college students and on older people. See especially Deters and
Mehl (2013); Tromholt (2016); and Shakya and Christakis (2017). By contrast, simple studies of the
effects of time online show no clear effect on wellbeing (Orben [2020]).

44 Allcott et al. (2020).
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end of the experiment the treatment group were using Facebook 22% less than the
control group – a partial vote of no confidence.

However, clearly Facebook has positive uses as well as negative. In some discussions, a
distinction is made between active use (posting things on to Facebook), which is con-
sidered positive for the actor, and passive use (just reading other people’s posts), which is
considered negative – because it often induces unfavourable comparisons of oneself with
others and sometimes involves cyberbullying.45 Passive use takes up 3/4 of the time so the
combined effect of active and passive is negative. But people will always use social media
and the central issue is how to promote the positive use while reducing the negative.

Family Conflict

Sometime after adolescence, most people start forming families of their own. As we
have seen, having a partner is on average very beneficial to one’s wellbeing. In the
British Household Panel Survey, people with partners are on average happier than
others by a large amount (other things equal). Compared with people without a
partner, they are on average happier by 0.6 points (out of 10). Similar results are
found in other countries though they are reduced by about 0.2 points in fixed-effects
regressions.46

Figure 9.2 Percentage of 13–18-year-olds experiencing various negative thoughts in last
12 months (United States)
Source: Twenge (2017)

45 Verduyn et al. (2017). See also Birkjær and Kaats (2019). 46 A. E. Clark et al. (2018).
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We have already seen how family conflict and separation can damage children. But
it can also be terrible for the adults. Roughly 12% of all partnered men and women in
the United States engage in physical aggression, with more violence usually coming
from the men.47 There can also be psychological violence – denigration, dominance or
extreme withdrawal.

These behaviours often reflect chauvinistic attitudes, which society needs to change,
and the law needs to be enforced. But there are also services that can help to stop conflict
developing in the first place. A keymoment is when the first child is born. From that point
couples become, on average, less satisfied with their relationship. But this can be averted
if both parents take ante-natal classes that cover not just the physical and emotional care of
children but also the sustaining of love between the parents.48 There are many courses of
this kind. One of the most successful is Family Foundations, which involves eight group
meetings with the parents. Compared with a control group, parents who take the course
were less stressed and more cooperative by 6 percentile points.49

But even with these courses, many couples will still fight. They need help and, as
Chapter 10 shows, there are good treatments that can be provided.

Conclusions

� The way our parents behave affects our wellbeing.50 Warm love and firm
boundaries are good for wellbeing. However, many children survive severe abuse
without major changes. The mental health of parents (and especially mothers) is
important for the wellbeing of their children.

� Schools have more effect on children’s wellbeing than is usually appreciated, and
so do individual teachers.

� If they wish to improve child wellbeing, schools will make that a major goal of the
school and will measure it regularly.

� Life skills will also be taught at least weekly using evidence-based materials.
� In adulthood, family life is on average beneficial to wellbeing. But the quality of

relationships often deteriorates after the birth of the first child. This problem can be
reduced if both parents take ante-natal classes covering not just childcare but the
impact of the child on their relationship.

� If, despite this, the mental health of the children or their parents deteriorates, it is
vital that professional mental health support is available.

So let us turn now to the issue of health – of mind and of body.

47 Epstein et al. (2015).
48 Layard and Ward (2020) pp. 168–170. See WHO (2009) for useful community and school-

based interventions.
49 Feinberg et al. (2010).
50 Low estimated effects of ‘shared environment’ can be because parents treat different children differently

(even if they are identical twins).
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Questions for discussion

(1) How big is the true influence of parents on children’s wellbeing at age 16,
compared with the effect of school experience? Given the scale of measurement
error is it possible to answer this question?

(2) Can life-skills be taught effectively in schools?
(3) Is social media making children happier or less happy? Is it improving the quality

of communication or reducing it?
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10 Health and Healthcare

The vast majority of people in the world (92%) view mental health as being equally
important to overall wellbeing as physical health is, if not more so.

Wellcome Global Monitor1

We all get sick at one time or another in our lives. All of us get physically sick, and at
some point at least a third of us experience diagnosable mental illness.2 Both types of
illness cause us pain, disrupt our lives and can shorten them. As we mentioned in
Chapter 5, both mental and physical pain are experienced in the same brain areas (the
anterior cingulate cortex and the anterior insula). And mental illness can cause
physical illness and vice versa.

Yet the healthcare system responds quite differently when our illness is mental
rather than physical. If we are sick in body, we normally get treated. If we are sick in
mind, we most commonly do not – even in the richest countries. This is a major cause
of unnecessary suffering.

So in this chapter we shall begin with mental illness and consider:

� how prevalent it is,
� why we should take it more seriously and
� what cost-effective treatments exist and how they can be deployed.

Then, after looking at physical pain, we consider the length of life. The remarkable
increase in this shows the power of medical science to improve the human lot.

How Much Mental Illness?

There is a difference between low wellbeing and diagnosed mental illness. Low
wellbeing can be due either to current external circumstances (poverty, unemploy-
ment, recent bereavement and so on) or it can be due to something more internal,
something that is partly or wholly psychological in origin.3 Of course, nearly everyone

1 The Role of Science in Mental Health
2 For the United States, Kessler et al. (2005a) Table 2 estimate 46%.
3 This could of course be due to previous experience. It could also be psycho-physical in origin.
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has some psychological hang-up or other. But to be defined as mental illness, the
problem has to be severe enough to cause major distress and impaired ability to
function.4

So to know the scale of the problem there has to be first a clear diagnostic definition
and then a survey to see how many people it applies to. There are two main systems
for diagnosing mental illness. One is the US Diagnostic and Statistical Manual
(DSM5) and the other, broadly similar, is the WHO’s International Classification of
Disease (ICD-11). Diagnosis is vital to ensure that people get the treatment that is
most effective for their problem.

But to know the scale of the problem, we cannot rely on people coming for
treatment. We have to have a household survey, ask people the diagnostic questions
and then apply DSM or ICD to determine whether they count as mentally ill – in
England, for example, there is a regular official survey of this kind.5

The most common mental disorders are either depression or they are anxiety
disorders (like Post-Traumatic Stress Disorder (PTSD), Obsessive-Compulsive
Disorder (OCD), panic attacks, phobias and generalised anxiety). In England, 17%
of all adults are suffering from at least one of these so-called common mental
disorders – with depression and anxiety disorders being equally common. In addition,
0.7% of people are suffering from the more serious ‘psychotic’ mental illnesses like
schizophrenia. There are also other serious mental health problems like bipolar
disorder, addiction and Attention Deficit Hyperactivity Disorder (ADHD), but these
to a large extent overlap with the other disorders we have already described. Thus, in
broad terms, some 20% of the adult British population suffer from diagnosable mental
illness (excluding dementia). The same is true in the United States.6 And in poorer
countries, rates of mental illness are similar to those in richer ones.7

These are the numbers of people who are ill at a moment in time. But many more
people experience mental illness at some point in their lives – at least a third of us do
so. Much mental illness begins in childhood. At any one time at least 10% of
children aged 5–16 have a diagnosable mental health problem – mainly anxiety
disorders or conduct disorder (both of which can begin quite early in life).8

Depression does not generally begin till the teens, and schizophrenia begins in the
late teens or later. By the early 20s, rates of mental illness are higher than at any
other age, and then they decline steadily as people age. The majority of people who
experience mental health problems in childhood also experience them as adults,
unless the problems are tackled early.9

4 Similarly, for much physical illness, diagnosis requires cut-offs, e.g., ‘high’ blood pressure is defined as
the level that causes an unacceptable risk of heart attack or stroke.

5 For the latest survey of adults in England (in 2014), see McManus et al. (2016). For the United States, see
2019 National Survey of Drug Use and Health run by SAMSHA.

6 The US figure is 20.6% – see 2019 National Survey of Drug Use and Health run by SAMSHA,
Table 8.7B.

7 Ayuso-Mateos (2010); and WHO (2017). 8 On England, see Sadler et al. (2018).
9 Kim-Cohen et al. (2003); and Kessler et al. (2005b).
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There is some evidence that mental health problems have become increasingly
common, especially among young women (adolescents and young adults).10 But
mental illness has always been a serious issue.

There are at least four reasons why mental health should be taken more seriously
than it often is:

� its impact on wellbeing
� its impact on physical health
� its impact on the economy
� the existence of cost-effective treatments.

The Effects of Mental Illness

On wellbeing and suicide

As we saw in Chapter 8, diagnosed depression or anxiety disorder is one of the biggest
factors explaining the dispersion of happiness in advanced countries – and the biggest
single cause of misery. Mental illness also has huge implications for other members of
society, especially the person’s family.11

It is a major factor in most suicides. Some 1.3% of all deaths in the world are from
suicide12 – and so are roughly 1% of deaths in the advanced world (see Figure 10.1).
And about 90% of people who kill themselves are mentally ill when they do it.13

Though a half of those who kill themselves are also physically ill, it is generally the
mental pain that drives them to suicide: suicide is rare among physically ill people
who are not also mentally ill.14 Successful suicide is more common among men than
women, but attempted suicide is the other way around. Almost every suicide is a
tragedy – a life lost and a terrible blow to family and friends. And so are the other
‘deaths from despair’ that are now so common in the United States – the deaths from
drug overdose or alcoholic liver disease.15 There are many resources available to
people in despair which they are encouraged to contact.

On physical illness

Mental stress and illness can also shorten life in other ways than suicide. Mental
illness makes you more likely to contract all the main physical diseases.16 And people

10 For English data, see McManus et al. (2016); and Sadler et al. (2018).
11 See A. E. Clark et al. (2018) Table 6.4.
12 World Health Organization (2014). https://apps.who.int/iris/bitstream/handle/10665/131056/

9789241564779_eng.pdf.
13 Barlow and Durand (2009) p. 251; Blumenthal (1988); Barraclough et al. (1974). Sixty per cent of them

have depression.
14 Williams (2001) p. 36. 15 Case and Deaton (2020).
16 Patten et al. (2008) Table 1. Mentally ill people were also more likely to die. (But the authors warn

against possible bias, since positive findings are more likely to get published.) On stroke, see also Pan
et al. (2011) Figure 3. On cancer, see also Chida et al. (2008).
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who are already physically ill are more likely to get worse, if they are also mentally
ill.17 Why is this? There are some obvious channels. Mentally ill people are more
likely to smoke and drink, take drugs, overeat and under-exercise. But a huge effect
still remains on top of these factors. And the reason for this is that chronic stress
changes the body in so many ways, as we saw in Chapter 5.

On the economy

Mental illness also imposes significant economic costs. This is because mental illness
is mainly a disease of working age, while physical illness mainly occurs in old age.
Figure 10.2 shows the percentage reduction in the average quality of life at each age
due to mental and physical illness in advanced countries. As the figure shows, among
people under 60, one half of all morbidity is due to mental illness.

These facts have huge economic implications.18 First, disability. In OECD coun-
tries, nearly half of all the disabled people who are not working are suffering from
mental rather than physical illness. Second, absenteeism. Among people who do have
jobs, between a third and a half of all days off sick are due to mental illness. Third,
‘presenteeism’. Even if they turn up at work, many mentally ill people are not fully
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Figure 10.1 Suicide as a percentage of all deaths
Source: Global Burden of Disease Collaborative Network; Global Burden of Disease Study
Results (2019); Seattle, United States: Institute for Health Metrics and Evaluation (IHME),
http://ghdx.healthdata.org/gbd-results-tool

17 Satin et al. (2009). See also meta-analyses by Nicholson et al. (2006) for depression and by Roest et al.
(2010) for anxiety. For hospital consultations by patients with asthma, see Ahmedani et al. (2013).

18 On what follows see Layard and Clark (2014) pp. 72, 73, and 86.
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‘there’, and this is estimated to cost their employers at least as much as absenteeism.
So the economic loss due to mental illness is, according to the OECD, at least 4% of
GDP, of which one half is borne by the taxpayer. It follows that, if we treat more
mental illness and more people return to work, we can save much money both for
taxpayers, businesses and the workers themselves.

The Treatment of Mental Illness

But can we really treat these conditions and help people to recover? The answer is Yes.
We now have appropriate treatments for every type of mental health condition, based on
the evidence of thousands of randomised controlled trials. The recommended treatments
can be found in theCochrane Reviews or in the official guidance produced by England’s
National Institute for Health and Care Excellence, otherwise known as NICE.19

Recommended treatments include drugs (for some conditions) and psychological
therapy (for all conditions). Drugs are recommended for

� schizophrenia (e.g., chlorpromazine)
� bipolar disorder (e.g., lithium)
� severe depression (e.g., Prozac)
� some anxiety disorders (e.g., a benzodiazepine)
� alcoholism (a benzodiazepine to facilitate withdrawal, and naltrexone to reduce

craving)

Figure 10.2 Rate of morbidity in different age groups
Source: A. E. Clark et al. (2018) Figure 6.2; based on WHO (2008); Analysis by Michael
Parsonage

19 See Layard and Clark (2014), chapters 10 and 13.
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� heroin addiction (e.g., methadone replacement therapy and naltrexone)
� ADHD (Ritalin).

But psychological therapy is also recommended to be offered for every condition,
Table 10.1 shows the most effective treatments for anxiety disorders and depression.
Mental health problems are at the root of many other problems in society – for
example, family conflict is often a mental health problem and effective psychological
treatments exist, such as Cognitive Behavioural Couple Therapy (CBCT).

Some people argue that it does not matter much which form of therapy is provided –
what matters is the skill and character of the therapist. But the evidence given in
support of this view is not based on randomised trials – it is based on cases selected by
therapists.20 By contrast, when a given therapy is given by a range of different therapists
with different characters but all using the same methods and trained to a high standard,
the success rates of different therapists are remarkably similar.21 What makes a large
difference is how well the therapists are trained and whether they use the right therapy
for each condition.22 If this is done, at least 50% of patients will recover from most
anxiety disorders or depression, after an average of some 10 sessions. For depression,
this is the same recovery rate as with drugs, but the relapse rate after psychological
therapy is one half that after drugs, unless the drugs continue to be taken.

Table 10.1 English government’s recommendations for the psychological treatment of depression,
anxiety and eating disorders

Condition Treatment

Depression: moderate to severe CBT or Interpersonal psychotherapy, each with antidepressants
Depression: mild to moderate CBT (individual or group)

Interpersonal psychotherapy
Behavioural activation
Behavioural couples therapy
Counselling for depression
Short-term psychodynamic therapy

Panic disorder CBT
Social anxiety disorder CBT or Short-term psychodynamic therapy
Generalised anxiety disorder CBT
Obsessive-compulsive disorder CBT
Post-traumatic stress disorder CBT, EMDR*
Bulimia CBT

Interpersonal psychotherapy
Anorexia In-patient weight-gain programme

CBT
Interpersonal psychotherapy
Cognitive analytic therapy

*EMDR= eye movement desensitisation reprocessing therapy (considered by many to be a form of CBT).
Source: NICE recommendations

20 See Layard and Clark (2014) pp. 125–126. 21 D. M. Clark et al. (2006). 22 D. M. Clark (2018).
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Economic benefits of treatment

So what are the economic costs and benefits of making psychological therapy more
widely available? The average cost of therapy per patient is around a half of the
average monthly wage in a country. To set against this, the benefits come from two
sources. The first is the effect of the therapy on peoples’ ability to work. The evidence
suggests that in a typical group of patients there are at least 4% who would not
otherwise have worked but who will now work for at least an extra 25 months.23 Thus,
for the average patient who is treated, the result will be an extra month of work (4%
times 25 months). Even if the patient earns only half the average national wage, this is
enough to repay the initial cost of the treatment – since, as we have seen, that was also
half the average monthly wage. So the overall economic balance is impressive (but the
balance for different groups in society, like taxpayers, will be different – depending on
how healthcare is financed).

There is also a second major economic benefit – the savings on physical health-
care. As we have already seen, mental health affects physical health. And it also
affects the amount of physical healthcare a person actually receives. On average,
people with given physical symptoms get 50% more physical healthcare if they are
also mentally ill.24 This applies equally to people with breathing problems, heart
problems and diabetes. So, if their mental health improves, there are huge savings on
their physical healthcare. In all these cases, psychological interventions have been
shown to pay for themselves, through the large savings in physical healthcare costs.25

The shortfall in mental healthcare

Since treatment produces such large economic savings, one might expect that most
people with mental health problems would receive treatment. This is of course what
happens when people are physically ill – most of them get treated, at least in rich
countries (over 90% of people with diabetes are in treatment). But most people with
mental illness are not treated. In England, only 40% of adults with clinical levels of
depression or anxiety disorder are in treatment,26 and in most advanced countries it is
less than this.27 In low- and middle-income countries the treatment gap is even
worse, with under 10% in treatment. The situation is worse for children: in England
only 30% of diagnosable children get specialist treatment,28 and in poor countries
hardly any do so.

Moreover, for adults, the main form of treatment is medication – drugs of one sort
or another. Few get evidence-based psychological therapy. For example, in England in

23 Proudfoot et al. (1997); Wells et al. (2000); Rollman et al. (2005); D. M. Clark et al. (2009); Fournier
et al. (2014); Toffolutti et al. (2019).

24 Katon (2003); Hutter et al. (2010); Naylor et al. (2012) p. 11.
25 Chiles et al. (1999); Chisholm et al. (2016); D. M. Clark (2018); Gruber et al. (2019).
26 McManus et al. (2016). 27 Chisholm et al. (2016).
28 Sadler et al. (2018) give a figure of 25% for 2016 but more up-to-date information suggests 30%. For the

United States, the Center for Disease Control report a figure of 20%.
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2014 only 12% of adults with depression or anxiety were receiving any. Yet psycho-
logical therapy is what the majority of them would prefer.29

Many celebrities, including sports stars and the British royal family have drawn
attention to the low rate of treatment for mental illness. So what accounts for it? There
are three main reasons. The first is stigma and the nature of the illness itself. People
are often ashamed of having mental health problems, and so are their family. They
frequently feel is it their fault. By contrast, most people feel that physical illness is
something that just happens to you. So, there is much more public pressure for better
cancer care than for better mental health care.

Second, most people do not realise what effective treatments we now have for most
mental health problems. This is a case of technological lag. This lag is also one reason
for the stigma – if you cannot be cured, many people will avoid you. But as people
come to realise that effective treatments exist, the stigma will be reduced.

And there is a third reason for under-treatment – the slothful response of healthcare
providers and insurers. Insurance companies often offer to pay for only 6 sessions of
treatment – like paying for half a surgical operation. There is a simple principle that
should apply to both mental and physical illness, which is ‘parity of esteem’. This
means that a person who is mentally ill should be as likely to receive state-of-the-art
treatment as someone who is physically ill.

Effective mental health services

How to achieve this ambition will depend on each country’s system of providing
healthcare. But in any system, there are four essential ingredients:

(1) clear decisions about which treatments are to be offered for which conditions,
(2) a system of training therapists to deliver these treatments,
(3) a network of services where the treatments are provided and
(4) monitoring of each patient’s progress in order to guide treatment and to know

what the service is achieving.

Good examples of such systems exist around the world. For example, in England, the
Improving Access to Psychological Therapies (IAPT) programme began in 2008.30

By 2021, it employed some 9,000 psychological therapists, mostly trained within the
system, and it treated over 640,000 people a year for depression or anxiety disorders.31

Over half of them recovered after an average of 7–8 sessions of treatment. Its system is
now being copied in at least six other countries.

Another model bases most of the treatment in primary care – closer to the family
doctor. A good example of this is Chile’s National Depression Detection and

29 See, for example, Chilvers et al. (2001); van Schaik et al. (2004); Deacon and Abramowitz (2005);
McHugh et al. (2013). In England, NICE guidelines say that psychological therapy should be offered for
all types of mental illness.

30 D. M. Clark (2018).
31 NHS Digital (2021). https://digital.nhs.uk/data-and-information/publications/statistical/psychological-

therapies-annual-reports-on-the-use-of-iapt-services/annual-report-2020-21.
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Treatment Program. Here treatment is organised by the family doctor and includes
medication as well as psychological therapy. In poorer countries, the most feasible
approach is to train general healthcare staff in the rudiments of diagnosing and treating
mental health problems.32 Trials show that such an approach can deliver good results,
and this is the approach pursued in six poorer countries belonging to the EMERALD
consortium.33

Clearly similar principles should apply to the treatment of children as of adults.
There are good evidence-based treatments for all the main conditions in childhood,
and it makes no sense if people with mental health problems have to wait until
adulthood to get their treatment. For example, social phobia generally starts in
childhood. But in the United States, half the people with it never get treated, and
those who do get treated have already lived with the problem for, on average, 25
years.34

Up to now, most psychological treatment has been delivered face to face. But this is
changing rapidly, due to the digital revolution and the experience of COVID-19. One
change is the use of online video platforms like Zoom to conduct one-on-one therapy.
This is often more convenient35 but it leaves the economics of the therapy unchanged.
A more revolutionary innovation is computerised treatment – supported by brief
telephone or Zoom contacts with a live therapist. For example, there is a face-to-face
treatment for social phobia with an 80% recovery rate. But it has also now been put
into an audio-visual form online (supported by much less time of telephone assistance
from a live therapist). The recovery rate is not significantly lower.36 As more and more
therapies are put online, the prospects for mentally ill people worldwide will be
transformed – especially if the programmes are free.

Physical Illness – Pain and Shortened Lives

Let us turn to physical illness. This reduces wellbeing by causing pain and restricting
activity. And it shortens life.

A quarter of the world’s population report (in the Gallup World Poll) that they
experienced a lot of physical pain yesterday.37 And the importance of pain is
illustrated in a pioneering US time-use study.38 A representative sample of
American adults were asked to reconstruct the previous day into episodes, and then
in each episode they were asked to say to what extent they experienced pain of any
kind, on a scale of 0–6 (0 not at all, 6 very strong). This made it possible to compile for
each person what percentage of time in the previous day they had spent in any sort of
pain (and separately what percentage they had spent in serious pain at levels 4–6).

32 Singla et al. (2017). 33 Semrau et al. (2015). 34 Wang et al. (2005) Figure 2.
35 In IAPT, the total number of sessions given by the programme was undiminished during the COVID-19

lockdown, as was patients’ recovery rate.
36 See also Andersson (2016). 37 Macchia and Oswald (2021). 38 Krueger and Stone (2008).
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As Table 10.2 shows, people with high life satisfaction spent less time in pain, and
vice versa. There is probably causation in both directions. But the table is important in
showing the strong connection between high life satisfaction and the absence of
pain.39

Physical health also affects how long you live. One of the greatest inequalities is the
inequality in the length of life. The standard deviation of the age of death in England is
now 14 years. But this compares with 29 years a century earlier. So the coefficient of
variation (SD/mean) of length of life is about 0.17, which compares with the coeffi-
cient of variation of life satisfaction which is about 0.27.

Health Policy-Making

Clearly, to judge a situation we need to take into account the length of people’s lives
as well as the quality of their life. And when we evaluate a policy (such as a healthcare
plan) we need to take into account both the length and quality of life. How?

This dilemma faces policy-makers on a daily basis. Suppose, for example, that a
healthcare provider has enough money to treat either

(A) 100 cancer patients with a drug that will extend their lives by 1 year at a
wellbeing level of 6 or

(B) 100 depressed patients with a therapy that will raise their wellbeing for 20 years
from an average of 6 to an average of 6.5.

Which should she do?
The wellbeing approach says that what matters is the total effect on wellbeing. As

we put it in Chapter 2 (and ignoring discounting), social welfare looking forward is

S ¼
X

i

X

t
Wit (1)

Table 10.2 The experience of pain: By people with different levels of life satisfaction (United States)

Satisfaction with life Average % of time in any pain Average % of time in extreme pain

Very satisfied 22 8
Satisfied 29 12
Not satisfied 41 24
Not at all satisfied 54 36

All 29 11

Under 20 21 7
Age 80–89 35 15

Source: Krueger and Stone (2008)
Note: Extreme pain is levels 4–6 (on a scale of 0–6).

39 Men and women experience similar levels of pain.
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and the test of a policy is the size of its impact on social welfare, given by

ΔS ¼
X

i

X

t
ΔWit: (2)

In our example, the impacts on social welfare from the two alternative policies are

A : 100 � 1 � 6 = 600
B : 100 � 20 � 0.5 = 1000.

The first policy produces 600 more Wellbeing-Years or WELLBYs. The second
produces 1,000 more. It is therefore more desirable.

A similar approach to this has been used by health planners in many countries for
many years. It is known as the ‘QALY’ approach. So the aim of the healthcare system
is to produce the largest number of ‘Quality-Adjusted Life-Years’ (QALYs). This is
very similar to the approach advocated in Chapter 2 where the aim of all public policy
is to produce the largest number of Wellbeing-Years. But QALYs are generally
limited to the so-called health-related quality of life.

The guidelines from England’s NICE then recommend treatments for which the
cost per QALY is less than about $40,000. In this analysis, the quality-of-life is
measured on a scale of 0–1, with 1 corresponding to normal healthy life, whereas in
our analysis, wellbeing is measured on a scale of 0–10, with 7.5 corresponding to a
normal healthy life. But the basic approach is the same: once a person is dead, their
score is 0. They contribute nothing to social welfare. The World Health Organisation
has a similar approach. They talk in terms of ‘Disability-Adjusted Life Years’
(DALYs), but that means almost the same as Quality-Adjusted Life Years.

But how, you might ask, do NICE or the WHO actually measure the quality of life
associated with each illness? WHO uses panels of doctors to determine the point
between 0 and 1 corresponding to each illness. NICE asks members of the public the
following ‘time trade-off’ question, ‘Suppose you faced 10 years of life with this
illness. How many years of healthy life would be of equal value to you as those
10 years of illness?’ If the answer is 8 years, the QALY value for that condition (on
the scale 0–1) is 0.8. Neither the WHO nor the NICE method is completely satisfying.
Wellbeing science can provide a more direct approach by just asking people with each
illness how satisfied they are with their lives.40 This research has yet to be done but in
this view health policy should ultimately be based on WELLBYs including impacts
on the family.

Finally, let’s return to the big picture of human progress. As we showed in
Chapter 6, there has been little progress in average wellbeing worldwide since
2006/8. But there have been huge advances in life expectancy – from 68.7 back then
to 72.4 in 2017/19. These gains in life expectancy have been particularly high in sub-
Saharan Africa (7 years), the former Soviet Union (5 years) and Asia (3 years). Much
of this is due to improved public health and physical healthcare.

40 Dolan and Kahneman (2008).
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Conclusions

� Mental and physical illness are intimately related. Both cause pain in the same area
of the brain and reduce our ability to function normally.

� Some 20% of the population would be diagnosed as having a mental illness. But in
most advanced countries under a third of them are in treatment (mostly medication).

� Though severe conditions require medication, evidence-based psychological
treatment is recommended for all conditions. With recovery rates of at least 50%,
these treatments are highly cost-effective, because they enable many more people to
work productively and they also reduce the demand for costly physical healthcare.

� Physical pain is an important determinant of life satisfaction. Physical health also
prolongs life.

� To evaluate any healthcare-intervention, its benefits should be measured in
WELLBYs. These need to be high enough relative to the cost.

Questions for discussion

(1) Does the concept of mental illness make sense? How does it differ from low mood
due to objective external circumstances?

(2) How important is the correct diagnosis of mental illness?
(3) Are online treatments likely to be of much use for mental illness or is the quality

of the therapist crucial?
(4) Why is so much mental illness untreated?
(5) In this chapter, is it claimed that in a group of depressed or anxious people treated

with psychological therapy, there will be 4% who would not otherwise work who
will now work for at least an extra 25 months – or equivalently there will be an
average increase in work of 1 month per person treated. Does the evidence cited in
note 23 convince you of that?

(6) Do you agree with the WELLBY measure of social welfare as a good basis for
policy evaluation?

(7) How important is it to keep people alive at very high cost if this will only provide
a very low quality of life? Should it be legal to assist a terminally ill person in pain
to end their own life?
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11 Unemployment

The insupportable labour of doing nothing.
Sir Richard Steele

Introduction

In the next two chapters, we turn to the issue of work: do people have it and do they
like it? Unemployment is another major cause of low wellbeing (see Chapter 8). It
damages the individual and it often damages their family. And a high unemployment
rate causes anxiety throughout the population. It also reduces the aggregate income of
the community. So in this chapter, we ask four main questions:

� How does unemployment affect the unemployed individual?
� Why is unemployment so painful?
� How does high unemployment affect the rest of the community?
� What policies can reduce equilibrium unemployment?

How Important Is Work?

To begin answering this question, we can look at average differences in wellbeing
between people according to their employment status. In Figure 11.1, these differ-
ences are plotted for six large countries using data from the Gallup World Poll. Here,
we consider differences in life satisfaction between adults employed full-time, part-
time, self-employed, underemployed, unemployed, and out of the labour force. In this
case, ‘underemployed’ means working part-time but wanting to work full-time, and
‘out of the labour force’ means not having a job and not actively looking for one. This
last category is mainly composed of homemakers, early retirees, students and those
unable to work due to disability.

As Figure 11.1, shows, unemployed people are less happy on average than employed
people in every country. The crude difference is over 1 point (out of 10) in the United
States and the UK and rather less in poorer countries. This is partly because employment
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classifications become less meaningful in lower-income countries. In Africa, 85% of all
employment is informal. In Asia, this figure is roughly 70%.1 In countries without
welfare states or labour protections, the concept of unemployment itself becomes much
harder to define. Yet even in these regions, wellbeing differences between working and
non-working adults tend to remain statistically significant.

However, looking at raw differences alone can be misleading. Averages can tell us
about the distribution of happiness in a population but much less about its underlying
causes. There may be any number of confounding variables that complicate the
story. Relative to those who work full-time, the unemployed are, for example, more
likely to be young, female and without a college education.2 All of these other
differences can independently affect wellbeing. If we fail to account for them, we
risk misattributing differences in happiness to differences in employment status rather
than to other personal characteristics.

In the first wave of empirical wellbeing research, many researchers attempted to
address this problem using cross-sectional regressions. These models typically take
the form:

Wi ¼ α0 þ α1 Employmenti þ α2X
0
i þ ei: (1)

Here, wellbeing is treated as a continuous variable and modelled as a function of
employment status and a vector of controls. The coefficients α2 represent average

Figure 11.1 Average life satisfaction (0–10) by employment status
Source: Gallup World Poll 2005–2019, Cantril ladder, adults 18–65.
Note: 95% confidence intervals displayed.

1 International Labour Organization (2018). 2 Authors’ estimations using Gallup World Poll data.
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differences in wellbeing attributable to varying demographic characteristics including
income, education, marital status, age and so on. The coefficient α1 then estimates the
extent to which any remaining variation in wellbeing can be explained by differences
in employment status. In other words, α1 measures the psychic impact
of unemployment.

Using this approach, Helliwell analysed global data from the World Values Survey.
In this case, jobless adults were found to be 0.6 points less satisfied with their lives
than full-time employees on a 10-point scale, other things equal.3 By contrast, a
halving of income (which unemployed people might also experience) would have a
smaller effect (see Chapter 13).

But cross-sectional estimates produced by OLS are still only capable of telling us
about average between-person differences. Even with the addition of control variables,
there are still two important potential sources of bias to consider:

� Omitted variables: For example, happiness can be influenced by unmeasured
genetic or personality traits:4 those who become unemployed may simply be
predisposed to be unhappy.

� Reverse causality: Happiness itself affects labour market outcomes.5 If
unhappiness precedes unemployment, it would be a mistake to conclude that the
latter causes the former.

To counter these biases, researchers look at changes in happiness experienced by
workers before, during and after becoming unemployed using fixed-effects
regressions. Instead of comparing adults with jobs to adults without them, fixed-
effects regressions estimate the effect of unemployment by comparing people who
become unemployed to their former selves. Running these types of analyses requires
panel data in which the same people are surveyed multiple times over a given period
of time. These models typically take the form:

Wit ¼ α0 þ α1Employmentit þ α2X
0
it þ f i þ eit: (2)

Here, the wellbeing of an individual i at time t is modelled as a function of employ-
ment status and control variables. However, in this case, f i is introduced to capture
unobserved time-invariant individual effects, like genetic or personality traits. As a
result, we are no longer considering between-person differences but rather within-
person changes. The coefficients for all variables included on the right-hand side of
the equation then represent the effect of transitioning from one state to another – for
example, employed to unemployed, childless to parent, single to married. In this way,
we can estimate the wellbeing impact of changes in life circumstances from one period
to the next.

Early versions of this approach were presented by the economists Liliana
and Rainer Winkelmann, using large-scale representative data from the German

3 Helliwell (2003).
4 For evidence, see Lykken and Tellegen (1996); Diener and Lucas (1999); Bartels and Boomsma (2009).
5 For evidence, see Frijters et al. (2011); De Neve et al. (2012); Oswald et al. (2015).
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Socio-Economic Panel (SOEP).6 The authors found that unemployment lowered
life satisfaction by roughly 1-point on a scale from 0 to 10. To put this effect into
context, it is roughly analogous to the drop in happiness associated with becoming
widowed.7

To see how this works over time, the effect of unemployment on life satisfaction is
plotted for German workers using SOEP data in Figure 11.2.8 These effects are
estimated using fixed-effects regressions controlling for age, nationality, level of
education, income, number of children, health and marital status. Measures of life
satisfaction are then normalised relative to a baseline level recorded five years prior to
workers losing their jobs. For both men and women, unemployment substantially
reduces life satisfaction on top of the effect through lost income. The negative effect of
unemployment is roughly 30% larger for men than women, a trend generally reflected

Figure 11.2 Effect of unemployment on life satisfaction (0–10) over time (Germany)
Source: De Neve and Ward (2017); SOEP data
Note: Estimated using fixed-effects (within-person) regressions. Controls included for age,
nationality, education, income, number of children, health and marital status. Levels are
normalised relative to the baseline happiness level recorded five years before becoming
unemployed; 95% confidence intervals displayed.

6 Winkelmann and Winkelmann (1995, 1998).
7 The effects of unemployment were generally stronger for men than for women. Frijters et al. (2004)
replicated these results and showed that unemployment was found to have worse effects for East German
women than West German women.

8 The regression is performed for people who had at least one spell of unemployment. It estimates the effect
of becoming unemployed and of continuing to be unemployed 1, 2, 3 and 4 years later.
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in the literature.9 Importantly, workers who remain unemployed for longer periods of
time struggle to improve their happiness. Even after four years, men and women who
lose their jobs are still as unhappy as when they first became unemployed.

Broadly similar results have been found in Britain, the United States and
Australia10 – as well as Russia,11 South Korea12 and Switzerland.13 The psychic
effect of unemployment is large and there is little adaptation. Given the high degree of
adaptation observed in response to many other life events, the lack of adaptation to
losing a job is notable.14 In fact, when the passage of time is taken into account, the
cumulative negative effect of long-term unemployment is greater than the long-term
impact of becoming married, divorced, widowed or having children.15

But does the impact of unemployment differ between workers who choose to leave
their jobs and those who become unemployed for reasons outside their control? While
quitting is an endogenous driver of unemployment, redundancy is exogenous. So it is
interesting to look at the two groups separately. An analysis of this type in Germany
found that workers who lost their jobs due to company closures experienced declines
in wellbeing (0.8 points) that were larger than those who resigned from their jobs (0.6
points), although the effect for both groups was statistically significant.16 At the same
time, self-employed workers who had to shut down their business experienced the
largest declines overall (1.5 points).

Given this weight of evidence, the substantial negative impact of unemployment on
wellbeing is widely regarded to be one of the largest and most robust findings to
emerge from empirical happiness research.

Scarring

But is that all, or do unemployed people continue to have reduced wellbeing even after
finding new jobs? In some studies, unemployment has been shown to have lingering
effects on wellbeing after returning to work. In a seminal analysis, a team of research-
ers examined the effect of the fraction of the previous five years that had been spent in
unemployment. For every year that a person had been unemployed in the previous five
years, people were on average 0.1 points (out of 10) less happy.17 Taking a longer-
term perspective, two studies of British workers in the United Kingdom find that spells
of youth unemployment predict lower levels of life satisfaction well into adulthood.18

These results again remain significant after controlling for a host of personal, parental
and childhood characteristics. Along similar lines, young people who come of age

9 For example, Theodossiou (1998); A. E. Clark (2003); A. E. Clark and Georgellis (2013). Also see
Figure 11.2. In contrast to these results, Frijters et al. (2006); and N. Carroll (2007) find similar effects of
unemployment for men and women in Russia and Australia , respectively.

10 See A. E. Clark et al. (2018) p. 43. 11 Frijters et al. (2006). 12 Rudolf and Kang (2015).
13 Anusic et al. (2014). 14 A. E. Clark and Georgellis (2013).
15 A. E. Clark and Georgellis (2013). 16 Hetschko (2016).
17 A. E. Clark et al. (2018). The results were similar in Britain, Germany and Australia.
18 Bell and Blanchflower (2011); and Clark and Lepinteur (2019).
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during a recession (rather than a boom) care more highly in later life about their
financial security.19

What are we to make of these effects? One possible interpretation is that workers
who spend longer periods of time unemployed become more insecure about losing
their jobs in the future. By this account, it would be job insecurity itself that drives
down wellbeing. Some authors have noted that once feelings of job insecurity are
accounted for, the effect of past unemployment on wellbeing does become much
weaker.20 However, in a more recent test, a team of researchers have studied retired
people, for whom job insecurity is not an issue. They found that people who retired
from a position of involuntary unemployment are more dissatisfied with their lives
than those who retired straight from work.21 This effect goes beyond what may be
expected from losses in retirement income and looks like a direct effect on mood and
outlook.

Why Is It So Painful To Be Unemployed?

But why is unemployment so painful? One obvious answer might be the loss of
income. But we have already taken this into account. And in fact we can easily
compare the size of the non-pecuniary effects with those of the pecuniary effects.22

These comparisons have been done by a number of authors, all of whom found the
non-pecuniary effects to be more than the pecuniary effects. For example, one widely
cited analysis found them to be twice as large, and this is a typical estimate.23 So the
costs of unemployment go far beyond the income loss.

The seeds of this realisation were planted in the academic literature as far back as
1933. That year, a team of sociologists led by the husband-and-wife team of Paul Felix
Lazarsfeld and Marie Jahoda published the findings of an extensive field experiment
in the Austrian town of Marienthal, following a plant closure that left most of town
unemployed. At the time, Austria offered generous unemployment insurance, provid-
ing workers who lost their jobs with considerable financial benefits. Yet rather than
experiencing gains in wellbeing as a result of more leisure time, affected workers
became increasingly despondent. Social and community life in the town quickly
disintegrated. The researchers concluded that employment is not simply a pathway
to income but rather something that ‘imposes a time structure on the waking day,
implies regularly shared experiences and contacts with people outside the nuclear
family, links individuals to goals and purposes that transcend their own, enforces
activity, and defines aspects of personal status and identity’.24

19 Cotofan et al. (2021a). 20 Knabe and Rätzel (2011). 21 Hetschko et al. (2019).
22 Suppose we have a regression, W ¼ a1 þ a2 UNEMPþ a3 log Income; we just compare α2 with α3 Δ

log Income.
23 Knabe and Rätzel (2011). The implications are remarkable. Suppose that, typically, unemployed people

lose one half their income. Then the psychic cost is equivalent to being reduced to ¼ of your original
income. It could only be compensated by a 4-fold increase in income.

24 Jahoda (1981) p. 188. Quoted from Hetschko et al. (2021).
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Many decades later, modern theoretical understandings of employment continue to
focus on three related channels through which work relates to wellbeing: (1) identity,
(2) social network and (3) routine.25 We will dive into the empirical evidence for these
channels in greater detail later in Chapter 12.

Spillovers on the Community

The family

If unemployment changes the unemployed individual, it also damages the rest of the
family and the wider community. Partners of workers who lose their jobs suffer
declines in wellbeing. One early study observed significant declines in female part-
ner’s life satisfaction following their spouse’s job loss – of the order of 0.5 points (out
of 10) – although similar effects were not observed for male partners.26 More recently,
a study looking at unemployment following plant closures in Germany again found
that cohabitating partners of unemployed workers experienced significant declines in
wellbeing. On average, the spillover effect of unemployment for partners was roughly
one fourth of the direct effect on the worker. These negative impacts were largely
similar for men and women – roughly 0.3 points on a 0 to 10-point scale.27 Related
studies in the United Kingdom,28 Australia29 and Germany30 have found analogous
declines in the mental health of spouses following partners’ entry into unemployment

Spells of parental unemployment can also have negative effects on the children’s
wellbeing. These effects are generally small but tend to be particularly significant
when parental unemployment is experienced when you are in your teens. In one of the
first studies conducted along these lines in the United Kingdom, the authors found
mostly insignificant effects of parental unemployment on happiness for children under
12 years of age. But the effects turn significant for older children – among 15-year-
olds, father’s unemployment produces a decline in happiness of 0.4 points (out of 7),
while mother’s unemployment produces a decline of 1 point.31

What about the longer-term effects of parental unemployment? Only a few studies
have investigated this. One noted that 18- to 31-year-olds who experienced spells of
parental employment as a result of plant closures as young children (0–5) or in
adolescence (11–15) reported lower levels of life satisfaction than counterparts whose
parents remained employed, controlling for other factors. The magnitude of this effect
was about 0.6 points (out of 10).32 Similarly, another study found that adult wellbeing

25 For a short summary of the relevant theoretical models in psychology and organisational behaviour, see
Suppa (2021).

26 Winkelmann and Winkelmann (1995). 27 Nikolova and Ayhan (2019).
28 A. E. Clark (2003); Mendolia (2014). 29 Bubonya et al. (2014). 30 Marcus (2013).
31 Powdthavee and Vernoit (2013). See also Kind and Haisken-DeNew (2012). A. E. Clark et al. (2018)

find similar effects of father’s unemployment (but lack data on mother’s unemployment).
32 Nikolova and Nikolaev (2021).
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is lower for people whose parents were unemployed, especially if those parents were
from more privileged backgrounds (where the shock is greater).33

The community

The final – and most important spillover from unemployment – is on the population at
large. High unemployment makes everyone feel less secure, even if they have a job.
For, if unemployment is high and you lose your job, you will find it more difficult to
get another one. Table 11.1 reports the results of a cross-sectional analysis of data
from four countries. Life satisfaction of person i is regressed on:

� first, whether the individual person i is unemployed, and
� second, the regional unemployment rate (expressed as a proportion).

As can be seen, the coefficient on own employment is less than the coefficient on the
regional unemployment rate.

So how does average wellbeing in a region change when average unemployment in
the region changes? The wellbeing of individual i in region r is given by

Wir ¼ a0 þ a1Uir þ a2 �Ur þ etc (3)

and the average wellbeing in region r is therefore given by

�Wr ¼ a0 þ a1 þ a2ð Þ�Ur þ etc: (4)

In all our countries α1 < α2. This means that, when unemployment rises, the total loss
of wellbeing is higher among employed people than among those who are newly
unemployed.34

Table 11.1 How life satisfaction (0–10) is affected by your own unemployment and by the regional
unemployment rate (Household data, cross-section)

Own unemployment rate (1 or 0) Regional unemployment rate (0–1)

Britain �0.71 (.09) �1.38 (.56)
Germany �0.96 (.07) �1.58 (.36)
Australia �0.35 (.11) �0.37 (.42)
USA �0.45 (.06) �1.44 (.47)

Source: A. E. Clark et al. (2018) Table 4.4; slightly adapted; Understanding Society (Britain),
SOEP (Germany), HILDA (Australia) and BRFSS (United States); data for many years pooled
with year dummies and usual controls

33 A. E. Clark and Lepinteur (2019).
34 In a study of world unemployment using the Gallup World Poll, De Neve and Ward (2017) also find that

α1 < α2. They also find evidence that the pain of being unemployed is slightly reduced if more others are
unemployed. But the effect is tiny. If the local unemployment rate is 10% (rather than 0) – a huge
difference – the pain caused by unemployment is reduced by only 6%.
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Policy Implications

Clearly, we would like to reduce unemployment to the lowest level compatible with
stable inflation.35 There are two main practical issues.

� The approach to redundancy.
� Active labour market policy to stimulate employment.

Redundancy

As we have seen, a high unemployment rate reduces the wellbeing of the unemployed
and of workers.36 Moreover, worker wellbeing (and hence productivity) is increased
by a sense of job security. This creates a presumption in favour of adjusting to shocks
through reduced hours or furlough (where workers do not lose their jobs) rather than
through redundancy. A test case of this choice arose in the COVID-19 pandemic.

Broadly speaking, high-income countries opted for one of two approaches to the
downturn – either job retention or income replacement. Job retention policies aim to
maintain employment contracts by subsidising firms to keep workers on the staff,
while income replacement policies generally focus on providing financial relief for
workers who lost their jobs.37 Taking a wellbeing perspective, we may expect the
former approach to be preferable to the latter. Unlike income replacement schemes,
policies aimed at keeping workers in their jobs are better poised to keep the non-
pecuniary benefits of work intact. While empirical research on the topic is still
emerging, countries favouring job retention policies did in fact see both lower levels
of unemployment and less severe declines in wellbeing in the first year of the crisis.38

A parallel issue arises even in terms of economic stability. Some countries have
stricter laws to discourage redundancy than others. Clearly, such laws reduce the
number of workers who get fired, but they also reduce the number of new hires that
employers are willing to take on. On balance these effects probably cancel out, and
employment protection has little effect on aggregate unemployment.39

Active labour market policies

But some people inevitably lose their jobs. What then becomes crucial is whether or
not they drift into long-term unemployment, where their chances of re-employment
deteriorate sharply. For a key issue of equity and efficiency is how to prevent long-
term unemployment. It may thus be important to shorten spells of unemployment.

35 Layard et al. (2005).
36 An underestimated issue is how far worker wellbeing is affected by the flow into unemployment as

opposed to the stock of unemployed.
37 OECD (2020). 38 OECD (2020); and Cotofan et al. (2021).
39 Layard et al. (1991). With higher employment protection there is less short-term unemployment and

more long-term unemployment.
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To this end, active labour market policies (ALMPs) have shown effective macro-
economic results.40 ALMPs include (a) subsidised hiring of unemployed workers, (b)
training programmes (on and off the job) and (c) job-search assistance for the
unemployed. Many of these interventions have now been evaluated using properly
controlled methods. A meta-analysis of these studies found that on average they raised
the probability of being in employment after the end of the programme by 2 percentage
points in the short-term, rising to 9 points in the long-run.41 Subsidised employment
was the most effective policy and those who benefitted most from this were those who
were already long-term unemployed. But within each type of programme, there was a
wide spread of results, depending on the effectiveness of the design. There is also the
issue of whether helping unemployed people disadvantages other workers, through
displacement or substitution effects. This has been little studied, with mixed results.42

In many cases, unemployed people who are offered subsidised employment are told
that they can no longer continue to receive unemployment benefits if they refuse to
accept the offer of employment. An alternative is ‘workfare’, which means working
for your benefits (whereas most workers on ALMPs receive at least the minimum
wage). Under both schemes there is an element of compulsion. So the question
naturally arises ‘Are workers on these schemes happier than they would have been
if they had remained unemployed?’ Only a handful of studies have addressed this
issue. They find that, though workers on these schemes are less happy than workers in
normal employment, they are more satisfied than those who remain unemployed.43

This is because work provides important psychological and social benefits as well as
income. But we should also remember the importance of not letting people become
‘locked-in’ to subsidised activity, rather than moving on as quickly as possible to
regular employment.44

Conclusions

� The unemployed are generally significantly and substantially less satisfied with
their lives than the employed. This relationship tends to be stronger in high-income
countries where there are sharper differences between employment
and unemployment.

� In studies that look at within-person changes over time, unemployment typically
reduces wellbeing by at least 0.6 points (out of 10).

� Studying plant closures allows researchers to distinguish between endogenous and
exogenous effects of unemployment. Workers who lose their jobs due to reasons

40 Layard et al. (1991). 41 Card et al. (2018) Tables 2 and 3.
42 Blundell et al. (2004) pp. 569–606; Crepon et al. (2013); Gautier et al. (2018). 43 Knabe et al. (2017).
44 In some studies, workfare programs have been found to have minor effectiveness at reducing overall

unemployment (see Card et al. [2018]). But such analyses of workfare programmes are also likely to
suffer from selection bias, since workers who join these programmes are those least likely to have found
work before having to enroll in the programme.
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outside of their control are generally more dissatisfied, although the effect of job
loss remains negative and statistically significant for both groups.

� Longer periods of unemployment can have scarring effects with long-lasting
negative implications for wellbeing even after those affected have returned to work.

� Aggregate unemployment also affects the wellbeing of people in work. This causes
greater total losses of wellbeing than the loss of wellbeing on the part of
the unemployed.

� The psychosocial effects of unemployment on wellbeing are greater than the effect
of lost income. Policy approaches targeting unemployment are therefore likely to be
most conducive to wellbeing if they are able to protect and provide for the
psychological and social benefits of work, as opposed to simply providing
income support.

Questions for discussion

(1) What are two benefits of using fixed-effects regressions to model the effect of
unemployment relative to cross-sectional OLS regressions?

(2) What do you think explains the lack of adaptation to unemployment?
(3) Several countries around the world have begun debating proposals to provide

citizens with an unconditional basic income. What do the results of this chapter
suggest about the potential wellbeing impacts of these policies?

(4) Some programmes require welfare recipients to accept work in order to receive
support. Do you think this is reasonable?
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12 The Quality of Work

The best careers advice to give the young is ‘Find what you like doing best and get
someone to pay you for doing it’.

Katherine Whitehorn

Introduction

The author Annie Dillard once wrote, ‘How we spend our days is, of course, how we
spend our lives’. Well, for many of us, most of our days are spent at work. Today, the
average working adult spends roughly 30% of her waking hours at work, in some
countries almost 50%.1 Understanding wellbeing at work is therefore essential to
understanding how most people experience their lives.

Despite the overwhelming importance of employment documented in Chapter 11,
and the relatively high levels of job satisfaction reported around the world, work turns
out to be one of the least enjoyable activities we engage in on a day-to-day basis. The
extent to which employees enjoy their work also proves to be highly dependent on
social and eudaimonic drivers, in some cases even more than income. After discussing
each of these issues in detail, we will conclude by looking at the links between
wellbeing and productivity/company performance.

Are We Satisfied With Our Jobs?

To better understand the relationship between work and wellbeing, we can begin by
surveying job satisfaction around the world. Similar to the evaluative dimension of
wellbeing, job satisfaction captures an individual’s overall satisfaction with their
work. It belongs in the basket of so-called domain satisfaction indicators including
marital satisfaction, family satisfaction, satisfaction with residential area and others.2

While life and domain satisfaction measures are often highly interrelated, the latter can
be useful in eliciting more precise estimates of the effects of some aspects of life.

1 Giattino et al. (2013). 2 Delhey (2014).
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For example, even if life satisfaction is itself driven by job satisfaction, task variety at
work may be more important to the latter than the former.3 Without considering job
satisfaction, we may only therefore arrive at a somewhat vague or incomplete picture
of what really drives worker wellbeing.

One of the largest and most representative datasets on job satisfaction to date is
provided by the Gallup World Poll. In Figure 12.1, we show job satisfaction broken

North America and ANZ

Latin America and the Caribbean

Western Europe

Eastern Europe

Southeast Asia

Commonwealth of Independent States

South Asia

East Asia

Middle East and North Africa

Sub-Saharan Africa

20% 30% 90% 100%40% 50% 60% 70% 80%

Percent satisfied with their job

Professionals
Construction, manufacturing, transportation

Managers, business owners
Clerical, sales, service
Farming, forestry, fishery

Figure 12.1 Job satisfaction by region and job type
Source: Gallup World Poll
Note: ‘Would you say you are – completely satisfied, somewhat satisfied, somewhat dissatisfied
or completely dissatisfied with your job?’ The first two responses are coded as satisfied, while
the latter two are coded as dissatisfied. Levels averaged from 2006 to 2013; 95% confidence
intervals displayed. See Annex 12.1 for individual country rankings.

3 In fact, this does seem to be the case. See Figure A12.1.

180 Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


down by ten world regions and five different job types. Individual country rankings
are also provided in Annex 12.1. There are several key points worth noting. The first is
that overall job satisfaction levels differ considerably by region. Regardless of job
type, workers in North America, New Zealand, Australia and Western Europe are
generally more satisfied with their jobs than those in other regions. Nevertheless, job
satisfaction levels do also differ significantly within regions. Managers, business
owners and professionals tend to be more satisfied with their jobs than other groups.
Forest, fishery and farm workers are among the least satisfied. At the same time, there
are also large differences in the range of job satisfaction levels across countries. In
richer countries, the gap between the most and least satisfied groups is substantially
smaller than the gap in poorer regions. In sub-Saharan Africa, this gap is roughly
28 percentage points, while the analogous divide in North America is only about
4 percentage points.

At this stage, it may be tempting to conclude that the global distribution in job
satisfaction can be attributed to differences in income. After all, workers in higher-
income countries as well as those in higher-income professions do seem to be more
satisfied with their jobs on average. However, while pay is certainly an important
driver of wellbeing at work, it is by no means the only one. Upon closer analysis, other
job characteristics including social support and job security prove to be just as, if not
even more, important than income. We will explore these relationships in much more
detail later on in the chapter.

Nevertheless, perhaps the most important takeaway from the analysis thus far is
that, regardless of job type, the vast majority of workers around the world report
feeling relatively satisfied with their jobs. At first glance, this may seem unsurprising
given the close link between wellbeing and employment status documented in
Chapter 11. In fact, being satisfied with one’s job overall may even be considered
somewhat of a low bar to clear, especially if workers compare themselves to those
who are unemployed. Simply having a stable job that provides a reliable source of
income may for many people provide enough reason to be sufficiently satisfied with it.
However, as we will see in the next section, it would be a mistake to conclude that
being satisfied with a job implies actually enjoying it. In fact, work turns out to be one
of the least enjoyable activities we engage in on a daily basis.

Are We Happy While We Work?

Thus far in this book, we have primarily been concerned with evaluative measures of
wellbeing. Most researchers generally place life satisfaction and job satisfaction in this
category. Evaluative indicators are considered particularly useful for policy-making,
as they remain relatively stable over time and tend to reflect objective conditions that
can be targeted by policy.4 However, in this section, as we turn our focus to happiness
at work, we will be paying more attention to affective measures of wellbeing.

4 Diener et al. (2013).
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Indicators of affect – including joy, stress, boredom, interest, etc. – are designed to be
more reflective of day-to-day moods and emotions. Unlike life satisfaction, affect
varies considerably depending on the day of the week,5 time of the day6 and the
activity we are engaging in.7 For this reason, it can provide a useful lens by which to
assess real-time effects of work on wellbeing. Here we will largely rely on the results
of experience sampling studies (ESM), which allow for reliable and contempor-
aneous measurements of affect.

In the largest study of its kind, Alex Bryson and George MacKerron employed an
ESM design using the Mappiness app, compiling over a million datapoints on the
emotional wellbeing of tens of thousands of adults in the United Kingdom from
2010 to 2011.8 The main results of this analysis are presented in Figure 12.2.
Because the impact of each activity on momentary happiness is assessed using
fixed-effect regressions, estimated effects are taken to represent causal effects of
engaging in each activity on happiness. In other words, because the study surveys
the same people over multiple points in time, the researchers were able to isolate the
change in happiness from engaging in any one particular activity compared to another.
In doing so, individual time-invariant fixed effects are controlled for and the potential
for reverse causation is limited.

The most important result for our purposes is the considerable consequence of work
for emotional wellbeing. Out of 40 activities, paid work proves to be the worst activity
for happiness, with the exception of being sick in bed. This effect held controlling for
time of day, day of the week, month, year, number of prior survey responses,
simultaneous activities and individual time-invariant fixed effects. This negative
impact of work on emotional wellbeing has also been replicated in a series of related
studies.9 In one analysis conducted during COVID-19, time spent at work was again
found to be the second worst activity for positive affect, the worst being reading news
about COVID-19.10

Yet at this point we seem to have something of a paradox on our hands. How can
work be so crucially important for how we evaluate our lives as a whole and yet so
apparently unenjoyable on a day-to-day basis? It is worth noting that as surprising as
this result is, it is not conceptually impossible. Evaluative judgements may be more
likely to reflect personal narratives and social comparisons than affective reports.11

When prompted to evaluate how satisfied we are with life, we may compare ourselves
to a reference group or perhaps evaluate ourselves against social and cultural expect-
ations. In many societies around the world, and particularly those in Europe and North
America, having a job is of paramount financial, social and cultural importance.
Viewed from this perspective, it may not be surprising that employed adults would
judge their lives more favourably than the unemployed. Day-to-day emotions need not
factor strongly in the equation.

5 Helliwell and Wang (2014). 6 Golder and Macy (2011).
7 Kahneman et al. (2004); Bryson and MacKerron (2017). 8 Bryson and MacKerron (2017).
9 Ayuso-Mateos et al. (2013); Bureau of Labor Statistics (2014); Mellor-Marsá et al. (2016).

10 Lades et al. (2020). 11 Dolan (2019).
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Another potential explanation has to do with the context by which we ought to
understand our emotional experience at work. Physical exercise may be a useful
analogy in this respect. If most runners were stopped and asked how happy they felt
in the middle of a marathon, it seems hard to imagine they would report anything other
than extreme distress. Yet it would obviously be a mistake to conclude that running is
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Exhibition, museum, library
Sports, running, exercise
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Singing, performing

Talking, chatting, socialising
Birdwatching, nature watching
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Hobbies, arts, crafts
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Match, sporting event
Childcare, playing with children

Pet care, playing with pets
Listening to music

Other games, puzzles
Shopping, errands
Gambling, betting
Watching TV, film

Computer, phone games
Eating, snacking

Cooking, preparing food
Drinking tea/coffee

Reading
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Browsing the Internet

Texting, email, social media
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Effect of engaging in each activity on self-reported happiness

Figure 12.2 Effect of different activities on momentary happiness (0–10)
Source: Bryson and MacKerron (2017)
Note: Coefficient on each activity estimated using fixed-effects regressions. Happiness
measured on a scale from 0 to 10 using the experience sampling method (ESM).
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detrimental for wellbeing. Even if moments of physical exertion are particularly
unpleasant, the overall experience of exercise can still be judged to be positive,
especially in retrospect.12 In the same way, even if the actual experience of work is
often demanding and stressful, we may still evaluate the overall experience to be
positive inasmuch as it contributes to our sense of achievement, purpose or
belonging.13

Despite the intuitive appeal of both explanations, the existing evidence does not
easily lend itself to conclusively accept or reject either one. The reason why employ-
ment should be so crucial for evaluative wellbeing and yet so apparently destructive
for affective wellbeing is still very much an open question. Whatever the underlying
reason, the apparent unpleasantness of work demands attention. As a matter of
principle, and (as we shall see in the last section of this chapter) as a matter of good
business, private and public institutions alike would be wise to improve the quality of
the workday. How should they go about it? To help answer this question, in the next
section we will present and evaluate the most important drivers of wellbeing at work.

What Drives Employee Wellbeing?

So far, we have found that the relationship between work and wellbeing is compli-
cated. Having a job is both important for evaluative wellbeing, yet often unenjoyable.
Need it be so? Despite the overall average negative relationship between work and
emotional wellbeing revealed in the last section, there are of course some workers who
do enjoy their work. While this group may be a minority, examining the features of
work that are conducive to wellbeing can reveal important insights about how to raise
employee happiness and engagement in other workplaces. At the same time, looking
at workplace characteristics that are most likely to undermine wellbeing can be
instructive for the same reason. In this section, we will consider both perspectives to
better understand the most important drivers and threats to employee wellbeing
around the world. While we will focus mostly on what may be considered ‘individual’
drivers of workplace wellbeing, including pay and personal relationships, at the end of
this section we will also consider the effect of ‘collective’ drivers including union
membership and other forms of organised representation.

To help frame our discussion, in Figure 12.3 we present associations between
13 workplace characteristics and job satisfaction using international data from the
International Social Survey Program (ISSP).

12 Careful readers may object to this analogy given the high ranking of sports and physical exercise in
Figure 12.2. Nevertheless, it seems reasonable to imagine that respondents would be more likely to
respond to pings during rests or after finishing their workout than in the midst of physical exertion. In the
study, the researchers incorporate all responses provided within one hour of receiving the notification,
although they do not provide average response time data for each individual activity.

13 Other research has shown that not all stressors are created equal, and challenge stressors may even be
good for productivity and performance (LePine and LePine [2005]).
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Pay

Pay seems like a good place to start. Some have even hastened to suggest that income
itself ought to be considered a proxy for wellbeing. Throughout the history of
economics, the idea that wellbeing is rooted in the ability of individuals to freely

-0.2 -0.1 0.0 0.1 0.2 0.3 0.4

Interpersonal rela�onships

Interes�ng job

Pay

Job security

Opportuni�es for advancement

Independence

Skills match

Usefulness

Union member

Working hours

Working hours Mismatch

Difficulty, stress, danger

Work-life imbalance

Figure 12.3 Effect of workplace characteristics on job satisfaction – partial correlation
coefficients (β)
Source: De Neve (2018) using data from International Social Survey Program (ISSP).
Note: Partial correlation coefficients obtained from regressing job satisfaction on different
domains of workplace quality using an OLS linear regression. All variables are standardised
with mean zero and standard deviation one. Sample is restricted to all working adults. Control
variables included for age, gender, marital status, education, number of children, and household
size. Additional controls included for occupation, industry, and country fixed effects. Data from
37 countries across multiple geographic regions;14 95% confidence intervals displayed.

14 Australia, New Zealand, Russia, China, Japan, Taiwan, Austria, Belgium, Croatia, Czech, Republic,
Denmark, Estonia, Finland, France, Georgia, Germany, Britain, Hungary, Iceland, Latvia, Lithuania,
Norway, Poland, Slovakia, Slovenia, Spain, Sweden, Switzerland, Chile, Mexico, Suriname, Venezuela,
Israel, United States, India, Philippines and South Africa.
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satisfy their desires has been profoundly influential. Because higher levels of income
presumably increase one’s ability to satisfy desires, it has often been assumed that
maximising income is the surest way to maximise wellbeing. If so, this section should
be rather short. Want to increase workplace wellbeing? Pay people more. However, on
closer inspection, the reality is a bit more complicated.

The relationship between income and happiness is one of the oldest and most well-
researched topics in empirical wellbeing research. Chapter 13 will be entirely devoted
to it. For the time being, it is worth making a few brief observations. The first is that
when compared to other drivers of workplace wellbeing, income usually does score
quite highly but rarely tops the list. In Figure 12.3, it ranks third. In online Annex 12.2
we present the results of a similar analysis of job satisfaction and workplace charac-
teristics using data from the European Social Survey (ESS). In this case, wages rank
9th of out 20 drivers of job satisfaction.15 In yet another analysis of the American
labour market using data from the international jobs site called Indeed, fair pay ranked
fifth out of eleven drivers of workplace happiness.16 All in all, while income is
certainly important, it does not stand alone as the only or even most important driver
of workplace wellbeing.

At the same time, there is evidence to suggest that it is not just what we are paid but
also how we are paid that matters. One standard approach is to compensate workers
individually according to their personal performance. This so-called individual per-
formance pay can be entirely appropriate in jobs with highly individualised work and
minimal team collaboration – for example, mechanics, plumbers and drivers. Most
studies generally show that tying pay to performance in these contexts has positive
effects on productivity17 and no negative effects on life satisfaction.18 However, an
increasing share of the modern labour force works in jobs that require considerable
amounts of teamwork. In this case, attempting to rate employees by their individual
contributions to team projects can have deeply concerning implications for wellbeing.19

In one study, researchers observed significant upticks in anti-depressant use in the
months following the introduction of individual performance pay schemes in a Danish
study of 300,000 workers.20 In another experiment, researchers randomly assigned
workers to receive flat daily wages or unequal wages depending on their individual
productivity at an Indian manufacturing plant.21 Those in the latter group became less
productive and less likely to show up to work. However, these effects wereminimised if
the workers were more easily able to observe the productivity differences.

Other organisations have begun to experiment with alternative pay schemes in
which workers get compensated depending on group or company performance in
addition to a fixed wage. This approach – broadly defined as ‘share capitalism’ or
more specifically as ‘group-based performance pay’ – has shown promising results
for wellbeing. In an analysis using three large datasets in Europe, the United Kingdom
and a multinational private company, group-based performance pay was found to

15 De Neve (2018). See Figure A12.1. 16 Cotofan et al. (2021b).
17 Lazear (2000); Bloom and Van Reenen (2010); Bandiera et al. (2017). 18 Böckerman et al. (2016).
19 Kruse et al. (2010); Böckerman et al. (2016). 20 Dahl and Pierce (2019). 21 Breza et al. (2018).
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significantly increase job satisfaction for workers, after controlling for the level of
wages.22 In Europe and the United Kingdom, participating in schemes in which
company profits are shared with employees predicted increases in job satisfaction of
0.07 points. A related study of the ‘100 Best Companies to Work For in America’ from
2005 to 2007 found that employees in companies offering more extensive group-based
incentive compensation schemes report more positive work experiences and higher
levels of organizational trust.23 The authors of both papers suggested that these sorts of
pay schemes endow workers with a greater sense of ownership and agency within their
companies, with positive downstream effects for motivation and wellbeing.

Working relationships

At this point, readers may not be surprised to learn that the quality of social
relationships at work is generally the most important single predictor of workplace
wellbeing. In Figure 12.3, interpersonal relationships tops the list out of eleven drivers
of job satisfaction. In fact, the extent to which employees feel supported by colleagues
is the most important driver of both job satisfaction and life satisfaction in Europe out
of 20 workplace characteristics considered.24 Even more important than what we do at
work is often who we do it with.

In a number of studies, social relationships with colleagues have been found to be
predictive of both individual and organisational outcomes. In one widely cited analy-
sis, workers who reported having friends at work were found to be more productive,
less likely to leave their jobs, more satisfied with their work and more engaged at work
during the day than those without close friends at the office.25 Other research has
shown that friendships at work increase employee energy and vigour.26 More recently,
one of the largest studies on employee wellbeing during COVID-19 found that feeling
a sense of belonging and inclusion at work was the most important driver of work-
place happiness in the United States.27 On the other hand, one study found that close
relationships at work can also increase the propensity for distractions through the
day.28 Nevertheless, the authors still noted that the positive effects of strong working
relationships on work outcomes far outweighed the downsides.

Relationships with managers are especially consequential. In Figure 12.3, the
quality of interpersonal relationships is considered in terms of three dimensions:
contact with others, relationships with managers and relationships with other co-
workers. When each of these dimensions is considered separately, the effect of
relationships with managers proves to be more than twice as important in predicting
variation in job satisfaction as relationships with co-workers. These disaggregated
effects are presented in Figure 12.4. Here, the quality of relationships with managers
proves to be more than twice as important for job satisfaction as relationships with co-
workers. Partial correlation coefficients for each domain are 0.22 and 0.09, respect-
ively. Related research from Gallup has found that managers account for 70% of the

22 Bryson et al. (2016). 23 Blasi et al. (2016). 24 De Neve (2018). 25 Rath (2006).
26 Dutton (2003); Dutton and Ragins (2007). 27 Cotofan et al. (2021b). 28 Methot et al. (2016).
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variation in employee engagement.30 In a recent review of their largest study on
quality of work to date, researchers from Gallup also reported that managers were
the single greatest predictor of long-term organisational success and employee well-
being.31 These effects can be acutely felt even within the same organisational context.
In two studies of healthcare workers in the United Kingdom, having supportive and
competent managers significantly increased job satisfaction relative to those with bad
managers working in the same hospitals.32

These types of dynamics can have crucial downstream consequences. Employees
working under good managers are found to be both more productive and less likely to
leave their jobs. In a five-year study of 23,878 workers and 1,940 bosses in a large
service company, the best bosses (as judged by employee ratings) were found to
increase team productivity by about 22% per hour.33 Employees working under highly
rated managers were also 12% less likely to leave the company. Another large-scale
survey in the United States found that roughly one in two American workers had left a
job at some point in their career to escape a bad manager.34 As it turns out, the old
adage that ‘workers don’t leave their jobs, they leave their managers’may not be so far
from the truth.

Part of the reason managers are so important is the considerable influence they
wield over employees’ schedules, routines and relationships. A bad relationship with a
manager can bleed over into almost every aspect of our working lives. The results of
this section are particularly striking, given that good managers are also exceedingly
hard to come by. Research from Gallup suggests that only one in ten eligible
candidates actually possess the skills for successful management, and companies fail

0 0.05 0.1 0.15 0.2 0.25 0.3

Relationship with manager

Relationships with coworkers

Figure 12.4 Disaggregated effect of relationships with managers and co-workers – partial
correlation coefficients (β)
Source: De Neve (2018) using data from International Social Survey Program (ISSP)
Note: Partial correlation coefficients obtained from regressing job satisfaction on different
domains of workplace quality using an OLS linear regression. All variables are standardised
with mean zero and standard deviation one. Sample is restricted to all working adults. Control
variables included for age, gender, marital status, education, number of children, and household
size. Additional controls included for occupation, industry, and country fixed effects. Data from
37 countries across multiple geographic regions;29 95% confidence intervals displayed.

29 Australia, New Zealand, Russia, China, Japan, Taiwan, Austria, Belgium, Croatia, Czech, Republic,
Denmark, Estonia, Finland, France, Georgia, Germany, Britain, Hungary, Iceland, Latvia, Lithuania,
Norway, Poland, Slovakia, Slovenia, Spain, Sweden, Switzerland, Chile, Mexico, Suriname, Venezuela,
Israel, United States, India, Philippines and South Africa.

30 Harter and Adkins (2015). 31 Clifton and Harter (2019).
32 Artz et al. (2017); Ogbonnaya and Daniels (2017). 33 Lazear et al. (2015) p. 841.
34 Harter and Adkins (2015).
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to pick the best possible candidate for managerial positions 82% of the time.35 This
can have worrying implications for employee wellbeing and company performance.

Hours and flexible working

Let’s move on to working hours. Given the results of the first two sections, it would
be logical to imagine that one way to raise wellbeing would be to minimise time spent
working while still remaining employed. By this account, part-time workers should be
the happiest of all. Some evidence does support this hypothesis. In Figure 12.1, we
saw that part-time workers in the United States and United Kingdom were in fact
slightly more satisfied with their lives than full-time workers. In another more detailed
analysis using British panel data, the positive effects of work on wellbeing became
significant after only 8 hours worked per week, after which point additional gains in
wellbeing delivered by working more hours become insignificant.36

Several studies have also considered the relationship of wellbeing and working
hours by exploiting the impact of natural experiments following changes in national
labour market policy. After reforms were introduced in Japan and Korea reducing the
workweek from 48 to 40 and 44 to 40 hours, respectively, the life satisfaction of
affected workers and their spouses appeared to improve.37 Other studies looking at
similar policy changes in France and Portugal found positive effects of shorter work-
weeks on both job satisfaction and leisure satisfaction,38 as well as subjective health.39

Several experiments conducted within organisations have also revealed positive well-
being effects of shortening the workweek, with mostly negligible or even positive
effects on aggregate productivity.40

So perhaps less work means more happiness after all. Unfortunately, other evidence
complicates the story. In China and India, part-time workers actually have lower life
satisfaction than full-time workers, while no significant differences are observable in
Brazil and Nigeria (Figure 12.1). The effect of raw working hours on job satisfaction
is also found to be insignificant in both global (Figure 12.3) and European data (online
Figure A12.1). In other studies of Germany and the United Kingdom, longer working
hours have even been associated with improvements in wellbeing.41

In fact, the relationship between working hours and wellbeing seems to be much
more dependent on the extent to which employees are able to work the hours they
want to be working. Both underemployment and overemployment can damage well-
being.42 In Figure 12.1, we saw that ‘underemployed’ workers who work part-time but
want to work full-time are significantly less satisfied with their lives than voluntary
part-time workers. In Figure 12.3, it is in fact working hours mismatch and work-life
imbalance in particular that represent the biggest threats to job satisfaction. In online
Figure A12.1, being too tired to enjoy activities outside of work damages both life

35 Beck and Harter (2014). 36 Kamerāde et al. (2019). 37 Hamermesh et al. (2017).
38 Lepinteur (2016): France and Portugal. 39 Berniell and Bietenbeck (2017): France.
40 Brough and O’Driscoll (2010). 41 Schoon et al. (2005); Meier and Stutzer (2008).
42 Angrave and Charlwood (2015).
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satisfaction and job satisfaction in Europe more than any other workplace characteris-
tic. And inability to dedicate enough time to family is found to be the second biggest
threat to job satisfaction and third biggest threat to life satisfaction.

Giving workers more control over their schedules can therefore have substantial
positive effects. In three related studies, introducing collaborative scheduling
procedures – allowing employees to decide in coordination with each other when
they work and for how long – significantly improved job satisfaction,43 perceived
work-life balance44 and even sleep.45 In another study, a large-scale randomised trial
of 867 information technology (IT) workers in a Fortune 500 company was conducted
to evaluate the effects of STAR – an 8-hour program designed to promote greater
employee control over scheduling and support from managers for workers’ personal
lives. The program included supervisory training sessions for managers to better
recognise and support employees’ personal lives and job performance, and interactive
sessions to identify and implement new practices for employees to exert greater
control over their work-life balance. A careful analysis of its effects found significant
reductions in stress and burnout and increases in job satisfaction and work-life
balance.46 Follow-up analyses revealed that treated workers were significantly less
likely to leave their jobs. Affording workers opportunities to work from home has also
shown promising results. In a large Chinese travel agency, one study documented the
effects of randomising workers to work from home.47 Those selected to work from
home reported higher job satisfaction and were more productive than controls who
stayed at the office. They were also less likely to leave the firm later on.

These results are reflected in a related literature suggesting that workers are willing to
sacrifice portions of their salary for alternative working arrangements. In a large online
field experiment, one study found that while most job seekers preferred an 8-hour
standard workday, the average worker was willing to give up 20% of their income to
avoid a schedule set by an employer on a week’s notice.48 Women, in particular, and
especially those with young children, were also willing to give up 8% of their salaries to
have the option of working from home. Along similar lines, another study using data for
hourly service sector workers in the United States found that exposure to employer-
driven schedule instability predicted higher levels of psychological distress, poor sleep
and unhappiness.49 These effects were largely explained by work-life conflicts.

Both of these studies were conducted before the COVID-19 pandemic began
in 2020. At the time of writing in 2022, the most recent data suggests that more
than 557 million adults worked from home during the second quarter of 2020,
amounting to almost one-fifth the global workforce.50 While the trendlines regarding
alternative working arrangements were already increasing in the years leading up the
pandemic,51 the crisis itself served as a catalyst for even faster change. The recent
proliferation of video-conferencing software and communication platforms including

43 Pryce and Nielsen (2006). 44 Pryce and Nielsen (2006); Albertsen et al. (2014).
45 Garde et al. (2012). 46 Kelly et al. (2014); Moen et al. (2016, 2017). 47 Bloom et al. (2015).
48 Mas and Pallais (2017). 49 Schneider and Harknett (2019). 50 Soares et al. (2021).
51 Katz and Krueger (2019).
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Zoom and Teams have contributed significantly to the feasibility of working from
home arrangements.

The wellbeing implications of these developments are not immediately obvious.
The results of this section suggest that certain groups of workers may value and
benefit from flexible working arrangements, notably women and parents of young
children. A wide body of evidence has also suggested that spending time commuting
to work dramatically lowers wellbeing.52 This would seem to imply that working
arrangements limiting time spent working in a central office would improve well-
being. However, other evidence points in a different direction. In the Chinese travel
agency experiment, while employees who worked from home were more satisfied
with their jobs, they were also less likely to be promoted than their peers as time went
on. Social relationships with colleagues and managers are also crucially important for
employee wellbeing. Inasmuch as these relationships become weaker or more difficult
to manage from home settings, the transition to more flexible working arrangements
could serve to decrease wellbeing. Examining and untangling these effects will be a
central challenge for happiness researchers in the years to come.

Interesting work

So far we have considered the relevance of income, social relationships and working
hours in explaining variation in workplace wellbeing around the world. Before
moving on, it is worth mentioning two more, important channels. The first is how
interesting we find our work. In Figure 12.3, the extent to which workers find their
job interesting is the second most important predictor of job satisfaction. In online
Figure A12.1, task variety at work ranks second. Perhaps as a result, so-called job
crafting interventions allowing employees to have more autonomy and control over
(a) the tasks they work on, (b) their daily interactions and relationships with others in
the organisation and (c) their goals and mission as an employee, have been found to
positively impact employee engagement and job satisfaction.53

Purpose

Along similar lines, feeling a sense of purpose or meaningfulness at work can be hugely
beneficial for wellbeing. While the primary analyses discussed in this section do not
capture meaning directly, an array of related studies have shown that meaningfulness at
work can promote higher levels of job satisfaction, employee engagement and even
productivity.54 Job crafting interventions have also shown promise at increasing perceived
meaningfulness at work, with positive knock-on effects for wellbeing.55 All in all, believ-
ing that what we do matters not only for ourselves, but even more importantly for others,
can help to ensure that work is not just something we tolerate but something we enjoy.

52 See Chatterjee et al. (2020) for a review of relevant literature.
53 Tims et al. (2016); Van Wingerden et al. (2017). 54 For example, see Grant (2008).
55 Berg et al. (2013).
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Unions

Thus far we have largely focused on what can be understood as ‘individual’ drivers of
employee wellbeing: job characteristics and circumstances experienced by individual
workers that support or undermine workplace wellbeing. Yet it is also worth consider-
ing another class of ‘collective’ drivers of workplace wellbeing, of which unions are
the most notable example.

The relationship between union membership and wellbeing has been widely stud-
ied, though not always with consistent results. Early influential analyses found
negative relationships between union membership and job satisfaction.56 These
results, supported by a raft of smaller studies around the same time, contributed to
the widely shared belief towards the end of the twentieth century that unions did not
actually increase workers’ wellbeing.57 Relative to other drivers, union membership
was also found to be an insignificant predictor of job satisfaction in Figure 12.3. While
some of these effects have been attributed to differences in working conditions
between union members and non-members,58 a handful of studies have continued to
find negligible or even negative effects of unions on wellbeing even after these
influences are controlled for.59

However, an emerging body of research has begun to suggest that union member-
ship may have begun to confer positive benefits on members in certain contexts in
recent years. Using data from the first decade of the twenty-first century for the United
States and for Europe, two related studies found positive correlations between union
membership and wellbeing.60 In Figure A12.1, trade union membership also appears
to have positive effects on job satisfaction and life satisfaction. In one of the largest
studies to date, David Blanchflower and Alex Bryson considered the effect of unions
by looking at large-scale longitudinal data in the United States and Europe.61 The
authors again found negative relationships between union membership and job satis-
faction in data from 1960 to 1990. However, after this point, the relationship turned
positive. Controlling for other factors, between 2010 to 2018 in the United States, and
2006 to 2012 in Europe, unionised workers were significantly more satisfied with their
jobs than non-unionised workers. The magnitude of these respective differences were
roughly 0.2 points and 0.15 points. Union members were also less likely to experience
stress, worry, sadness, depression and loneliness.

These results are also reflected in studies of worker representation on company
boards. In an analysis of Finnish companies, researchers looked at the wellbeing
effects of a policy reform that was introduced in 1991 requiring firms of more than
150 workers to include elected worker representatives on company boards.62 By
considering differences in wellbeing between the employees of firms just below and
above this threshold of 150 workers, and controlling for a wide variety of individual,

56 Freeman (1978); Borjas (1979). 57 Freeman and Medoff (1984).
58 See, for example, Pfeffer and Davis-Blake (1990); Bessa et al. (2020). 59 Bryson and Davies (2019).
60 Davis (2012); Donegani and McKay (2012). 61 Blanchflower and Bryson (2020).
62 Harju et al. (2021).
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organisational and societal variables, the authors found that the policy reform led to
slight improvements in workers’ feelings of job security, health, subjective job quality
and even their actual wages.

To briefly recap, throughout this section we have highlighted some of the important
drivers of workplace wellbeing. While the effects of collective drivers including
unions and other forms of worker representation have historically been rather mixed,
recent results have seemed to suggest that they may be starting to have positive
implications for wellbeing in certain contexts. Individual drivers including social
relationships, work-life balance, interestingness, purpose and income also proved to
be key determinants of employee wellbeing. While the first four of these are best
understood as intrinsic drivers of wellbeing (benefits that arise directly from the work)
income is an extrinsic driver (something provided from outside in return for the work).
A large, related literature in psychology has demonstrated the crucial importance of
intrinsic sources of motivation over extrinsic sources in explaining human behaviour.
One of the most influential theories in this regard is Self-Determination Theory (SDT),
which understands the most important intrinsic human drives to be autonomy,
competence and relatedness.63 In the context of work, more recent approaches have
added a fourth driver, beneficence, to the pantheon.64 All of these map closely onto the
drivers of workplace wellbeing described in this section. As we have already begun to
see, creating workplaces that are conducive to wellbeing can not only improve well-
being but also have positive implications for productivity and performance. In the next
section, we will turn our full attention to this latter issue.

Does Wellbeing Matter for Performance?

Sceptical readers may wonder whether worker wellbeing should really matter to
management. After all, shouldn’t businesses be concerned with making money first
and foremost? Hardline neo-classical thinkers would argue that if businesses focus on
profit, that will produce the highest level of social wellbeing. We have already
questioned that. Moreover, business leaders and investors themselves are increasingly
incorporating non-financial measures of company performance into decision-making
procedures, especially those that gauge how a company rates on its Environmental,
Social and Governance (ESG) dimensions. This movement is perhaps best captured
by a 2019 statement released by the US Business Roundtable – a non-profit organisa-
tion whose members include executives of many of the most powerful companies in
the United States, including Amazon, Apple, Microsoft and General Motors. In a
statement signed by 181 CEOs, the group committed to redefine and redirect the
purpose of their organisations from generating profit to ‘creating value for all stake-
holders, including customers, employees, suppliers, communities and shareholders’.65

This represented a radical shift from corporate thinking that dominated the second half

63 Deci and Ryan (1985); Ryan and Deci (2000). 64 Martela and Riekki (2018).
65 Business Roundtable (2019).

193The Quality of Work

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


of the twentieth century and reflects a growing demand for companies to create and
demonstrate social impact. In the coming years, the ability of firms to demonstrate
social value is set to become an even more important driver of investment decisions.
A fundamental part of this project will be to ensure that employee wellbeing is
prioritised and supported. Companies that fail to support the wellbeing of their
workers will face increased scrutiny from investors.

Even so, it is important to ask whether improving workers’ wellbeing is good for
profits. So, in the rest of this section, we will present the most important evidence and
methods on the impact of wellbeing on performance.

The study of employee wellbeing and company performance dates back more than
a century. Around the turn of the twenthieth century, many business owners were
beginning to take note of a new approach to scientific management. This approach,
pioneered by the factory worker turned manager Frederick Winslow Taylor, sought to
apply scientific and engineering methods to management practices in an effort to
improve labour productivity. Then in the 1930s, the human relations movement was
born out of a marriage between Taylor’s ideas and the emerging field of social and
organisational psychology. George Elton Mayo, the sociologist largely credited with
founding the movement, argued for a reconceptualisation of workers as human beings
with psychological wants and needs, rather than as interchangeable economic inputs.
This gave psychological theories of motivation and attitudes a central role to play in
our understanding of labour productivity. This led to the first experiments on the
relationship between worker wellbeing and company performance at the Hawthorne
plant of the Western Electric Company in the 1930s.66 The apparent success and early
notoriety of these experiments – spurred on by the endorsements and related initiatives
of powerful business magnates including Henry Ford, George F. Johnson and Henry
Bradford Endicott – led many to believe that they ought to provide for employee
wellbeing not only as a matter of principle but also as a matter of good business.

All of this led to a flurry of experimentation throughout the mid-twentieth century.
Organisational scholars and psychologists began putting these theories to the test. Was
worker wellbeing really related to company performance? Or was the relationship
contingent on other factors? Early studies produced mixed results. Two of the most
influential reviews of the literature found that the relationship between job satisfaction
and job performance was minor and negligible for practical purposes.67 Yet both
reviews were rather limited by the small number of reliable studies that had been
published at the time they were written. As more evidence began to emerge in the
1980s and 1990s, the story began to change. In an influential meta-analysis, Timothy
Judge and colleagues improved and expanded on the methodology of previous
reviews by looking at 254 studies, comprising 312 unique samples with more than
54,000 unique observations.68 The authors estimated the overall correlation between
job satisfaction and job performance to be 0.3 and statistically significant.

66 Muldoon (2012). 67 Brayfield and Crockett (1955); Iaffaldano and Muchinsky (1985).
68 Judge et al. (2001).
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More recent reviews have produced largely similar findings. One of the largest
single studies to date analysed Gallup data collected from 339 independent research
studies on 82,000 business units across 49 industries in 73 countries.69 The results of
this analysis are presented in Figure 12.5. Job satisfaction was found to be positively
and significantly associated with customer satisfaction, employee productivity and
profitability and negatively associated with staff turnover. In later specifications, these
results proved to be consistent across four separate industries – finance, manufactur-
ing, services and retail – and for both US and non-US companies. This type of
evidence is now widely considered to be indicative of a significant relationship
between employee wellbeing and firm performance.70

Yet we must remember not to confuse correlation for causation. The fact that job
satisfaction and company performance are highly related does not necessarily mean
the former causes the latter. The reverse could very well be true. It seems entirely
plausible that employees would be happier in more successful companies, especially if
the best companies are more likely to offer higher wages and better benefits. Or
perhaps the relationship is more dynamic. Maybe job satisfaction and job performance
interact and influence each other in a positive feedback loop. Parsing out these causal
relationships can be complicated. Looking at correlations alone won’t do the trick.

–0.4 –0.3 –0.2 –0.1 0 0.1 0.2 0.3 0.4

Customer satisfaction

Employee productivity

Profitability

Staff turnover

Figure 12.5 Job satisfaction and firm performance – correlation coefficients
Source: Krekel et al. (2019) using Gallup data
Note: The figure plots adjusted average correlation coefficients between job satisfaction and
different performance outcomes from a meta-analysis of 339 independent research studies
including observations on the wellbeing of 1,882,131 employees and the performance of 82,248
business units; 95% confidence intervals displayed.

69 Krekel et al. (2019). 70 For other studies, see Tenney et al. (2016).

195The Quality of Work

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


The question of causation in the literature on wellbeing and performance is not a
new concern. Many researchers have adopted creative analytical techniques to shed
light on it. Some of these will be familiar. The first strategy is to analyse longitudinal
panel data (preferably using fixed-effect regressions) to determine whether or not
increases in happiness precede increases in firm performance. In an early review of
16 studies adopting this approach, job attitudes did in fact significantly predict
subsequent performance, although the effect was relatively small.71 At the same time,
job performance did not significantly predict later job satisfaction. A follow-up study
replicated these results, using longitudinal data on 2,178 business units in 10 large
organisations and found that employee engagement significantly predicted later reten-
tion, financial performance and customer loyalty, while the reverse relationships were
insignificant.72 Other studies using panel data in the United Kingdom73 and Finland74

also found that employee wellbeing predicted later workplace performance. In
Finland, the gain in productivity associated with a one standard deviation increase
in job satisfaction was estimated to be 6.6%. Yet another analysis using panel data on
US companies found that firms considered to be most supportive of wellbeing
generated 2.3% to 3.8% per annum higher stock returns than counterparts over a
27-year period.75

These results are encouraging but can still be hard to interpret. There is an issue of
timing. High frequency panel data is quite rare. Given how expensive it can be, few
large-scale surveys make an attempt to collect wellbeing data from the same respond-
ents every month or every week, let alone every day. In the context of major life
events like becoming unemployed or getting married, this may not be a problem.
Events like these are expected to have impacts on wellbeing that remain observable
many months later. In the context of work, predicting the effect of employee satisfac-
tion in one year on individual productivity or company performance the next year can
be much more difficult. The fact that longitudinal panel studies continue to find any
effect at all may in fact be a testament to the strength of this relationship. Nevertheless,
the largest effects of wellbeing on productivity are much more likely to observable in
the short term. These are not easily captured by yearly or even monthly response data.

To address this concern, many researchers have turned instead to experience
sampling methods (ESM). One influential study assessed the relationship between
positive affect and creativity by collecting daily and monthly wellbeing data from
222 employees in seven companies over the course of several months.76 Using a total
of 11,471 employee reports, the authors found that positive affect predicted increases
in the production of creative ideas, as evaluated by peers. Importantly, increases in
positive affect also preceded increases in creativity by up to two full days, providing
evidence of a causal effect. Another analysis adopted a similar methodology to
evaluate the impact of morning moods on the productivity and performance of call
centre workers.77 Employees who were in better moods handled incoming calls more

71 Riketta (2008). 72 Harter et al. (2010). 73 Bryson et al. (2017).
74 Böckerman and Ilmakunnas (2012). 75 Edmans (2012). 76 Amabile et al. (2005).
77 Rothbard and Wilk (2011).
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efficiently throughout the day – measured in terms of independently resolving issues
without a supervisor and having more time available to customers. Though at the same
time, workers who reported higher levels of negative affect made more calls overall.

A separate stream of research has looked at the effect of happiness on productivity in
laboratory experiments. These studies generally try to induce positive affect in
randomly selected groups of participants – often with funny or uplifting videos, music,
expressions of praise or gratitude or gifts – and then compare their performance on
particular tasks to a control group. The results of these endeavours constitute a sizeable
literature, though most tend to point in the same direction.78 Overall, inducing positive
affect is generally found to improve productivity. One of the most widely cited studies
in this regard comes from Andrew Oswald, Eugenio Proto and Daniel Sgroi.79 In a
series of three experiments, study participants were exposed to happiness-inducing
treatments including watching ten-minute comedy videos or receiving free food.
Control groups were shown placebo clips of neutral footage or nothing at all. Both
groups then were asked to perform moderately complex tasks like adding up five two-
digit numbers under time pressure. Increases in happiness were associated with a
sizeable and significant 12% increase in productivity, demonstrating a causal effect of
positive mood on performance. In a natural experiment, participants who had recently
experienced family tragedies, (events that can presumably be attributed to random
natural variation), were also both less happy and less productive than those who did not.

This type of experimental research is widely considered to be the gold standard for
establishing causation. Yet reliability can often come at the cost of generalisability.
There are two related concerns here. First, even if inducing happiness can increase
performance in laboratory settings, to what extent can we be sure this result would
hold in the real world? The controlled environment of a laboratory study is quite
different from a typical workplace. Would happiness still increase productivity and
performance in a company setting? A second related issue concerns the practical
usefulness of these results. Showing employees comedy videos every hour of the day
may not be a practically useful tool for organisations seeking to boost productivity.

One way to address these issues is to run field experiments. These are similar to
laboratory experiments, although generally conduced at larger scales and implemented
in real world settings. The results of some of these endeavours were already intro-
duced in the last section. In the Chinese travel agency experiment, working from home
led to a 13% increase in productivity, higher work satisfaction and lower attrition, but
workers who worked from home were also less likely to be promoted later on.80 The
STAR program to promote family supportive behaviours in a Fortune 500 company
also identified significantly subsequent reductions in employee turnover.81

These sorts of studies are invaluable tools to advance and qualify our understand of
wellbeing and performance. However, they can be enormously complicated and
expensive to carry out, requiring significant buy-in from companies. At the same
time, if one group of workers is allowed to benefit from an intervention to improve

78 For reviews, see Lyubomirsky et al. (2005); Tenney et al. (2016). 79 Oswald et al. (2015).
80 Bloom et al. (2015). 81 Kelly et al. (2014). Also summarised in Moen et al. (2016, 2017).
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their working lives, but another group within the same company is not, this can also
raise ethical and practical concerns. Spill-over effects, where the treatment of one
group influences the experience of another, can be very difficult to control for.

With these considerations in mind, some researchers have instead employed quasi-
experimental designs. These are very much like field experiments in that they seek to
analyse causal relationships in real world settings, although in this case treatment and
control groups are not randomly assigned. Instead, researchers look for sources of
exogenous natural variation by which to divide and compare group behaviour or
performance. For example, if students in a particular school are divided into classes
based on the first letter of their last name, wemay be able to use this variation to estimate
the causal impact of different teachers on students’ test scores. The key assumptions
here would be that both groups are similar enough that any observed differences in test
scores could be causally attributed to differences in teacher performance. The role of
this type of natural variation is to act as a substitute for random assignment.

In one of the largest studies of its kind, a team of researchers applied this technique
to study the relationship between happiness and productivity among call centre
workers at British Telecom, the largest internet and broadband provider in the
United Kingdom.82 The researchers collected weekly happiness reports from employ-
ees in eleven call centres over six months and matched these reports with productivity
data – measured in terms of calls converted to sales, adherence to daily schedules and
number of calls made per hour. Yet just comparing happiness and productivity data
would not be sufficient to establish causation. In addition, the authors collected daily
weather data surrounding each call centre and data regarding the window coverage of
each call centre itself. The fundamental assumption here is that visual exposure to bad
weather – presumed to be a natural and randomly occurring source of variation – is
likely to influence workers’ moods throughout the day, which in turn influences their
productivity. Overall, the study found not only that gloomy weather predicted lower
sales performance but that this relationship was also strongly dependent on visual
exposure. In call centres with few windows, bad weather had no influence on
performance. In call centres with more windows, visual exposure to bad weather
predicted declines in happiness and subsequent declines in productivity and perform-
ance. The effect of a one unit increase in happiness (on a 0–10 scale) was found to
increase sales per worker by 13.4%.

Taken together, the results discussed in this section – from fixed-effects analysis,
experience sampling methods, laboratory experiments, field experiments and quasi-
experiments – strongly suggest a causal effect of happiness on individual productivity
and firm performance. Before bringing this chapter to a close, it is perhaps worth
asking just one more question – why? Why should happier workers be better at their
jobs and happier companies more successful? We have already hinted at a variety of
potential mechanisms by which these relationships can operate throughout this chap-
ter. In Table 12.1, we summarise the most important channels.

82 Bellet et al. (2020).
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Table 12.1 Pathways from wellbeing to performance

Subjective
wellbeing
• Job satisfaction
• Engagement
• High positive
affect

• Low negative
affect

➔

Better health
• Wellbeing predicts better mental and
physical health.a This can lead to more
energy on the job and fewer days out ofwork.

➔

Individual and
organisational
performance
• Productivity
• Profitability

Greater self-regulation
• Happiness allows for greater control and
regulation over mental and physical
resources, while depression and stress can
make it more difficult to focus on tasks and
goals.b

Motivation
• Inducing positive affect in particular has
been shown to increase intrinsic motivation
to solve complex tasks.c

Creativity
• In line with Barbara Frederickson’s (2001,
2004) broaden and build theory of positive
emotions, happier people often have more
mental resources to come up with creative
ideas and solutions to problems.d

Positive relationships
• Better working relationships can foster
more positive experiences at work,
collaboration, and fewer voluntary exists.e

Lower absenteeism
• Job satisfaction predicts fewer absences
from work.f Happier workers may be both
more excited to come to work, and less
likely to be unhealthy.

Lower turnover
• Workers who are less satisfied with their
jobs are more likely to leave them.g This
can cause slowdowns as well as additional
hiring and training costs for firms.

Attract talent
• Organisations that are more supportive of
wellbeing are more likely to attract the
most talented workers.h

Note: Adapted from Tenney et al. (2016). Category added for attracting talent. See Ward (2022).
a See Chapter 10.
b Heatherton and Wagner (2011).
c Oswald et al. (2015).
d Amabile et al. (2005).
e See, for example, the third section of this chapter on what drives employee wellbeing.
f Cooper and Dewe (2008).
g Tett (1993); Bouckenooghe (2013); Azeez et al. (2016).
h Ward (forthcoming).
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Conclusions

Despite the importance of work for wellbeing, working turns out to be one of the least
enjoyable activities we engage in on an hour-by-hour basis. To evaluate the effects of
work on wellbeing, researchers often rely on experience sampling methods (ESM).

Social aspects of work often prove to be more important determinants of wellbeing
than income. These include positive working relationships (particularly with man-
agers), work/life balance, interesting work and purpose. The relationship between
working hours and wellbeing also tends to be mediated by the extent that workers are
able to choose the hours they work.

Workplace wellbeing affects individual productivity and company performance. To
evaluate these dynamics and make causal inferences, researchers employ a variety of
analytical strategies. These include fixed-effects regressions, laboratory experiments,
natural experiments, field experiments and quasi-experiments. Each approach has its
own unique advantages and disadvantages. Nevertheless, taken together, the findings
of these endeavours generally suggest that happiness improves performance.

There are a number of possible pathways through which wellbeing can impact
productivity. These include better health, greater self-regulation and more motivation
at the individual level, as well as positive relationships, lower absenteeism, lower
turnover and greater ability to attract talent at the firm level.

Questions for discussion

(1) Is work really a disutility after all?
(2) Keeping the discussion of workplace wellbeing drivers in mind, can you think of

any interventions that companies could use to boost employee happiness? What is
the effect of different criteria for paying workers?

(3) If you wanted to measure the impact of job satisfaction on, for example, the
number of sick days taken, which methodology would you prefer to use: fixed-
effects analysis, experience sampling methods or field experimentation? What
could each approach tell you about the relationship?
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13 Income*

Money is like muck, not good except it be spread.
Francis Bacon

In 1974, Richard Easterlin published an important article. It was called ‘Has economic
growth improved the human lot?’.1 In it he focused on two alleged facts that were not
apparently consistent with each other:

(1) At a point in time, richer people are on average happier than poorer people,
(though there is a huge overlap).

(2) Over time, increases in national income per head do not lead to increases
in happiness.

This was the so-called Easterlin paradox. If richer people are happier than poorer
people, you would think that, when a country becomes richer, it will also become
happier. But, Easterlin claimed, this is not what happens. And his explanation was
that, when national income increases, everyone increases the norm against which they
compare their own income. The most obvious norm for comparison is the income of
other people. If it is only their relative income that matters to people (rather than their
absolute income), then that could explain why economic growth does not increase the
nation’s happiness.

In this chapter, we shall explore this hypothesis and much else besides.

� First, we shall look at individual happiness and how this is affected by a person’s
income. Similarly, we shall look at happiness and income across countries at a
moment in time.

� Then we shall look at national happiness over time.
� Finally, we shall explore the role of relative income compared with absolute income

and the policy implications of this difference.

* This chapter has benefitted greatly from help from Andrew Clark. 1 Easterlin (1974).
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Differences Between Individuals

As between individuals, three central findings of wellbeing research are these:

(1) In every country, richer people are on average happier than poorer people.
(2) This difference is quite small and explains around 2% of the variance of wellbeing

within the population.
(3) The effect of additional income gets smaller, the richer you are.

Figure 13.1 shows the position in the UK. Each bar shows the average wellbeing of
people at each level of income. As you see, richer people are on average happier than
poorer people. But there is also a huge overlap. This is shown by the thin lines around
each average figure. The lines span from 1 standard deviation below the average to
1 standard deviation above (i.e., they show the range of wellbeing for the middle two-
thirds of people at each level of income). As the figure shows, there are many poor
people who are happier than the average rich person.

The diminishing marginal utility of income

The diagram also shows something else. Extra income makes more difference to
wellbeing at the bottom (left-hand) end of the scale than it does at the upper end of the
scale. An extra $ of income produces a smaller and smaller amount of extra wellbeing
the richer the person is. This old idea is now called ‘the diminishing marginal utility
of income’; and before the behaviourist revolution (discussed in Chapter 2), it was a
central belief of every economist. Indeed, it was why most economists favoured some
redistribution of income – because, when $1 was transferred from a rich person to a
poor person, the rich person lost less wellbeing than the poor person gained. So overall
there was a net gain in wellbeing.

Until the last few decades, this was simply a speculative belief. But the new science
now makes it possible to measure the quantitative effect with some accuracy. And,
once we know how income affects wellbeing, we can compute by how much income
inequality reduces average wellbeing, compared with a situation where everyone
received the existing average level of income (see Box 13.1).

In investigating the effect of income on wellbeing, there are two issues:

(1) What is the functional form of the relationship?
(2) What is the actual size of the effect of income on wellbeing?

On the functional form, we can investigate this empirically, and it turns out that the semi-
logarithmic linear relationship is a very good fit to the data in a whole range of surveys.2

Thus

W ¼ α log Y þ etc (1)

2 Layard et al. (2008).
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where Y is household income per equivalent adult. This fits in with the general law,
known as the Weber–Fechner effect (discussed in Chapter 1), which says that,
whether the experience is of light or sound, the perceived size of a change depends
linearly on the proportional change in the thing that is changing. In a similar way, our
feelings about a change in income depend linearly on the proportional change
in income.

This gives us a direct measure of the marginal utility of income,3 since

dW

dY
¼ α

Y
: (2)

So, a person’s marginal utility of income is inversely proportional to her income: an extra
$1 matters 10 times more to a poor person than to someone who is 10 times richer. If
equation (2) is exactly right, the marginal utility of income will always be positive, even
though it can be very lowwhen a person’s income is high; and there is some evidence that,
in fact, marginal utility becomes zero at some point – the point of ‘satiation’.4

The size of the effect of income on wellbeing

However, we still need to know the size of the coefficient α To find it, we could
estimate a cross-sectional equation of the following form
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Figure 13.1 Average life satisfaction at different levels of income (Britain) (Bracketed range
includes 2/3 of each income group)
Source: Gallup World Poll 2017–19, Cantril ladder

3 Prior to the science of happiness, economists tried to infer this from the degree of risk aversion or other
indirect means.

4 Jebb et al. (2018). Using the Gallup World Poll, they estimate satiation at around $100,000 per equivalent
adult in advanced countries, China and the Middle East/North Africa and around $50,000 in other regions.
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Wi ¼ α log Yi þ
X

j

bjXij þ ui (3)

where the Xjs are the other things that determine wellbeing – acting in this case as
control variables. These controls should obviously include age, age squared5 and
gender, but what else is not completely clear. For there are at least five problems that
arise when estimating equation (3).

Problems

(1) If income is measured inaccurately, the estimate of α will be biased downwards.
(2) If we include controls that are themselves affected by income (and thus ‘mediate’

its effect), we shall underestimate the total effect of income upon wellbeing.
(3) If, on the other hand, we omit variables that are positively correlated with both

income and wellbeing, we shall overestimate the effects of income, by omitting
these ‘confounding’ variables.

(4) The relationship in equation (3) may not be properly identified, because there may
also be a relation between income and wellbeing in which wellbeing is causing
income. This is the problem of reverse causality.

(5) If people are affected by other people’s incomes, we should include these in
the controls.

We shall deal with these problems as follows.

(1) We measure income as income per person in the household (children being
converted into ‘equivalent adults’). This is a proxy for living standards. (Though
consumption data would be preferable, they are not generally available in surveys
where we also have data on wellbeing.) In most surveys, incomes are self-
reported, but they are no less accurate than data on, for example, health.

(2) We shall show estimates with and without including mediating variables.
(3) To handle confounding variables that are omitted, we shall exploit the panel

nature of the data, by including in each equation a person fixed effect fi . This will
remove the effect of any omitted variables that do not vary over time. It gives an
equation

Wit ¼ α log Yit þ
X

j

bjXijt þ f i þ vt þ eit (4)

The estimate of α is now based on comparisons ‘within-person’ (rather than across
persons). Aswe shall find, such panel equations tend to give very low estimates of α,6

but this is partly due to enhanced effects of measurement error7 and partly because
the timing of effects may not be properly represented by the form of the equation.

5 This needs to be included because in advanced countries happiness tends to follow a U shape – higher in
youth and old age and lower in middle age (see Chapter 14).

6 See Table 13.2. 7 See any econometrics text.
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(4) To deal with the problem of reverse causality,8 we shall show the results of
including an element of income that is completely random and therefore
exogeneous. This is people’s winnings in a lottery.

(5) We shall normally include the log income per head of a person’s comparator
group (people of similar age, gender and region). This is to estimate the role of
relative income as compared with absolute income. However, we leave reporting
these comparator effects till later in the chapter.

Results

We can begin with simple cross-section results for Britain, Germany, Australia and
the United States. The data for the first three countries are from annual longitudinal
household studies (UKHLS, SOEP and HILDA) and for the United States, they are
from the annual cross-sectional BRFSS.

As Table 13.1 shows, the effects are not large. To take the US case, one additional
point of log income, corresponding to nearly a tripling of income, will produce an
extra 0.31 points of wellbeing (out of 10 points maximum).9

It is interesting to see how much of the variance of happiness is explained by
income inequality. Remember that the partial correlation coefficient is

β ¼ α SD log Yð Þ
SD Wð Þ ¼ 0:31� 0:82

1:55
¼ 0:16: (5)

So the share of the variance of W in the United States explained by income
inequality is

β2 ¼ 0:162 ¼ 0:0256 ¼ 2:56%:

This 2.56% compares with an R2 of around 19% for the full set of influences shown in
Figure 8.2. Yet, some economists claim that ‘absolute income is the dominant fact
determining wellbeing’.10 That is clearly not correct. Income is one important influ-
ence but one among many.

Moving on to the issue of omitted variables, one possible solution is to use a fixed
effects equation like that shown in Chapter 7 and thus exploit the panel nature of the
data. As Table 13.2 shows, this produces smaller coefficients.11 But we should
probably ignore these time-series estimates due to the problems noted earlier.

A final way to handle omitted variables and reverse causation is to use data on
lottery winnings. In the majority of studies, these are followed up over short periods

8 De Neve and Oswald (2012) demonstrate that adolescent wellbeing affects subsequent income, using
sibling fixed effects.

9 These estimates hold other things constant. But some of these other things may be affected by income. To
get a maximum estimate of the total impact of income we would hold nothing constant. In this case, the
estimated cross-sectional coefficients tend to be very roughly double the estimates with controls of the
kind we have shown.

10 Sacks et al. (2013).
11 This might suggest that the cross-sectional estimates may include an element of reverse causality.
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and are therefore difficult to interpret. But in a remarkable study, Lindqvist and others
followed up people who played the Swedish lottery for a further 22 years after that.12

Among the players, the winnings could reasonably be counted as random. And the
size of the winnings had a similar effect on wellbeing over all the 22 years. If we
convert these one-off winnings into an equivalent income stream, the effect of a unit
change in log income is to raise wellbeing (0–10) by 0.38 points.

One further issue: are the effects of log income different in poorer countries to the
effects in richer ones? We can examine this, using data from the Gallup World Poll.
The results are shown in Table 13.3. The coefficients are remarkably similar in
countries at all levels of income. This is less surprising than might appear since
(due to the diminishing marginal utility of income) an extra dollar in the hands of a
poor person is worth 20 times more than in the hands of someone who is 20 times
richer. We should also note that for high income countries the coefficient is somewhat
higher than those shown in Table 13.1, which makes sense since in Gallup data the
Table 13.1 countries do have coefficients somewhat below the high-income
country average.

It is helpful to have in mind a benchmark coefficient for the effect of log income on
wellbeing. In picking one, we should also bear in mind the danger that the Table 13.3

Table 13.1 Effects of log income on life satisfaction (0–10) (pooled cross-sections)

Britain Germany Australia United States

0.16 0.26 0.16 0.31
(.01) (.01) (.01) (.01)

Source: A. E. Clark et al. (2018) Table 2.2; Britain, Understanding Society (1996–2014);
Germany, SOEP (1984–2015); Australia, HILDA (2001–2015); United States, BRFSS
(2006–14).
Note: Standard errors in brackets. ‘Controls’ include all those in Figure 8.1. Estimates omitting
comparator income are very similar.

Table 13.2 Effects of log income on life satisfaction (0–10) (individual fixed effects)

Britain Germany Australia

0.04 0.08 0.06
(.01) (.01) (.01)

Source: A. E. Clark et al. (2018) Table 2.2; Britain, Understanding Society (1996–2014);
Germany, SOEP (1984–2015); Australia, HILDA (2001–2015).
Note: Standard errors in brackets. ‘Controls’ include all those in Figure 8.1. Estimates omitting
comparator income are very similar.

12 Lindqvist et al. (2020). Obviously, lottery winnings may have different immediate psychological effects
from other types of income – but less so if spent over a long period.
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coefficients are exaggerated through reverse causality. Thus we would suggest that a
figure of 0.30 is a useful benchmark.13

This gives us straight away two vital pieces of information. The first is the marginal
utility of income (meaning the change in WELLBYs for an extra dollar of annual
income). As we explained earlier, this is given by α=Y . So if annual income per head is
$30,000, the marginal utility of income is 1/100,000.14 And 1 extra WELLBY is
equivalent to some $100,000 (spread across a group of people).

Second, we can measure the direct impact of inequality on average wellbeing. As
Box 13.1 explains, in the typical country this is of the order of 0.12 points (out of 10) –
that is how much average wellbeing would rise if average income remained the same
but income inequality was abolished. It is a surprisingly small figure.

Table 13.3 Effect of log income on life satisfaction (0-10): By income of country (Pooled cross-section)

High Upper middle Lower middle Low All

0.37 0.43 0.45 0.35 0.40
(.04) (.04) (.03) (.04) (.02)

Source: Gallup World Poll 2009–19, Cantril ladder; individual data; regressions include as
controls: unemployed, degree, partnered, health problems, age, age2, country by year fixed
effects; regressions by Ekaterina Oparina

Box 13.1 The direct effect of income inequality on average wellbeing
We are interested here in the difference between average wellbeing as it now is and
average wellbeing as it would be if everyone received the current average level of
income. This difference equals15

0:3

P
logYi

N
� log �Y

� �
:

Using a quadratic Taylor’s series expansion of log Yi this becomes

0:3 log �Y þ 1
�Y

�Y � �Yð Þ � 1
2

P
Yi � �Yð Þ2
N�Y2 � log �Y

 !

¼ �0:3
2

Var Yð Þ
�Y2 :

In a typical advanced country, Var(Y)/Ȳ2 is around 0.8,16 so the direct cost of
inequality is 0.12 points (out of 10). There are also of course indirect effects
through the pattern of human relationships and so on.

13 The high-income country average in Table 13.3 is unaffected if we remove countries in the Middle East.
14 This would mean that the statistical value of a life-year with wellbeing of 7.5 points is $750,000 –

higher than is usually allowed for in rich countries.
15 This is analogous to the Atkinson (1970) income inequality index. If W ¼ αlogY , the Atkinson index of

income inequality is given by Var(Y)/2Ȳ2.
16 See A. E. Clark et al. (2018) annex, Tables D1–5.
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Differences Between Countries

We can turn now to differences in income between countries and how these are
reflected in the country’s average level of wellbeing. Figure 13.2 shows the scatter
diagram of countries together with the line of best fit.

As with individuals, there is overwhelming evidence of diminishing marginal
utility of income, and the line of best fit has been estimated using the logarithmic
formulation. If no other variables are included, the effect of log income is very
substantial. But, as we argued in Chapter 8, this is partly because high income is
correlated with many other cultural variables including trust, social support, freedom
and generosity. We do not know how far these other characteristics have been caused
by national income. But suppose we are asking How much would it help if households
were given more income? Then clearly we should be holding these other things
constant. In that case, when estimated across countries, the coefficient of wellbeing
on log income is 0.33 (se ¼ 0.07).17 This is conveniently similar to the coefficient
across individuals.18

Figure 13.2 Average life satisfaction and household income per head: across countries
Source: Gallup World Poll (2019)

17 See Chapter 8. With nothing held constant, the coefficient is rather over double this.
18 This does not logically prove that social comparisons are unimportant. For example, it might logically be

the case that Wic ¼ b1 log Yic � log �Ycð Þ þ b2 log �Yc � log �Yworldð Þ and b1 ¼ b2.
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Time-Series for Countries

We turn now to the second part of the Easterlin paradox. His claim is that, as time
passes, higher national income does not produce higher national wellbeing. In the
cross-section of individuals we have found that

W ¼ alogY þ etc:

One would therefore expect that over time at the country level

ΔW ¼ aΔlogY þ etc:

But Easterlin says it does not.
So what are the facts? The most striking fact supporting Easterlin is the story of the

United States. As Figure 13.3 shows, average happiness has not increased there since
the 1950s, despite rapid economic growth that was widely shared at least till
the 1970s.

However, Figure 13.3 does not prove that in the United States higher income did
not improve wellbeing. It might have done so, with other factors offsetting this effect.
In any case, the experience of one country can prove little. So the first step is to see
whether countries with higher long-term economic growth have had higher growth in
wellbeing. It is important to stress the word long-term because there is no doubt that
happiness rises in booms and falls in slumps (for all kinds of reasons we shall come
to). But do countries with high long-term growth do better in terms of happiness?

Long-term growth and wellbeing

To investigate this, the best available long time-series is for European countries, where
the Eurobarometer survey has been conducted regularly in many countries since the
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Figure 13.3 Happiness and income per head in the United States, Australia and West Germany
Sources: United States: AIPO, NORC and GSS grafted together using overlapping data;
Australia: HILDA; Germany: https://tinyurl.com/3jyjaw4x, based on SOEP.
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early 1970s.19 To investigate the effect of long-term growth, it is of course necessary
to control for booms and slumps (which drive wellbeing up and then down). This is
done in the following equation, by including percentage unemployed (u) and annual
percentage inflation (π), as well as GDP per head and country fixed effects.

�Wct ¼ a1 þ 0:29
:17ð Þ

log �Yct � 0:06
:02ð Þ

u� 0:007
:004ð Þ

π þ f c:

As the equation shows, income is estimated to have a positive effect but with a huge
standard error.20 This is typical of multi-country time-series – reflecting in part the very
different growth rates of wellbeing in different countries with similar rates of income
growth.21 Thus, the conclusion on the second part of the Easterlin hypothesis has to be
‘sometimes yes and sometimes no’. But for citizens of theUnited States there is a particular
challenge – of why they are no happier on average than people were in the 1950s.

The Role of Income Comparisons and Adaptation

There is one obvious reason why national increases in income over time might
produce lower changes in wellbeing than individual increases in income at one point
in time. It is social comparisons.

Suppose that each of us has a comparator group with whomwe compare our incomes
and that much of our concern about income is focused on our relative income rather
than our absolute income. Then a person’s wellbeing depends positively on her well-
being but negatively on the income of her comparators. The relationship could be22

Wi ¼ a1 log Yi � a2 log �Yi þ etc: a1; a2 > 0ð Þ (5)

where �Yi is the average income in the person’s comparator group. This can also be
written as the sum of the effects of absolute income (Yi) and of relative income Yi=�Yið Þ:

Wi ¼ a1 � a2ð Þ log
"

Absolute
income

Yi þ a2 log
"

Relative
income

Yi

�Yi

� �
þ etc:

19 The countries covered below are Austria, Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Netherlands, Portugal, Spain, Sweden and the UK.

20 Analysis by Ekaterina Oparina. Splitting the coefficient into trend and cycle makes no difference once
unemployment is included. And including time dummies as well reduces 0.29–0.08. An identical
equation to the one in the text, but using World Values Survey for all waves 1981–2019, gives the
following coefficients: �0.11 (.20), �0.04 (.01), �0.02 (.00).

21 An analogous way to study the data is to estimate for each country the trend in wellbeing and the trend in
log GDP per head and then regress one on the other (across countries). This is the approach in Easterlin
and O’Connor (2020). See Annex 13.1.

22 In this formulation Ῡ has no effect on individual i’s choice of hours. There is some evidence that it does
(see A. E. Clark et al. [2008]), which raises an even bigger policy problem – that people are working
harder simply because others are doing so (the rat-race).
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If a2 is substantial, comparators’ income is a substantial force reducing our happiness.
So what is the evidence on the effect of comparator income? In the great majority of

studies, it is negative and large.23 But the findings sometimes depend on what group
people are assumed to compare themselves with – very local (such as neighbours or
colleagues) or people from the same region, age group and gender.24 In the cross-
sectional study reported in Table 13.1, we used the latter definition. The results are
shown in Table 13.4.

In these countries, the effects of comparator income are negative and large. Thus,
the effects of relative income are positive and large. Meanwhile, the effects of absolute
average income, which is the sum of the two rows in Table 13.4, are small. If these
numbers are anywhere near right, they provide an obvious explanation of the Easterlin
paradox:

� When an individual has a higher income, holding �Y constant, she is happier. This is
mainly because her relative income is higher.

� But when the whole society becomes richer, �Y rises and relative incomes do not
change. (Some people may go up in relative terms and others down but the average
of relative income remains constant.) So at the level of society the only effect of
economic growth is the weaker effect of absolute income.

There is much other evidence that people care about relative income as well as
absolute income. Some of it comes from neuroscience, led by Armin Falk of the
University of Bonn.25 His team organised an experiment where participants had to
undertake a task while undergoing a functional MRI measurement of brain activity in
the brain’s reward centre, the ventral striatum. Those who successfully completed the
task were given a financial reward, which was varied randomly. They were also told of
the reward, if any, received by the person with whom they were paired. The findings
were remarkable. The measure of activity in the ventral striatum increased by 0.92

Table 13.4 Effect of log own income and log comparator income on life satisfaction (0–10) (pooled cross-sections)

Britain Germany Australia United States

Own income 0.16 (.01) 0.26 (.01) 0.16 (.01) 0.31 (.01)
Comparator income �0.23 (.07) �0.25 (.04) �0.17 (.06) �0.19 (.03)

Source: A. E. Clark et al. (2018) Table 2.3; Britain, Understanding Society (1996–2014); Germany, SOEP
(1984–2015); Australia, HILDA (2001–2015); United States, BRFSS (2006–14)
Note: Standard errors in brackets. ‘controls’ include all those in Figure 8.1.

23 A. E. Clark et al. (2008).
24 In local comparisons, the coefficient is sometimes positive. This is probably because neighbours’

incomes are taken as a forecast of our own incomes (‘light at the end of the tunnel’). Graham (2012);
Ifcher et al. (2018).

25 Dohmen et al. (2011).
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units for every €100 they themselves received and fell by 0.67 units for every €100
their pair received. So, relative income had double the effect of absolute income.

In another ingenious experiment, David Card (another winner of the Nobel Prize)
and his colleagues examined the effect of knowing the incomes of your colleagues. It
happened that the University of California, where he works, had recently put all
faculty salaries online. But most people did not know about it. So Card informed a
random selection of the faculty members that these data existed. He also measured the
wellbeing of the treatment and control group before and after he did this. Those who
learned about colleagues’ salaries became on average less satisfied.26 So relative
income clearly matters.27

Adaptation

However, some psychologists favour a different explanation of the Easterlin paradox –
adaptation. According to this, people may enjoy an increase in income for a time but
then they get used to the higher income and their wellbeing reverts to its former level.
Unfortunately, not many studies have tested the effect of social comparisons and
adaptation simultaneously. In Table 13.5 we do this, using the same panel data that
was used cross-sectionally in Table 13.4. But this time we include a fixed effect for
each individual, and we include not only social comparison income but also the lagged
values of own income:

Wit ¼ α1 log Yit � α2 log �Yit þ α3 log Yi,t�1 þ a4 log Yi,t�2 þ etcþ vt þ f i þ eit: (6)

.When this fixed effects model is run, the effect of one’s own income is lower than in
cross-section (as discussed earlier). But the negative effect of comparator income is

Table 13.5 Effect of own income, comparator income and own lagged income on life satisfaction (0–10)
(with fixed effects)

Britain Germany Australia

Log own income 0.06 (.01) 0.19 (.01) 0.06 (.01)
Log comparator income �0.09 (.06) �0.12 (.04) 0.01 (.04)
Log previous 3 yrs’ income �0.02 (.02) �0.08 (.01) �0.01 (0.01)

Source: A. E. Clark et al. (2018) Table 2.4; Britain, Understanding Society (1996–2014);
Germany, SOEP (1984–2015); Australia, HILDA (2001–2015).
Note: Standard errors in brackets. ‘Controls’ include all those in Figure 8.1. Note that
comparator income has little movement except for people who move regions.

26 Card et al. (2012).
27 Similarly, Perez-Truglia (2020) found that, since Norwegian tax records became publicly available in

2001, the gap in life satisfaction between rich and poor people increased by 21%. Many psychologists,
like Nicholas Chater and Gordon D. A. Brown, argue that people care more about their position in the
rank order of income than they care about relative income. The broad implications of both views
are similar.
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much more substantial than of lagged income from the previous three years. In any
case, adaptation cannot be the main reason for the Easterlin paradox: in any commu-
nity, most richer people have always been richer and poorer people have been poorer,
and yet the richer people are on average happier.28

Policy Implications of Income Comparisons

The analysis in this chapter has major implications. First, as we have said, diminishing
marginal utility is a powerful argument for the redistribution of income to the point
where it ceases to raise average wellbeing. This point has been understood for many
years. But the role of social comparisons introduces a completely new argument in
favour of taxation (not based on the diminishing marginal utility of income nor on the
need to fund public goods).29

To see this, assume a world in which everybody is equal. It will still be the case that
when someone works longer and therefore earns more, she increases the income level
against which everyone else compares their income. This is a negative externality,
and it leads to an inefficient scale of work unless something is done. What level of tax
would suffice? Let us suppose that there are (N þ 1) identical individuals each paid
(for simplicity) a salary of one unit per hour worked – meaning that a person’s
earnings equal the hours she works. So suppose that individual wellbeing depends
additively on own log income, log comparator income and the cost of work effort.
Then, if there are no taxes,

Wi ¼ α1 log Hi � a2 log �H � C Hið Þ C0 > 0ð Þ (7)

where �H is the average income of the other N people, and the last term is the psychic
cost of working Hi hours.

30

When anyone works longer to improve their own income, they also raise the
average income �Hð Þ against which others compare their income. In the absence of a
tax, the individual chooses Hi to maximiseWi, ignoring the effect this has on �H: So the
individual optimum in the absence of a tax is found by setting dW/dHi equal to zero,
which gives

α1
Hi

¼ dC

dH
Hið Þ (8)

.The value of marginal income is equated to the psychic cost of obtaining the
marginal income.

But the social optimum would also allow for the negative effect of increased Hi on
the wellbeing of the other N people. When Hi goes up by one unit, �H goes up by 1/N.

28 This is not because their position in the distribution is temporary – it is mainly ‘permanent’.
29 Layard (1980, 2006).
30 If the leisure time of comparators also had a negative effect, the distortion would be less. But there is

evidence that people do not compare their leisure with that of others. See Solnick and Hemenway (1998).

215Income

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


This in turn reduces the wellbeing of each of the other N people by α2= �Hið Þ 1=Nð Þ. But
there are N people who are affected in this way, so the total loss of wellbeing is
α2= �Hið Þ. The social optimum takes this into account and is therefore given by31

a1 � a2
�Hi

¼ dC

dH
�Hið Þ: (9)

This implies fewer hours of work.
So what is the optimum corrective tax?32 Suppose it is structured as a linear tax

with a constant marginal tax rate (t) and the yield is returned to the workers in lump-
sum form. Then the individual optimum is now

α1 1� tð Þ
Hi

¼ dC

dH
Hið Þ: (10)

We now want to find that value of t that ensures that the individual optimum is the
same as the social optimum. This requires

α1 1� tð Þ ¼ α1 � α2:

So the optimum marginal tax rate is α2=α1 – the ratio of the pollution effect to the own
income effect. Given the estimated values of α2, this could justify quite high marginal
tax rates on grounds of efficiency. At the very least, this externality argument should
be put against the traditional argument that taxation has an ‘excess burden’ – because
it inefficiently discourages work.33 If when people earn more they are imposing a cost
on others, this should be taken into account in any argument about what is efficient.

Similarly, with cost-benefit analysis. If a project is paid for out of higher taxes paid
by everybody, any loss of wellbeing from the tax will be partially softened by the fact
that everybody else is losing as well.

It is sometimes said that this argument is less forceful if people only compare
themselves with small numbers of other people. But, as our reasoning earlier about
N showed, the argument applies whatever the size of the group.34

Another important implication of social comparisons is for us as individuals.
People who make fewer comparisons are on average happier.35 So we should train
our tastes, as far as we can, to reduce α2: Libertarians argue that, if we don’t do this,
that is our lookout, and governments should ignore human failings. But this approach
is inconsistent with an evidence-based approach to ethical questions.

31 Another way to arrive at this conclusion is simply to find the level of H, which, if everybody worked that
long, would yield the social optimum. Differentiating equation (7) by H and setting dW/dH¼ 0 yields (9)
straight away.

32 Boskin and Sheshinski (1978). They solve this problem for a world in which wage rates differ
between people.

33 In the economic jargon, the ‘excess burden’ compares the cost of the tax with the cost of a lump sum tax.
The excess is due to the effect of the tax in making people substitute income for leisure. See Layard and
Walters (1978) p. 87.

34 This assumes that α2 is independent of N.
35 For example, White et al. (2006).
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A second argument in support of corrective taxation comes from unforeseen
adaptation. If people work harder to increase their income but overestimate the effects
of this on their own wellbeing,36 that is another reason why some marginal taxation
could be good for efficiency.

Economic Fluctuations

We turn finally to fluctuations of income over the business cycle. What is certain is
that wellbeing rises in booms and falls in slumps. Two processes are at work here. The
first is adaptation. Morale is higher when income is high relative to previous income
and low in recessions (when the reverse applies). And the second is loss-aversion.
This time we are talking about ex post loss aversion (not the ex ante loss aversion that
affects decisions). There is powerful evidence that the loss of wellbeing when income
falls by a given amount is roughly double the increase in wellbeing when income rises
by the same amount.37 This has profound implications.

� First, it helps to explain the weak long-term relationship between income and
wellbeing, since the years of income decline have such strong negative effects.

� Second, in terms of policy, it argues strongly for the importance of economic stability.
In his famous Presidential Address to the American Economic Association, the neo-
classical economist Robert Lucas argued that economic cycles were unimportant
compared with the rate of long-term economic growth. Cycles could therefore be
tolerated if they increased long-term growth. The implication of wellbeing research is
the opposite: higher long-term growth ought not to be pursued if it leads to economic
instability. Humans like stability and it is the job of policy to provide it.

Conclusions

� The Easterlin paradox states that
(1) in a given context richer people are on average happier than poorer people,
(2) but over time greater national income per head does not cause greater

national happiness.
� Statement (1) is certainly true. We reviewed a mass of evidence and concluded that,

as a benchmark, a unit increase in log income raises wellbeing by 0.3 points (out of
10). The share of the within country variance in wellbeing explained by income
inequality is 3% or less. So income is in no sense a proxy for wellbeing.

� Across countries, the effect of a unit change in log income per capita (other things
equal) is also around 0.3 points of wellbeing.

36 Loewenstein, O’Donoghue and Rabin (2003).
37 One such study uses country data (De Neve et al. [2018]). Another uses individual data (Boyce et al.

[2013]).
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� Over time, wellbeing has increased with income in some countries but not in others.
Thus statement (2) is still the subject of ongoing research.

� From direct studies on individual data, it is clear that in most cases a rise in other
people’s income reduces your own wellbeing. This means that the effect of one
person’s income on that individual’s wellbeing overestimates the effect of
economic growth on the overall wellbeing of society.

� From a policy point of view, income comparisons mean that when a person earns more
she imposes a cost on other people. This is a negative externality and one way to
control it would be by corrective taxation. If the externality is as large as our estimates
suggest, this could mean that quite high rates of marginal tax are efficient.

� The final issue is economic fluctuations. Wellbeing rises in booms and falls in
slumps. One important reason is loss-aversion – people dislike a loss of income
twice as much as they like a gain of equal size (both likes and dislikes being
measured in units of ex post wellbeing). This may be a partial explanation of the
Easterlin paradox. In terms of policy, it means that economic stability is enormously
important and ought not to be sacrificed in pursuit of small increases in long-term
economic growth.

Questions for discussion

(1) Are the estimated effects of income plausible?
(2) Why do they not differ between rich and poor countries?
(3) Are national time-series estimates of the effect of income consistent with within-

country estimates based on individuals?
(4) How important are social comparisons and what are their policy implications?
(5) How important is adaptation?
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14 Community

When I is replaced with We, illness becomes wellness.
Malcolm X

Social Connections

As Aristotle observed, human beings are social animals. In prehistory, it was our
ability to cooperate that ensured our survival. And we still rely on other people to
satisfy most of our needs. We need them for objective support but also for much more.
We need them for affection and our very sense of who we are (our identity). And, to
have a sense of meaning and belonging in our lives, we need to be needed by others.1

Most of us have a wide range of social connections.We have family and other intimate
relationships. We have friends. We have colleagues through work. And we may have a
wide range of other contacts through sports clubs, cultural organisations, community
centres (for the young and old), parents’ associations, political parties, trades unions and
voluntary organisations of all kinds. So, to begin with, you might like to list all your main
social connections of all kinds, in the order of their importance for your wellbeing.

To show how important these relationships are, many researchers have taken a
sample of people, measured their initial characteristics, and then followed them for
10 years or so to see who lived and who died. The initial characteristics they measured
included the respondents’ health and their social relationships. And it turned out that
having ‘poor or insufficient’ relationships, compared with ‘adequate’ relationships is
as likely to kill you as smoking cigarettes is. In each of these cases, (other things
equal) you become 50% more likely to die in the next 10 years or so.2

This is the result of a meta-analysis of 148 different studies and focuses on all forms
of social relationships. Other studies focus just on loneliness. Loneliness is surpris-
ingly common. As Vivek Murthy reported after serving as US Surgeon General: ‘To

1 For an excellent survey of the main issues in this chapter, see Helliwell et al. (2018a). On the physiology
of social connections see Lieberman (2013).

2 Holt-Lunstad et al. (2010). See also the original Grant and Glueck Study from Harvard University: www
.adultdevelopmentstudy.org/grantandglueckstudy.
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my surprise, the topic of . . . loneliness . . . received the strongest response from the
public of any issue that I worked on.’3 In the United States, 22% of adults say they
often or always feel lonely or socially isolated.4 It is a growing problem as more and
more people worldwide live on their own.

Loneliness is a killer.5 Compared with others, those who feel lonely are 26% more
likely to die, those who feel isolated are 26% more likely and those who live on their
own are 30% more likely to die. They lead less healthy lives, have higher blood
pressure and weaker immune systems.

So what is the effect of social connections on wellbeing (rather than on life-
expectancy and physical health)? Perhaps the simplest question of all about social
connections is ‘If you were in trouble, do you have relatives or friends you can count
on to help you whenever you need them?’ This question is asked in the Gallup World
Poll, and in Chapter 8 we have seen its key role in explaining differences in wellbeing
across countries. In the Central African Republic, 29% say Yes to this question (the
lowest proportion of any country) while in Iceland 99% say Yes (the highest propor-
tion). This difference of itself causes an estimated difference in average wellbeing of
1.4 points (out of 10) between the two countries.6

Similarly, family relationships (having a partner) increase wellbeing and so do
high-quality working relationships (see Chapter 8). But we have not so far looked at
the importance of relationships that people have in the community. That is what this
chapter is about.

We are concerned here with the whole network of social relationships outside the
family and the workplace. We are also concerned with the norms and values embed-
ded in these relationships. Together, these phenomena comprise the ‘social capital’ of
a community. So we shall examine

� community networks (sometimes also called ‘civil society’),
� trust and social norms and
� some specific community activities – culture, sport and religious worship.

We shall look at the following issues:

� How important are social networks and volunteering?
� How important is a culture of trustworthy behaviour?
� The importance of inequality, crime, diversity and immigration.
� How do cultural, sporting and religious activities affect wellbeing?

Community Networks

The idea that social networks matter is hardly new. It was central to the founders
of sociology including de Tocqueville (who described their importance in

3 Murthy (2020). 4 DiJulio et al. (2018). 5 Holt-Lunstad et al. (2015).
6 Helliwell et al. (2017).
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nineteenth-century America), as well as Durkheim, Dewey and Weber. But in recent
times, their importance has been highlighted above all by Robert Putnam of Harvard
University. In Bowling Alone (2000) he contrasted a society where people do most
things with other people (including going bowling) to a society where people do more
on their own. He showed that in the United States, membership of group associations
was in sharp decline.

He then, working with John Helliwell, showed that this was bad for people’s
wellbeing. In a seminal article the two of them studied what determined life satisfac-
tion among the 84,000 people covered in the early waves of the World Values
Survey.7 They studied both individual and national influences upon life satisfaction.
And they showed that an increase of one in the average number of organisations that
people belonged to raised average wellbeing in a country by 0.3 points (on a scale of
0–10). Trust also had a strong effect (see ‘Trust’ section below). Similar results have
been found in many subsequent studies. These later studies have also shown how
social connections have buffered people against the negative effects of recession and
natural disasters, by being of greater help the greater the disaster.8

Volunteering

All the networks we have been considering depend on volunteering. The governing
committees are often volunteers, and most of the work is done by volunteers. This is
true whether the organisation operates for the benefit of its members or to help others
who are more disadvantaged. In the latter case, the activity is twice blessed – it blesses
those being helped, but it also blesses the helpers. (‘It is in giving that we receive.’)

A good example of these two-way benefits is the Experience Corps that flourishes
in many American cities and enables old people to feel needed by giving meaningful
support to children. The volunteers must be at least fifty and they deliver literacy
support to primary school children up to the third grade. Most of the volunteers have
high school education only, and they get two weeks’ training in how to deliver the
literacy support. They then work in schools delivering this support for fifteen hours a
week. In Baltimore, the volunteers have been carefully followed up in a controlled
trial, lasting on average for six months. Compared with a wait-list control group, the
volunteers who participated in the trial found they had increased ‘the number of
people they could turn to for help’, as well as their level of physical activity.9 Over
two years, when compared with controls, they were found to have increased their
brain volume in both the hippocampal and cortical areas.10 This makes good sense:
contacts between young and old not only advance the young, but they rejuvenate
the old.

Another clear example of the benefits of volunteering comes from the experience of
East Germany after reunification with the West. During reunification, much of the

7 Helliwell and Putnam (2004). 8 Helliwell et al. (2018c). 9 Tan et al. (2006).
10 Carlson et al. (2015).
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voluntary activity that had prevailed under Communism collapsed, and the wellbeing
of the previous volunteers fell much more than that of other East Germans.11

Social networks serve many functions. Some of these are very practical services for
their members, while others reach out to the wider community. Through all forms of
social connection, the happiness of one person affects the happiness of others. This is
demonstrated clearly by the Framingham Heart Study. The connections it studied
included not only what we have called community networks but also relatives, friends
and colleagues. For each member of the sample, it repeatedly measured their happi-
ness and that of their close contacts. It found that if your relative, friend or neighbour
became happier, you became significantly more likely to be happy – and thus to make
others happy in your network. This effect was then passed on through two further
waves of contacts.12

But networks can also of course transmit negative outcomes. The sociologist
Nicolas Christakis, who showed how networks spread happiness, also showed how
they can spread obesity.13 So the message that a network transmits is hugely import-
ant. One key message is about trust.

Trust

‘Do you think that most people can be trusted (or alternatively, that you can’t be too
careful in dealing with people)?’ You might like to try giving your own answer to this
question. At the national level, the proportion of people saying Yes to this question is
an obvious measure of the extent of trustworthy behaviour in the community. The
proportion who say Yes varies hugely from 5% in Brazil to 64% in Norway.14 And, as
we saw in Chapter 8, it has a substantial impact on average wellbeing in the country –

a rise of 60% in the population saying Yes (corresponding to the difference between
Brazil and Norway) increases average wellbeing by some 0.6 points (out of 10). This
is similar to the gap between employed and unemployed people.

But how accurately do these answers on trust really reflect actual behaviour in a
country? Fortunately, there is a simple experiment, first conducted by the Reader’s
Digest. Actual wallets were dropped in the street, containing significant amounts of
money as well as the name and address of the wallet’s owner. In one experiment, this
was done in 20 cities in Europe and in 12 cities in the United States.15 The experi-
menters counted what proportion of the wallets were returned. In Oslo and
Copenhagen, all the wallets were returned, but the proportion varied greatly across

11 Meier and Stutzer (2008). On the benefits of volunteering, see also Binder and Freytag (2013); and Dolan
et al. (2021).

12 Fowler and Christakis (2008).
13 Christakis and Fowler (2007). The obesity problem may have been accentuated by social media – see

Chapter 9.
14 World Values Survey, www.worldvaluessurvey.org/wvs.jsp. 15 Knack (2001).

224 Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://www.worldvaluessurvey.org/wvs.jsp
https://www.worldvaluessurvey.org/wvs.jsp
https://www.worldvaluessurvey.org/wvs.jsp
https://www.worldvaluessurvey.org/wvs.jsp
https://doi.org/10.1017/9781009298957


the other cities.16 And, importantly for the research, the proportion of wallets that were
returned was highly correlated with the answers to the question about trust given in the
same country. So we can indeed place some credence on the answers about trust.

We can also examine the effect of trust at the individual level.17 In one survey,
people were asked whether they would expect a lost wallet containing $200 to be
returned. Those who said ‘Very likely’ were experiencing (other things equal) an extra
one point of wellbeing (out of 10) compared with those who said ‘Very unlikely’.18

One of the most remarkable findings about the wallet experiments is this: the more
money a wallet contains, the more likely it is to be returned. This is contrary to most
models of human nature. But it comes from a study in the largest cities in 40 countries,
rich and poor, involving 17,000 wallets.19 In virtually all countries, a wallet was more
likely to be returned to the owner if it included some money. And the more money
there was the more likely the wallet was to be returned (see Figure 14.1).

Moreover, higher trust has another important effect – it not only raises average
wellbeing, but it also reduces the inequality of wellbeing. This is because high trust
raises wellbeing more for those who are initially disadvantaged.20 Using the European
Social Survey, it is possible to simulate the distribution of wellbeing in two cases.

(i) Where everyone has a low level of trust, both in others and in institutions.
(ii) Where everyone has a high level of trust.

In the latter case, average wellbeing is much higher. But wellbeing is also much less
widely dispersed, because people with the lowest wellbeing have improved their
wellbeing the most.

In some countries, trust has fallen sharply since the 1960s (e.g., in the United
States) while in others it has risen (e.g., Denmark and Italy). This may help to explain
why life satisfaction has not risen in the United States since the 1960s while it has
risen in many European countries.21

In many countries, low levels of trust are associated with corrupt behaviour both
among public officials (police, judges, railway clerks) and in business. So the well-
being equation in Figure 8.5 looks very similar if trust is replaced by averaging the
answers to the following questions: ‘Is corruption widespread throughout the govern-
ment or not?’ and ‘Is corruption widespread within business or not?’ None of this is
surprising. For, if we reflect on our own experience, we can see how clearly our own
wellbeing has been affected by how well others around us behave.22

In the debate on social capital, critics have complained that these results were
driven by high levels of trust and social networks in Scandinavia and claimed that
Scandinavia was also well known for its high rate of suicide. However, in fact,

16 Higher than people forecast – as so often when people are asked to guess about others’ behaviour. See
Helliwell and Wang (2010); and Helliwell et al. (2021).

17 For a study showing its importance in rural China, see Yip et al. (2007). 18 Helliwell et al. (2021).
19 Cohn et al. (2019). The experimenters handed in the wallets at a bank or public building and asked the

recipient to ‘take care of it’. (There was a business card in each wallet.) The money was in local currency.
20 Helliwell et al. (2020). 21 Bartolini et al. (2016). 22 Helliwell et al. (2019) Table 2.1.
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Scandinavian suicide rates are similar to the European average.23 Moreover, similar
equations explain both national suicide rates and national wellbeing (and indeed the
rate of road accident deaths).24

Inequality

As many people have pointed out, the countries with the highest levels of trust (like
those in Scandinavia) also tend to have the highest levels of income equality.25 So
how does income equality affect community wellbeing?

First, there is the immediate effect of the diminishing marginal utility of income.
This means that countries with a given average level of income will on average be
happier the more equal the distribution of income. But this effect is not large.26

A second effect can be through the impact of income inequality on the pattern of
human relationships. The basic idea is that people feel most comfortable with people
like themselves. So the greater the differences in income between individuals, the
greater the social distance and the less the sense of ease.

However, despite both these points, few researchers have found any substantial
correlation between income inequality and average national wellbeing. This may be
surprising given the correlations between income inequality and social trust (and
many other good things) so powerfully demonstrated by Wilkinson and Pickett.27
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Figure 14.1 Percentage of wallets returned: By amount of money in wallet
Source: Cohn et al. (2019)

23 On Scandinavian exceptionalism, see Martela et al. (2020). 24 Helliwell (2007).
25 For example, see Wilkinson and Pickett (2009, 2018). 26 See Chapter 13.
27 Wilkinson and Pickett (2009, 2018).
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But John Helliwell and his colleagues have provided evidence that looks like an
explanation.28 In their view (evidenced below), what really matters is the inequality
of wellbeing. This will reflect the ‘spirit of equality’ in a country, which affects the
equality of everything (the distribution of social services and the codes of behaviour,
as well as household income inequality). And this general equality (best proxied by
the equality of wellbeing) will then affect the average levels of wellbeing.

Table 14.1 provides the evidence for this approach. It uses the European Social
Survey (2006–15), the World Values Survey (waves 1–6) and the Gallup World Poll
(2008–14). In each of these surveys, it is the wellbeing inequality in their country that
has a strong effect on the wellbeing of the citizens. Income inequality (measured by
Gini) has a small and often insignificant effect. Even if wellbeing inequality is
dropped from the equation, the partial correlation coefficient on Gini does not rise
above 0.07 in absolute magnitude. So we should take the issue of equality very
seriously, but just tackling income inequality alone will not be enough to make a
huge difference.

Crime

As we have seen, trustworthy behaviour is a key ingredient of a happy society. And
one variant of untrustworthy behaviour is crime. Crime affects community wellbeing
in two ways: it hurts the victims and it spreads the fear of crime even more widely. To
capture both these effects, one can estimate an equation in which the average well-
being in each community is explained by the logarithm of its annual crime rate (after
allowing for many controls and a fixed effect for each community). When this is done
in Britain, the coefficient is substantial (0.14).29

But crime is also not great for most of the criminals. In one study of people in mid-
life, the number of self-reported crimes they have committed explained as much of the

Table 14.1 Equations to explain individual life satisfaction (0–10) – partial correlation coefficients

European Social
Survey

World Values
Survey

Gallup
World Poll

National standard deviation of wellbeing �0.20 �0.17 �0.10
National Gini coefficient of income �0.02 �0.01 �0.04
National log GDP per head 0.18 0.21 0.39
Controls for gender, age, education, employment
and mental states

√ √ √

N 301,960 243,875 1,133,621

Source: Goff et al. (2018) Tables 2, 3, and 4

28 Goff et al. (2018) annex 14.1 shows the level of inequality of wellbeing in each country, as well as the
proportion of the population with life satisfaction of 4 or below.

29 Dustmann and Fasani (2016).
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dispersion of wellbeing (other things equal) as did income.30 A high proportion of
criminals have mental health problems and need treatment. But also crucial for
prisoners is their lack of supportive social connections. When people come out of
prison, connections can be crucial in determining whether they re-offend. In Los
Angeles, the Anti-Recidivism Coalition’s mission is to help them re-establish connec-
tions (including to employment and education). In 2018, 11% of those helped returned
to prison, compared with an average of 50% for the state of California.

By contrast, people who are more satisfied with their lives are much less likely to
commit crime. This is true even after controlling for a large range of other factors.
Happiness is a strong predictor of good behaviour.31

Ethnic Diversity and Immigration

We come now to a troubling aspect of human nature. As we have said, most people
feel more comfortable with people like themselves. That is why in his analysis of
social capital, Robert Putnam distinguished between ‘bonding’ capital (networks that
bring together people who are naturally close to each other) and ‘bridging’ capital
(which bring together people who are naturally more different and less close).

A healthy society needs both types, including bridging capital. For, at least in the
United States, there is strong evidence that trust is lower in areas of greater ethnic
diversity. In such cases, people are not only less trustful of other ethnic groups but also
less trustful of their own group; they tend to withdraw and to participate less in the life
of the community.32 There is similar evidence in Britain that diversity in a local area
reduces somewhat your satisfaction with your area.33 In Europe, the evidence is less
clear-cut, but for many people diversity is certainly an issue.34 However, even in the
United States and Canada, there are many individuals for whom diversity is not an
issue – especially those people who regularly talk to their neighbours.35

A somewhat different issue, though related, is immigration – the flow of people into
a country from outside. This has become a major political issue. We now know a
considerable amount about the impact of immigration upon all those involved.

About 3% of the world’s population live in a different country from where they
were born. Today’s levels of global migration are unprecedented and reflect the
greater ease of travel and communication. Economists tend to favour migration

30 A. E. Clark et al. (2018) Fig 1.1. In this study, wellbeing is measured after the crimes, and wellbeing
before the crimes is included as a control.

31 Hanniball et al. (2021).
32 Alesina and La Ferrara (2000, 2002); Glaeser et al. (2000); Alesina and Glaeser (2004); Putnam (2007);

For a different view, see Uslaner (2012).
33 Langella and Manning (2016). See also Longhi (2014), who finds that this result applies only to the white

British population. It also differs for different groups. For example, if we look only at the effects of
immigrants coming from Eastern Europe, Ivlevs and Veliziotis (2018) find that life- satisfaction is
actually increased for residents who are younger or employed or on higher incomes but reduced for
people who are older or unemployed or on lower incomes.

34 Akay et al. (2014); Betz and Simpson (2013). 35 Stolle et al. (2008).
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because world output increases when people move to more productive environments.
But what does the wellbeing approach say about the gains and losses from migration?

Three lots of people are affected.36 The first is the people who move. On average,
international migrants increase their happiness when they move by 0.6 points (out of
10). This is a lot. Most migration is to happier countries and, after moving, migrants
become on average about as happy as the existing residents in the country where they
end up.37 This change happens very quickly; and second-generation immigrants are
on average as happy as their parents were after they moved.

The second group affected is the family that the migrants left behind. According to
the evidence, they remain as satisfied with life as they were before, partly because they
often receive very large financial remittances from their migrant relative.

Finally, there are the original residents of the country to which the migrants
migrate. Resentment against immigrants is particularly common among less-skilled
workers, who feel that migrants undermine their bargaining power in the labour
market. This can clearly reduce their wellbeing. But there is little persuasive evidence
of large effects, and there is no evidence across countries that those with high
proportions of immigrants are less happy because of it. In fact, the happiest ten
countries in the world include on average 17% of their population who were
born abroad.

This said, immigration has become a huge political issue and, as Chapter 17 shows,
it has fuelled populism and undermined the stability of politics in many countries.
Whatever the findings of wellbeing science, Paul Collier is surely right when he
argues that migration flows would be highly destabilising if they were not effectively
managed.38

Culture, Sport and Religion

Finally, let’s look at some of the most enjoyable things we do in the company of
others: the arts, sports and (for some) religious worship.

By the arts we mean mainly music, dance, drama, cinema, visual arts, museums and
book clubs. In most of these, we can either perform actively or we can be attendees
while others are performing. In each case, there is normally a social element and the
activity is also intrinsically uplifting.

To study the wellbeing effects of these activities is not easy. There is obviously a
short-run effect, but if we want to study the longer-term effect there is a problem of
timing. In one study, the researchers investigated the effect of attending music
events.39 They studied the long-run effects on life satisfaction by taking two standard
social surveys and (including a fixed effect for each person) they asked ‘How much

36 On this and the next two paragraphs, see Helliwell, Layard and Sachs (2018) chapters 2 and 3.
37 Interestingly, their happiness is also marginally affected by the happiness in the country they left.
38 Collier (2013). 39 Dolan and Testoni (2017a). On music, see also Daykin, Mansfield et al. (2017).
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was a person’s life satisfaction increased by attending at least one of each type of
music event in the last year?’ The average effect of each type of event was about 0.1
points of life satisfaction (out of 10). On the other hand, when the researchers used
time-use studies and looked at the contemporaneous effect over a shorter time, the
effect on happiness (a hedonic measure) was nearer to 0.8 points (out of 10). The
effects were strongest when group activities are involved.

A more comprehensive enquiry looked at all the arts and evaluated separately the
effects of participating in any activity at least once a week or of attending at least
once a year. The analysis used Britain’s Understanding Society sample, with a fixed
effect for each person. Participation (as defined) raised life satisfaction by around 0.1
points (out of 10), as did attendance.40

When it comes to sports and exercise, we shall only look at participation.41

(Attending matches is much more like watching them on TV). Again it is useful to
distinguish between long-run effects on life satisfaction and short-run effects on
positive emotion. Most of the existing studies have been cross-sectional, and these
show good associations between exercise and life satisfaction.42 But an association
has been more difficult to establish in panel studies of annual time-series. As for the
short-run effects on mood, these are strong and reliably established. Given this
evidence, there is now a strong movement among doctors in favour of social
prescribing. In other words, patients are encouraged to engage in a form of cultural
activity or exercise that suits them.

Religious worship is one of the oldest forms of human group activity. Religion can
play at least three major roles: to instil values, to provide valuable social interaction
and to offer comfort. We have discussed the general importance of the first two
elements in different parts of the book. But what of the specific effect of religion?

The Gallup World Poll provides important evidence;43 68% of adults in the world
say that ‘religion is important in their daily lives’. Religious belief and practice is more
common in countries where life is harder (low income, life expectancy, education and
personal safety). But, after controlling crudely for those factors, there is no difference
in life satisfaction between more and less religious countries. Nor, within countries
where life is less hard, are religious individuals in the Gallup World Poll systematic-
ally more satisfied with life than less religious people.

The position is somewhat different if we focus exclusively on the United States,
using the Gallup Daily Poll. And, allowing for other factors, people in more religious
US states are on average more satisfied with life.44 And so are more religious people.
In comparisons between individuals, there is always the problem that people who are
naturally happier in given circumstances may be more willing to believe that there is a
benevolent deity. However, meta-analysis concludes that greater religiosity is mildly

40 Wang et al. (2020). 41 Dolan and Testoni (2017b).
42 For a literature survey, see appendix A.1. to Dolan and Testoni (2017b).
43 See Diener et al. (2011). In this context Buddhists normally report themselves as religious, even if others

question this use of words.
44 Diener et al. (2011).
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associated with fewer depressive symptoms45 and 75% of studies find at least some
positive effect of religion on wellbeing.46 This effect is particularly prevalent in very
high-loss situations, such as bereavement (and weaker after less severe losses, such as
job loss or marital problems). Thus, religion can reduce the wellbeing consequences of
stressful events, via its stress-buffering role.47 There is some longitudinal evidence
suggesting that it is the friendship and social support that result from religious
attendance that do most to enhance wellbeing.48

In Europe, another large study of individuals (the European Social Survey) also
found small but statistically significant effects on life satisfaction of ‘ever attending
religious services’ and ‘ever praying’.49 And interestingly, the religiosity of others in
the region was also found to have positive benefits both on those who are religious and
on those who are not.

Conclusions

� We are social animals. Social connections are vital to our wellbeing, not only for
practical reasons but also for mutual affection, a sense of being needed and a source
of identity. This applies not only to connections within the family and the
workplace but also within the community (‘community networks’).

� Community networks raise the average wellbeing in a society. Such networks
depend heavily on volunteering, and volunteering benefits both the members of the
community who are served but also the volunteers themselves.

� The norms of a society are crucial to its wellbeing. If everyone feels they can trust
the other members of society, their wellbeing increases by 1 whole point compared
with a position of zero trust. High levels of trust benefit especially those who are
more disadvantaged, so trust is a force for equalising wellbeing.

� Societies where wellbeing is more equal also tend to have higher average wellbeing.
This works through many channels, and higher income equality on its own has a
very small impact on overall wellbeing.

� Crime is a breach of trust, and the prevalence of crime reduces average wellbeing.
� Immigration may cause political tensions but it has no measurable impact on the

wellbeing of the existing residents and it confers huge wellbeing gains on the
immigrants. But political stability requires controls on immigration.

� Some of the most rewarding things that people do together involve the arts (music,
dance, drama, cinema, visual arts, museums and book clubs). Sport and exercise
also have important benefits. Religion has also been shown to raise individual
wellbeing, especially in countries where life is hard or for individuals
experiencing loss.

45 Smith et al. (2003). 46 Pargament (2002). 47 Ellison (1991).
48 By comparison with the private intensity of faith, see Lim and Putnam (2010).
49 A. E. Clark and Lelkes (2009).
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The physical environment and planning policy also have huge effects on community
wellbeing. This is the next topic for us to examine.

Questions for discussion

(1) Is there convincing evidence that higher trust causes higher wellbeing (i) across
countries (ii) across individuals?

(2) What can be done to increase social capital (community networks and trust)?
(3) In what way or ways does inequality influence the average wellbeing in a society?
(4) Is there convincing evidence that one person’s happiness affects the happiness of

other people?
(5) Compare the arguments in favour of immigration when the criterion is world GDP

and when it is world wellbeing.
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15 The Physical Environment
and the Planet

I felt my lungs inflate with the onrush of scenery – air, mountains, trees, people.
I thought, ‘This is what it is to be happy’.

Sylvia Plath

Human life is a recent arrival on this planet. Homo sapiens evolved about 200,000
years ago, and for most of the time since then we humans have moved around in
nature and lived off wild plants and animals. About 12,000 years ago, the first villages
developed; and about 6,000 years ago, the first major towns emerged. But we remain
massively dependent for our wellbeing upon nature (including the ways in which we
have modified it).

In this chapter, we shall examine the following issues.

(1) How important for our wellbeing is direct experience of the natural world?
(2) How do different aspects of the man-made environment affect our wellbeing?
(3) How should we respond when climate change threatens the wellbeing of future

generations?

To set the scene for the first two questions, we can begin with an ambitious study of
human experience in Britain using the app called Mappiness.1 People who use this
app are beeped three times a day and asked to record how happy they feel, using a
slider along a ‘visual analogue scale’. They are also asked what they are doing and
with whom.

The GPS system also records their location. This tells us three things – whether
they are in an urban or rural environment, whether they are in an area covered with
buildings or not (as in a park) and, finally, how scenic the area is (as judged by an
independent panel viewing photographs of the area). It also tells us the prevailing
weather at the moment when they reply.

The strength of the study is that each individual records many experiences, so that
by including a ‘fixed effect’ we are tracing how different experiences affect the same
person – the results being averaged across all of the people studied. All the experi-
ences are measured as either 0 or 1, except for ‘scenic quality’, heat, sun and rain

1 www.mappiness.org.uk/.
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which are continuous variables, where the lowest value scores 0 and the highest value
scores 1. Happiness is measured 0–10.

The results for the UK are striking (see Table 15.1). First, we look at the importance
of which activity a person is engaged in. People don’t like working or commuting as
much as they like exercising or socialising. We have already documented similar
effects in Chapter 1.

Next come the effects of the weather. British people are happier when it is hotter,
when the sun shines and when it is not raining. These are instantaneous measures of
how people are affected by today’s weather. A quite different question is how people
are affected by the year-round weather (or ‘climate’) where they live. Research on this
produces a somewhat confusing picture. For example, Daniel Kahneman astonished
many people by showing that people are as happy in Minnesota, which is subject to
weather extremes, as in sunny California.2 More systematic research suggests that the
climate that is best for wellbeing has an average temperature of 18 degrees centigrade
(64 degrees Fahrenheit). Anything less than that reduces wellbeing and so does
anything greater.3 This means that climate change will have much worse direct effects
on wellbeing in tropical countries than in those with more temperate climates.

Table 15.1 Effect of real-time experience on real-time happiness
(0–10) (UK)

Activity Points (0–10)

Sports 0.72
Fishing 0.48
Socialising 0.42
Gardening 0.40
Walking 0.39
Resting 0.11
Commuting �0.22
Working �0.32

Weather
Heat (0–1) 0.40
Sun (0–1) 0.12
Rain (0–1) �1.11

Environment
Natural habitat 0.06
Rural (v. urban) 0.09
Scenic (0–1) 0.28

Source: Seresinhe et al. (2019) Table 1. The coefficient on
scenic has been adjusted using the discussion in the text; all
activity effects are measured relative to the average; controls
include who you are with

2 Schkade and Kahneman (1998).
3 Maddison and Rehdanz (2011). They used World Values Survey waves between 1981 and 2008 with
regional but not country fixed effects. The effect of a 1 degree centigrade deviation (from 18 degrees
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Finally, in Table 15.1, there is the impact of the local physical environment.
People prefer being in a natural habitat, be it in the countryside or in an urban park or
garden. (From other research ‘blue’ environments with water are as appealing as those
that are ‘green’). They also, on average, dislike being in towns. And finally, they value
the beauty of the environment, whether it is rural or urban.

How Nature Affects Us

So let’s look at the impact of the natural environment. There is abundant evidence
that people value nature, whether it is the countryside or green spaces in towns. For
some time, we have known about the effects of nature upon health, generosity,
aggression and crime, and now we have similarly powerful evidence of its effects
on wellbeing.

We can begin with health. A classic early study reports the results of a specific
‘natural experiment’ – a difference in how people are treated, which is essentially
random. In this case, after operations for gall bladder, some patients were placed in
rooms that faced trees, while others were placed in rooms that faced brick walls. The
patients facing trees needed fewer painkillers and recovered faster.4 In another study
in hospitals, it was found that even pictures of nature made a difference – people
recovered faster when they were surrounded by pictures of landscapes than when they
were surrounded by abstract art.5 Similarly, having plants in your hospital room
affected patients’ recovery – in a study of 90 patients who had a haemorrhoidectomy,
those in rooms with plants experienced less pain, anxiety and fatigue and they had
lower blood pressure.6

Contact with nature also makes people behave better. In a simple lab experiment,
85 students were shown four slides, either of nature or of an urban landscape
(2 minutes for each slide).7 Allocation was random. The students then participated in
a game in which they were given $5. They then had to choose between the following:

� Keep $5 or
� Give it to another student, who will also then receive another $5 from the organisers

(and can dispose of the $5 as she likes).

Those exposed to nature were significantly more generous with their money. The
same happened if, instead of seeing different slides, one group of students were in
rooms with plants and the others in rooms without. These results are remarkable, and

centigrade) upon annual wellbeing was approximately 0.01 points (out of 10) for each 1 degree deviation
for each month of such deviation. However, within countries, there is no strong seasonal variation in
wellbeing except that up to 5% of people suffer seasonal depression in winter (Seasonal Affective
Disorder, SAD). Counter-intuitively, suicide tends to be high in late spring and summer when ‘other
people’ are more visibly enjoying themselves.

4 Ulrich (1984). 5 Montgomery (2013). 6 Park and Mattison (2009).
7 Weinstein et al. (2009).
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they suggest that people will also behave better in real life if there is more
nature around.

And so they do. The Ida B. Wells public housing development is in a poor section
of Chicago and includes 98 similar apartment blocks. But some of these blocks are
surrounded by trees, while others are surrounded by asphalt, and others lie in between.
In path-breaking research, the degree of green cover was analysed by helicopter and
scored at between 0 and 4. The number of crimes reported by residents in each
building was also recorded. It turned out that more trees were associated with less
crime.8

Why was this? The researchers hypothesised that criminal aggression resulted from
‘mental fatigue’ – the inability to concentrate and the associated irritability and
impulsivity. They then showed (in another housing project) that tree cover did indeed
improve people’s measured ability to concentrate, and it also reduced their aggres-
sion.9 Thus, they claimed, nature improves our behaviour by calming our minds.

However, the ultimate test is how green space affects wellbeing, rather than
behaviour. In a number of studies, researchers have traced the same individuals when
they move to a new house that is nearer or further from green space. The results of
these studies again show clearly how urban green space improves wellbeing.10

One study of Germany used the panel data from the Socio-Economic Panel
(SOEP), which measures the life satisfaction (and much else) of panel members, year
by year. From the respondent’s address,, it is also possible to measure the amount of
urban green space there is within 1 kilometre of the respondent’s home. Fixed effects
regression then shows that, for each extra hectare of green space within 1 kilometre,
wellbeing goes up by 0.007 points (out of 10).11

It is interesting to see what this implies for the value of additional green space. In
German cities, the average number of adults living within a kilometre of any spot is
6,000. Thus, if an extra hectare of green space is provided for one year, the gain in
wellbeing is 0.007 times 6,000 which is 42 WELLBYs. As we have seen in
Chapter 13, the monetary equivalent of a wellbeing-year (WELLBY) is about
€100,000. So it would be worthwhile to provide an extra hectare of green space if it
cost less that €4.2 million a year in terms of upkeep and the alternative rental value of
the land.

There is, of course, a totally different way of valuing an urban amenity or
disamenity, which has been used by economists for many decades. This is based on
the theory of ‘spatial equilibrium’. This says that people of a given income and
characteristics will distribute themselves between areas (or between houses) in such a
way that no one could become happier by moving. In other words, at the margin
people of given income and characteristics are equally happy wherever they live.

8 Kuo and Sullivan (2001a). 9 Kuo and Sullivan (2001b).
10 For example, in the UK, see White et al. (2013); and Alcock et al. (2014).
11 Krekel et al. (2016). The study controlled for the quality of housing (type, rooms per person) but not for

the price of houses.
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If they live in a nicer place, then they must be paying for it. Typically, they will be
paying through higher house prices. Thus, we can find out the value of an amenity
(like green space) by seeing how much it affects house prices. We simply estimate a
‘hedonic’ price equation where we regress house prices on the amenities of the area
(and, of course, the quality of the house). The coefficient on each amenity is its
hedonic price.12

But these ‘hedonic prices’ only capture the full value of the green space if the
assumption is true. And the assumption is that people who live near green space are
(at the margin) no happier than those who live further away – because they are
having to pay for whatever the green space is worth to them. But we have already
seen that in Germany they are in fact happier if they live near green space. So, there is
clearly an excess value of the green space on top of what people are actually paying
for it.13

More generally, it has been shown that, contrary to the theory of spatial equilib-
rium, the happiness of people of given income and characteristics varies widely
between US counties – and this variation is related to many aspects of the environment
and local public goods.14 People do tend to move to places that will make them
happier,15 but the result is not full spatial equilibrium and hedonic prices do not
therefore reflect the true value of different amenities.

A quite separate question is why nature matters to us. In 1984, the great biologist
Edward O. Wilson advanced the hypothesis of biophilia (love of living things).
According to this hypothesis, humans evolved in close contact with nature and we
therefore experience a strong attraction towards both plants and trees, as well as other
mammals (especially when they are young). Others have hypothesised that there is a
huge comfort to be got from a world not governed by humans but by the huge forces
of nature.

But, whatever the explanation, there is ample evidence that nature is good for our
wellbeing. This is an important argument for national parks. It is also an important
principle for urban design. But there are many other aspects of the built environment
which are also crucial for wellbeing.

12 One British study (Gibbons, Mourato and Resende [2014]) found that a 1% point rise in the share of
green space in your ward raised the value of your house by about £2,000. This extra 1% of green space
would average 10 hectares (since there are about 1,000 hectares per ward). So the value of each extra
hectare to one household is £200. Since the average number of households per ward is 3,000, the total
social value of each hectare is £600k. And this is a stock value – the annual value will be a tenth of that or
lower. This is an order of magnitude below the German estimate of annual value quoted earlier.

Another study by the ONS estimated that the green space and water in Britain raised house prices by
on average £4,800, or in total by £135 billion. Since there are about 40 million hectares of urban green
space, a maximum value per hectare is £34,000. (There are 8,000 wards of roughly 1,000 hectares each,
50% of which is green.) This is a substantially lower figure than the previous one. (ONS [2018]).

13 The total willingness to pay should reflect this excess plus the hedonic price that residents are already
paying. We can find the excess value from a wellbeing equation that does not include the house price on
the right-hand side of the regression. If, alternatively, one estimates W ¼ a1 Green Space þ a2 log
(Income-House Cost Value), then a1 includes the full value of the green space.

14 Ahmadiani and Ferreira (2019). 15 Goetzke and Islam (2017).
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The Built Environment and Urban Design

Over half the world’s population now live in urban areas (56%) and this is
increasing every year.16 Towns and cities exist mainly because people can work
more productively if they work closer to each other – the benefits of ‘agglomeration’.
In early stages of development, these advantages may not be fully exploited and
people in cities may have higher wellbeing than other people. But, when development
is more advanced, one might expect a situation closer to equilibrium – with people
equally happy in cities and elsewhere. Broadly, this is what we observe (see
Figure 15.1) – in less developed countries, people in cities are happier on average
than other people, but in more developed countries there is no difference. There is
less disequilibrium.

Civilised city life requires major collective decisions about zoning (of houses and
workplaces), housing (standards and provision) and the outdoor environment. So in
this section, we shall examine the zoning of houses and workplaces, the regulation and
the provision of housing and the control of air pollution and noise.

Some things are obvious from what we have said already. People want spaces
that provide social connections. This argues for quiet, unpolluted residential streets
and attractive pedestrianised local centres where people congregate within walking
distance of their homes.17 But people also want safety from unwanted social
connections. In an interesting experiment, shielding ground-floor flats from
strangers walking outside them reduced mental illness by at least 25%.18 And
people also like a ‘scenic’ environment that includes greenery and nice-looking
buildings.

But there are other issues that are not so obvious:

� How bad is commuting?
� How important is the size and quality of homes?
� What are the effects of polluted air and of noise?

Let us take these issues in turn.

Commuting time

Workplaces in a city tend to be congregated near the centre (to get the benefits of
agglomeration). So if you live further out, you probably travel further to work. There
is plenty of evidence that this commuting is one of the experiences people enjoy least
(see Table 15.1), and it costs money. But people are willing to commute because the
rental value of housing is cheaper the further you go from the centre. In standard
economic theory, this lower rental value must be low enough to compensate for the
increased cost and bother of commuting, so that in equilibrium the marginal person is

16 United Nations (2018). 17 Appleyard and Lintell (1972). 18 Halpern (1995).

240 Wellbeing

https://doi.org/10.1017/9781009298957 Published online by Cambridge University Press

https://doi.org/10.1017/9781009298957


indifferent about where to live. Thus, life satisfaction should be independent of
commuting time. But as Stutzer and Frey showed, in a notable paper, this is not the
case in Germany – the overall situation is shown in Figure 15.2.19 And, in a multiple
regression, it was found that the average commuter (who spends 46 minutes a day
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Figure 15.1 Subjective wellbeing in cities worldwide
Source: De Neve and Krekel (2020); Gallup World Poll, Gallup US Poll
Notes: The scatterplot takes into account all cities worldwide with at least 300 observations of
individuals in the Gallup World Poll during the period 2014–2018, as well as the ten largest
cities in the United States using data from the Gallup US Poll.

19 Stutzer and Frey (2008). For results for England, see ONS (2014); and B. Clark et al. (2020) – both are
mainly supportive.
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commuting) is 0.08 points (out of 10) worse off than a similar person who has no
commute.20

This pattern cannot be explained by standard economics but wellbeing science
offers a clue. The big commuters probably overestimate the benefits of the higher pay
they get (compared with if they worked more locally). And they probably overesti-
mate the benefits of the better supply of housing in the suburbs. So let us turn to the
housing market.

Housing quality

In the United States, people in larger houses are more satisfied with their house. And
over time houses have become bigger – since 1945 they have doubled in size. Yet,
despite this, people are no more satisfied with their houses than they were in the 1980s
when measurement began (see Figure 15.3).

Clearly, this is the Easterlin paradox again, but this time relating to houses rather
than income. And once again the main explanation seems to be social comparisons,
plus a bit of adaptation.

Figure 15.2 Commuting time and average life satisfaction, Germany
Source: Stutzer and Frey (2008); GSOEP 1985–2003; average life satisfaction for each quartile
of commuting time

20 This is from a fixed effects regression which contains education but not wages or rents. Rents should be
compensating for the commute. Thus 0.09 is a minimum estimate of the true psychic cost of commuting.
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In a study of single-family houses in US suburbs, a 1% rise in the size of your
house increased your satisfaction with your home by 0.08%. But at the same time, a
1% rise in the size of other houses in your area decreased your satisfaction with your
home by 0.07%. And the longer you had lived in your house, the less satisfied you
were.21 Clearly Karl Marx was on to something when he wrote:

A house may be large or small: as long as the neighbouring houses are likewise small, it
satisfies all social requirements for a residence. But let there arise next to the little house a
palace, and the little house shrinks to a hut.22

But doesn’t this whole analysis underestimate the importance of housing for our
wellbeing? To investigate this issue, the British government used its regular English
National Housing Survey to find out how far people’s life satisfaction depended on
their housing, other things being equal.23 Surprisingly, the answer was: little. When
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Figure 15.3 House sizes and house satisfaction, United States 1985–2013, new movers
Source: Bellet (2019) Figure 2
Notes: New movers are defined as homeowners who bought their house within the last 2 years
before being surveyed (N = 22,772).

21 Bellet (2019) Tables 2 and 10. The comparator house size is at the 90th percentile. Panel data from the
American Housing Survey (AHS).

22 Marx (1947).
23 Department of Housing, Communities and Local Government (2014). In the analysis, income was

held constant.
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life satisfaction was regressed on the standard control variables and housing variables
were then introduced, the only really important new influence came from the finance
of housing. If you were in arrears on your rent or mortgage, this reduced your life
satisfaction by a big 0.60 points (out of 10). But no variables within the home had any
significant influence (including overcrowding, damp, disrepair and poor heating).
However, people did dislike living in high-rise apartments (-0.32 points compared
with terraced housing). And people in social housing were as content as
outright homeowners.

A recent study of house moves in Germany also found that housing has a small or
zero impact on life satisfaction.24 But in the US, a rather different impression comes
from a targeted intervention known as Moving to Opportunity. Here people in poor,
run-down housing estates were randomly offered housing vouchers to enable them to
live in less disadvantaged areas. Fifteen years later, those who used the vouchers were
0.4 points (out of 10) happier than the controls. But it was not clear what aspect of
their new life had made them happier.25

Air pollution and noise

Finally, pollution. There have been many studies of the effects of air pollution and
noise. One careful study used longitudinal data from the German Socio-Economic
Panel (SOEP) together with data on sulphur dioxide levels, county by county.26 This
showed that, where the sulphur dioxide level was reduced by 1 microgram per cubic
metre, wellbeing rose by 0.005–0.008 points (out of 10). This implies that the
reductions in sulphur dioxide achieved in Germany from 1985 to 2003 raised average
wellbeing by 0.25–0.40 points. That is a lot. To bring about the same change in
wellbeing would require a doubling of income. By contrast, when the cost of pollution
is estimated by looking at differential house prices, the effect is under one-tenth of that
estimated by the wellbeing method.27

A similar difference in costs is found in relation to airport noise. A classic study
looked at the wellbeing of people living near Amsterdam’s Schiphol Airport. It
estimated that the median resident affected by significant noise would need compen-
sation for the noise equal to nearly 4% of her income.28 But noise had no detectable
influence on house prices.

24 A. E. Clark and Díaz Serrano (2020).
25 Kling, Ludwig and Katz (2005); Ludwig et al. (2012, 2013); Chetty, Hendren and Katz (2016). The study

was not of course able to trace any external effects on the remaining residents in the poor areas nor on the
existing residents in the ‘better’ areas.

26 Luechinger (2009). There was the risk that, when they are happier, people choose to live in less polluted
counties. So the pollution level was instrumented by the extent to which local pollution had been reduced
by mandated scrubbing of power plants. See also Welsch (2006); and Dolan and Laffan (2016).

27 A parallel wellbeing study in the United States, using a cross-section of individuals and the particulate
density in their county, found that a 1 standard deviation of particulate density was equivalent to roughly
a 1/3 fall in income per head. Levinson (2012).

28 Van Praag and Baarsma (2005).
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Though these studies are far from perfect, they cast obvious doubt on the use of
house prices to value environmental harms. They also remind us that pollution is an
important problem outcome of uncontrolled economic growth.

Climate Change

A bigger problem still is climate change. If you care about wellbeing, it is natural to
care about climate change. For the first principle in the wellbeing approach is that
everybody matters equally, wherever they are born and whenever they are born. So the
wellbeing of future generations matters as much as our own wellbeing – subject to a
small discount (as we shall see later).

The climate change problem is a classic case (perhaps the biggest ever) of a public
good problem, that is, one that affects everyone. Such problems can only be solved
by collective action. In the case of climate change, the action has to be international.
Every tonne of CO2 that is emitted locally joins the body of greenhouse gasses
surrounding the world and it affects every country in the world. To resolve the
problem, the UN organises an annual Conference of the Parties (or CoP) meeting to
reach agreement on the action that is needed.

The nature of the problem is well-known.29 At present, the earth is warming by an
extra 0.2�C each decade. And the rate of warming is not slowing down, because
greenhouse gas emissions worldwide are not falling. The earth is already 1�C hotter
than it was 100 years ago, and the impact on sea levels, fires, floods and hurricanes is
already apparent. At higher temperatures, there would inevitably be major droughts
and floods causing millions or even billions to move. The sea level would rise –

threatening the security of the one billion people who live lower than 10 metres above
sea level. Conflict would be inevitable, and wellbeing in many hotter and lower-lying
parts of the world would fall.30 Warming is also killing off many species of plants and
animals. The reduction of biodiversity reduces the opportunities of future generations
to find new ways to fight disease, increase food production and experience the
wonders of nature.31 To prevent unacceptable climate warming will require rapid
action, because the CO2 that is emitted today will stay in the atmosphere for a hundred
years or more.32 To limit the temperature rise to 1.5�C above nineteenth-century levels
requires emissions to fall to net-zero by 2050.

However, there are sceptics who challenge this mainstream view. They argue that it
will impose unreasonable costs on the present generation for the sake of future
generations. There are two elements of this argument: the discount rate to be used
and the actual scale of the costs.

29 Stern (2015).
30 Extra heat also increases aggression and reduces wellbeing; see Carleton and Hsiang (2016); and Krekel

and MacKerron (2020).
31 Dasgupta (2021). Some people would also give wider, non-human reasons for preserving biodiversity

and the planet as it is.
32 This assumes that no economic way is discovered for removing the CO2 once it is out in the atmosphere.
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The discount rate

There has to be some discounting of the future. Distant benefits are inherently less
certain than ones that come sooner. Moreover if there were no discounting, any way in
which we benefitted all future generations would be infinitely valuable. But, as we
argued in Chapter 2, the rate at which we discount future wellbeing should be quite
low. The official British ‘pure social time-preference rate’ is 1.5%:33

Discount rate for wellbeing ¼ 1:5% a year:

By contrast, when economists think about discounting, it is income they are
planning to discount, not wellbeing. And when discounting income, you also have
to take into account the fact that income is likely to rise in future, and (as we have
seen) the impact of additional income on wellbeing declines as income rises. For
example, suppose that wellbeing is a linear function of log income. Then the marginal
utility of income is inversely proportional to income – it falls at the same rate as
income rises. So, if real income is expected to rise at 2% a year,

Discount rate for real income ¼ 1:5%þ 2% ¼ 3:5%:

This 3.5% discount rate makes the future much less important than the present. For
example, a loss of $1 in 2100 is only worth averting if it costs less than $0.06 today to
do so. Thus, when economists measure the impact of climate change in units of GDP,
some of them question the importance of incurring costs today to avert future losses
due to climate change – simply because the losses are so distant.

However, the wellbeing approach differs from the standard economic approach, in
three ways. First, the discount rate applied to those effects is much smaller – 1.5% a
year. At a rate of 1.5%, a loss of 1 WELLBY in 2100 is always worth avoiding, so
long as it costs less than 0.33 WELLBYs today to avoid it. Second, the wellbeing
approach looks at the impact of climate change in much wider terms than GDP. It
includes the wellbeing impact of conflict, the uprooting of communities and the sheer
fact of loss aversion (meaning that $1 lost makes a bigger impact than $1 gained).
Finally, it takes into account the fact that those who lose will mainly live in countries
with low initial levels of wellbeing.

How big are the costs?

This immediately raises the issue of how big are the costs of limiting climate change to
1.5�C? Some years ago, the costs seemed dauntingly high. But today it is apparent that
the costs are less. The biggest change is in the costs of clean electricity. By now,
onshore wind, offshore wind and solar energy are close to competitive in terms of cost
with fossil fuels. And there are now real possibilities of expanding the use of
electricity (or hydrogen made from electricity) as a power source for all forms of
transport and for heating buildings.

33 HM Treasury (2020). The Stern Review (Stern et al. [2010]) argues for a lower rate.
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The key issue is the cost of clean energy compared with dirty energy. Once clean
energy is cheaper than dirty energy, the dirty sources of energy will be abandoned and
the coal, oil and gas will stay underground.34 Reductions in the cost of clean energy
have been driven partly by private investment but they have been (and remain) hugely
dependent on publicly funded research and development, which in the last 100 years has
been central to most technological change.35 In addition, the behaviour of consumers
has to change toward low-energy transport and low-energy housing. Thus, we have the
possibility of a Green Revolution (including energy generation and energy saving) that
will be largely self-funding. But it will also require some regulations that impose costs
on consumers and business, some extra public expenditure on research and develop-
ment and some subsidies. The total annual cost of reaching net zero by 2050 is expected
to be between 1 and 2% of world GDP each year.

Who should bear the cost? As regards costs borne by present generations, the richer
countries should clearly bear the greater part of the cost since their marginal utility of
income is lower.36 But it is difficult to persuade anyone to bear the cost. To see this, it is
illuminating to regress the wellbeing differences between countries on their differential
performance on each of the 17 UN Sustainable Development Goals (SDGs).37 This
regression shows that, for most of the goals, good performance predicts higher measured
wellbeing. But for two of them it does not, and those are ‘climate action’ and ‘responsible
consumption and production’. People don’t likemaking these sacrifices. Nowonder it is a
proving so difficult to secure adequate and binding international agreements in this field.

There is, however, an obvious way out – let future generations contribute, as well
as us.38 If today’s government borrows to finance green expenditures, this will
(probably) reduce investment of other kinds. This in turn will reduce the amount of
capital available to future generations and thus reduce their national income to below
what it would have been. But in return for that the future generations will be spared
excessive climate change – and they will probably also be richer than us anyway due
to technological progress.

So which countries are doing best in providing wellbeing to the present generation,
while at the same time protecting future generations against climate change? The New
Economics Foundation provides an interesting approach to this analysis, through the
Happy Planet Index. This measures the ratio between WELLBYs experienced by the
current generation and the country’s ecological footprint (i.e., its impact on the future).39

34 King et al. (2015).
35 Mazzucato (2015).The key international partnership for developing cheap ways of producing clean

energy is Mission Innovation – a partnership of some 20 countries who pledged to double their public
expenditure on clean energy research and development. Annual expenditure at present is about
$25 billion.

36 Budolfson et al. (2021). 37 De Neve and Sachs (2020). 38 Sachs (2014).
39 See Happy Planet Index (2016). In this index, WELLBYs are adjusted for inequality (the adjusted

measure is essentially
P

i logWELLBYi per person born). The ecological footprint is a measure of land
needed per person to sustain the current pattern of consumption and to absorb the CO2 produced in
the process.
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In Figure 15.4, WELLBYs are measured on the vertical axis and the ecological
footprint on the horizontal axis. So a country is doing well and scores highly on the
index if it has a high value on the vertical axis relative to the horizontal axis. (The
index is the ratio of one to the other). The country doing worst is Qatar and the
countries doing best are Honduras, Colombia and Costa Rica.

As this analysis shows, there is a natural alliance between those who care about
wellbeing and those who care about climate change. For climate change is the biggest
threat to the wellbeing of future generations. At the very least, policy-makers should
be able to deliver a sustainable future – meaning that wellbeing does not fall.

Conclusions

(1) Being exposed to nature (trees, plants, green space and water) has demonstrable
effects on our physical health, our behaviour (including crime) and our wellbeing.
Quantifying this can improve the design of our lifestyle and our cities.

(2) House price differences underestimate the wellbeing effect of green space and
other aspects of the environment (like air pollution and noise).

(3) People with longer commutes experience less wellbeing.
(4) The quantity and quality of housing has a relatively small effect on wellbeing.

This is partly because people compare their houses with those of their neighbours.
But being in arrears on your mortgage or rent has a really negative effect.

(5) Climate change is a clear threat to the wellbeing of future generations. The
wellbeing approach invites us to value the wellbeing of future generations as
much as we value our own (subject only to a very small discount rate).
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(6) Climate change is a classic public good problem, since CO2 emitted anywhere
affects people living everywhere. Every country has an incentive to free ride on
the costs incurred by others. Only international agreement can overcome
this problem.

Questions for discussion

(1) How convincing it the valuation of urban green space in Germany that is reported
in the chapter?

(2) Why do house price differences so strikingly underestimate the effects of the
external environment on wellbeing?

(3) Do people overvalue the importance of housing and, if so, why?
(4) How important is the wellbeing of future generations relative to our own?
(5) How can the costs of controlling greenhouse gas emissions be shared most fairly

between those countries which are already rich and poorer countries which are
trying to catch up?

Further Reading

Happy Planet Index: https://neweconomics.org/2006/07/happy-planet-index.
Krekel, C., Kolbe, J., and Wüstemann, H. (2016). The greener, the happier? The effect of urban

land use on residential well-being. Ecological Economics, 121, 117–127.
Luechinger, S. (2009). Valuing air quality using the life satisfaction approach. Economic

Journal, 119, 482–515.
Seresinhe, C. I., Preis, T., MacKerron, G., and Moat, H. S. (2019). Happiness is greater in more
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Stutzer, A., and Frey, B. S. (2008). Stress that doesn’t pay: The commuting paradox.
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16 How Government Affects Wellbeing

The care of human life and happiness and not their destruction is the only legitimate
object of good government.

Thomas Jefferson (1809)

Introduction

In this chapter, we will turn to the interaction between wellbeing and governance. We
will look at the extent to which differences in government institutions can explain
differences in wellbeing around the world. In doing so, we will consider wellbeing as
the outcome or ‘output’ of government. In econometric terms, we will consider
wellbeing as the dependent variable. Here we are interested not only in whether or
not governments fulfil their basic functions – provide for public safety, establish and
enforce laws, etc. – but also in the effects of government size and the scope of public
programs. Are citizens happier in countries with larger welfare states, or do larger tax
burdens threaten wellbeing? Are democracies more conducive to happy lives, or are
government services even more important? These questions can be difficult to untan-
gle. Throughout the discussion, we will summarise the various ways researchers have
attempted to answer them and comment on the advantages and disadvantages of
each approach.

How Do Political Institutions, Processes, and Politics Shape Wellbeing?

Every year, the UN Sustainable Development Solutions Network publishes the World
Happiness Report. What often makes headlines is the country that earned the title of
happiest country in the world.1 Yet what is perhaps even more newsworthy is that
there should be any World Happiness Report to publish in the first place. It is not
unreasonable to imagine that happiness would be evenly distributed in all countries.

1 Since 2012, only four countries have topped the list: Denmark three times, Norway once, Switzerland
once, and Finland four times.
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If so, there would be no international average differences in wellbeing to speak of. As
it turns out, this is not the case. About one-fifth of the global variation in wellbeing is
between countries.2 The average difference in life satisfaction between the highest
ranked country (Finland) and the lowest (Afghanistan) in the latest report is 7.8 to 2.5
on a scale from 0 to 10 (see Table 1.1).3 This represents a huge variation in the quality
of life around the world. What accounts for it?

Throughout this textbook, we have focused on a variety of factors at the individual
level – genes, income, employment status, family, health, etc. Yet much of what
determines the quality of our lives is also shaped by the broader structures of our
society. Governments play central roles in determining life outcomes and opportun-
ities. Understanding differences in public institutional design and effectiveness is
therefore essential to understanding global differences in wellbeing. In the next
section, we will touch on two key differences in particular: government conduct and
democratic quality. Later on, we will consider the importance of government size and
political affiliation.

Government conduct and democratic quality

One of the most basic questions to ask about a government is whether or not it works.
If we look at a particular country, is the government capable of performing its essential
functions well? To Adam Smith, the responsibilities of government could be boiled
down to three elements: ‘peace, easy taxes, and a tolerable administration of justice’.
All the rest, he argued, flows naturally.4 Modern theories of government have
continued to stress the importance of peace-making, fiscal and legal capacities.
These, according to political economists Tim Besley and Torsten Persson, are the
three pillars of prosperous states.5 In recent years, an emerging literature has begun to
consider the extent to which differences in these government capacities around the
world are also capable of predicting cross-country differences in wellbeing. In this
section, we will review the results of these endeavours. Specifically, we will consider
the role of government conduct and democratic quality.

Over the last two decades, the World Bank has evaluated governments around the
world in terms of six fundamental characteristics: (1) ability to enforce rule of law, (2)
effectiveness of service delivery, (3), regulatory quality, (4) control of corruption, (5)
political stability and absence of violence and (6) voice and accountability.6 Each
dimension is itself composed of a broad set of individual indicators drawn from
international databases on government performance. In the empirical literature, the
first four are often aggregated to provide an overall assessment of government conduct

2 See Table 2.1 in Helliwell and Wang (2012). 3 Helliwell et al. (2021).
4 Quoted from Besley et al. (2021).
5 Besley and Persson (2011). In a recent test, Besley et al. (2021) show that governments with strong
capacities in each area, those in the ‘highest developmental cluster’ are also those with the highest average
levels of life satisfaction.

6 For more information, visit: https://info.worldbank.org/governance/wgi.
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while the latter two are considered to be indicators of democratic quality.7 It is
important to note that these features are not necessarily fixed across time. States and
government institutions are constantly in flux. Governments can certainly become
more or less effective or democratic over time, and in some cases even collapse
entirely. Nevertheless, the fundamental quality of institutions tends to remain rela-
tively stable,8 allowing for broadly reliable cross-country comparisons.

Let’s start with government conduct. When we look around the world, govern-
ment conduct proves to be highly related to average country life satisfaction.9 In
Figure 16.1, this relationship is shown for a diverse set of 60 countries using data from
the Gallup World Poll. With few exceptions, the trendline is clear: countries with
higher performing governments have happier citizens. The overall correlation is
roughly 0.7. Yet as we’ve seen many times already, correlation does not necessarily
imply causation. Countries with better performing governments are also generally
richer and able to afford the provision of essential goods and services. To truly isolate
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Figure 16.1 Correlation between government conduct and wellbeing
Source: Gallup World Poll and Worldwide Governance Indicators
Note: Average life evaluations measured using responses to the Cantril ladder question.
Government conduct measure drawn from the Worldwide Governance Indicators and evaluated
in terms of (1) rule of law, (2) government effectiveness, (3), regulatory quality and (4) control
of corruption. Data from 2005 to 2019. Linear trendline displayed and selected
countries highlighted.

7 These are generally calculated as simple means of each group of variables. See Helliwell and Huang
(2008); Ott (2010, 2011); Helliwell et al. (2018b).

8 See, for example, Besley et al. (2021). 9 This result is again reflected in Besley et al. (2021).
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the effect of good governance on wellbeing, we need to control for these sorts of
potentially confounding variables.

In the literature, many studies have continued to find strong and significant
relationships between government conduct and wellbeing across countries, even after
controlling for other influences. In one of the first studies of its kind, the economist
John Helliwell found a significant relationship between life satisfaction and good
governance using data from 46 countries from 1990 to 1998.10 Control variables were
included at the individual-level for age, gender, marital status and employment status,
among others, as well as societal-level variables including level of economic devel-
opment, social capital and region were also added. More recent studies have expanded
on this result by including additional years and countries and considered indicators of
democratic quality and government conduct separately. Most of these generally
continue to find a strong and significant relationship between government conduct
and life satisfaction.11 In one study, even after controlling for income, trust, religiosity
and democratic quality, a one standard deviation increase in government conduct
predicted a 0.74-point increase in life satisfaction.12 Some researchers have also found
that higher levels of government conduct predict lower levels of happiness
inequality.13

These results are typically obtained by comparing different countries to one
another. Another way to consider this relationship is to look at the impact of changes
in government conduct over time. Readers will recall that this type of longitudinal
analysis has the benefit of controlling for time-invariant fixed effects. On an individual
level, these could be genes or affective predispositions. On a societal level, variables
such as norms, culture and geography may begin to play a role. With the emergence of
new waves of international happiness and governance data over time, these types of
studies have recently become more feasible. In one recent test of 157 countries using
data from the Gallup World Poll and World Bank, a one standard deviation increase in
government conduct predicted a subsequent increase in life satisfaction of 0.6 points
on a scale from 0 to 10.14 This effect held after controlling for changes in economic
development, health outcomes, social support, freedom to make life choices, generos-
ity and democratic quality, as well as country and year fixed effects. Perhaps even
most importantly, these effects were observed over the short period of seven years,
suggesting that improvements in government functions can have meaningful impacts
on wellbeing within policy-relevant timespans.

What about democratic quality? It is perhaps first worth noting that any analysis
of the link between democracy and wellbeing is bound to face challenges. In its
simplest form, democracy means that citizens have rights and reasonable opportunities
to influence legislation or elect representatives to do so on their behalf. Yet even this
relatively simple definition defies precise measurement. Relying on any one indicator
of democratic quality is likely to present an oversimplified account. At the same time,
evaluating degrees of democracy between countries using multiple indicators can

10 Helliwell (2003). 11 Bjørnskov et al. (2010); Ott (2010, 2011). 12 Helliwell and Huang (2008).
13 Ott (2010). 14 Helliwell et al. (2018b).
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become quite a complicated endeavour. Nevertheless, over the last several decades, a
number of international organisations and research teams have made impressive
attempts to do just that. As mentioned earlier, governance indicators developed by
the World Bank for voice and accountability, as well as political stability and lack of
violence, are often grouped together to provide an overall assessment of democratic
quality. Since 2006, the Economist Intelligence Unit has also published a yearly
Democracy Index in which countries are evaluated and ranked as full democracies,
flawed democracies, hybrid regimes or authoritarian regimes.15 In the most compre-
hensive effort to date, the Varieties of Democracy project has rated the degree of
democracy in almost every society in the world going back to the late eighteenth
century.16

Unfortunately, wellbeing data does not extend so far back.17 Nevertheless, many
researchers have linked more recent estimates of democratic governance to average
reported levels of wellbeing between and within countries. As it turns out, the
relationship is not quite as straightforward as one might expect. The general takeaway
from this body of work is represented in Figure 16.2. Average life satisfaction
(measured using the Cantril ladder and provided by the Gallup World Poll) is given
on the y-axis, while democratic quality (measured in terms of political instability and
violence, as well as voice and accountability) is given on the x-axis. Here again we see
that both variables are strongly associated, with an overall correlation of 0.7.

However, the association between democratic quality and wellbeing tends to be
stronger in more developed countries. One study found that the effect of democratic
quality is insignificant in countries with incomes below the global average, even after
controlling for societal trust and religiosity.18 Using an alternative set of democratic
indicators, another study also found the quality of legal institutions to be more
predictive of life satisfaction than democracy in low-income countries. The reverse
was true in high-income countries.19 In a longitudinal within-country analysis con-
trolling for country fixed effects, John Helliwell and colleagues also found that
increases in democratic quality significantly predicted increases in Cantril ladder
scores in countries with high government conduct but not in countries with low
government conduct.20

These results are suggestive of increasing marginal returns to democratic insti-
tutions at higher levels of socioeconomic development. For countries with less
advanced economies, citizens may be more reliant on government for basic and
essential services. In these regions, it may therefore be unsurprising that government

15 For more information, visit www.eiu.com/n/campaigns/democracy-index-2020.
16 For more information, visit www.v-dem.net/en.
17 Although some researchers have used creative analytical techniques to find proxies. See Hills et al.

(2019).
18 In fact, the authors also find that the relationship between government conduct and wellbeing flips by

income level. For higher income countries, the impact of government conduct become insignificant,
while the impact of democratic quality becomes significant. The reverse is true for lower income
countries. For more information, see Helliwell and Huang (2008).

19 Bjørnskov et al. (2010). Similar results were obtained by Ott (2010). 20 Helliwell et al. (2018b).
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conduct and service delivery would supersede the importance of democratic quality
for wellbeing. Yet, past a certain threshold of development, democratic quality
appears to play a more important role in determining national happiness.

However, it is also important to keep in mind the limitations of this body of work.
For one, macro-level analyses generally have much greater data limitations. In
previous chapters, when we considered the impact of employment status on wellbeing,
for example, we could evaluate hundreds of thousands or even millions of individual
respondents per year. When making cross-country comparisons, we often only have
data on roughly 150 countries to compare in any given year. At the same time,
institutional change generally happens very slowly, or all at once. Both of these
limitations can make cross-sectional and longitudinal comparisons of national gov-
ernments somewhat difficult to make.

At the same time, governments do not evolve in a vacuum. Even with the inclusion
of fixed effects in longitudinal models, separating out the individual effect of good
government from economic development or democratic quality is not only empirically
difficult but also hard to meaningfully interpret. Given the interplay and even interde-
pendence of all of these dynamic processes, knowing what to control for and what not
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Figure 16.2 Correlation between democratic quality and wellbeing
Source: Gallup World Poll and Worldwide Governance Indicators.
Note: Average life evaluations measured using average responses to the Cantril ladder question.
Democratic quality measured in terms of (1) voice and accountability and (2) political stability.
Data from 2005 to 2019. Linear trendlines displayed.
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to control in a regression is not always obvious. For example, given the substantial
correlation between absence of violence and effective delivery of public services, it
can be difficult to determine what percentage of citizens’ wellbeing is attributable to
either one, independent of the other. Using linear regressions, the standard approach is
to include both indicators as right-hand-side independent variables in a regression
equation; yet because they are so interrelated, doing so can make it difficult to interpret
what the resulting coefficients actually represent.21

A separate strand of research has investigated the relationship between democratic
processes and wellbeing by looking at institutional differences within country
borders. This can be somewhat challenging in countries where similar democratic
rules govern the entire society. But this is not always the case. In Switzerland, for
example, democratic processes and procedures vary considerably between the
26 cantons (states) that make up the country. This fact, coupled with the availability
of large-scale wellbeing data, has made Switzerland a uniquely suitable environment
for micro-level research into the relationship between democracy and wellbeing.

In one widely cited study, the political economists Alois Stutzer and Bruno Frey
created an index of political participation across Swiss cantons.22 Cantons were rated
on a scale from 1 to 6 depending on the degree of decision-making that relies on
public referenda.23 In a cross-sectional regression controlling for a number of individ-
ual characteristics including age, gender, income, marital status, citizenship and
health, among others, the authors found that residents of cantons with higher levels
of public political participation were significantly more satisfied with their lives than
counterparts in less democratic cantons. This benefit also accrued almost entirely to
Swiss citizens and not foreigners, suggesting that opportunities for political participa-
tion are more likely to positively affect those who are able to directly take advantage
of them. Overall, a one-point increase in the index of political participation possibil-
ities predicted an increase in the number of people reporting high life satisfaction (10
out of 10) by 3.4 percentage points. Controlling for other factors, the difference in
wellbeing between the most and least democratic cantons was 1.2 points on a 10-
point scale.

Because these effects are estimated for residents of the same country, the potential
for confounding variable bias is expected to be much smaller than in international
comparison studies. Nevertheless, cross-sectional comparisons between cantons may
still leave out important regional differences and time invariant fixed effects.

Another study attempted to overcome these concerns by considering the impact of
political reforms that centralised political decision-making within different Swiss

21 In econometric terms, this can lead to ‘multicollinearity’ problems in which explanatory variables are
themselves linearly related to each other. In this situation, the resulting coefficient estimates
become unreliable.

22 Stutzer and Frey (2006).
23 More specifically, the index is based on four components: ‘Popular initiative to change the canton’s

constitution; the popular initiative to change the canton’s law; the compulsory and optional referendum to
prevent new law or changing law; and the compulsory and optional referendum to prevent new state
expenditure.’ (Stutzer and Frey [2006] p. 413).
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cantons.24 These reforms meant that democratic referenda at more local (municipality)
levels lost some degree of influence as more decisions were passed up to political
processes at the level of the canton itself. They were intended to increase government
efficiency but also had the effect of reducing direct opportunities for
political participation.

Importantly, reforms were also adopted by different cantons at different times,
resulting in something of a natural experiment. By comparing changes in life
satisfaction following reforms in some cantons to life satisfaction levels in cantons
where reforms were not adopted, the causal effect of centralisation on wellbeing could
be estimated. In the empirical literature, this is referred to as a difference-in-
difference approach, since changes (or differences) in wellbeing arising from an
intervention in one place are compared to changes (or differences) in wellbeing over
time in another place where no intervention took place. By implication, for this
empirical approach to get off the ground, there has to first be evidence of parallel
trends prior to the event in question. In this case, before a given reform, life satisfac-
tion levels in the reforming canton and comparison canton should have been following
similar trajectories. If wellbeing levels were already decreasing in the former before
the reforms, attempting to estimate their effects on wellbeing by comparing cantons
would produce biased results.

Using this method, the study found a small but significant negative effect of
centralisation reforms on wellbeing. Relative to those living in cantons in which
reforms were not introduced, residents of cantons where democratic decision-making
became more centralised experienced a decline in life satisfaction of 0.06 points on a
0 to 10-point scale.25 This effect was twice as severe in cantons with relatively low
levels of direct democracy to begin with.

How are we to explain these results? To be clear, the above analyses suggest that (at
least in more developed countries) increased opportunities for democratic involvement
in decision-making have a positive effect on wellbeing, regardless of the actual
decisions made. This implies that the benefits of democracy extend beyond simply
producing better outcomes for citizens. Rather, there appears to be inherent value in
being able to participate in the democratic process – what Bruno Frey and Alois
Stutzer have called ‘procedural utility’.26 This has crucial implications for politics and
government but also in domains outside of the public sector. Affording people more
agency and voice in work and educational settings, for example, may also help to
promote and support wellbeing. Put simply, it is not only the what, but also the how
that matters.27

24 Flèche (2017).
25 These effects were significant after a host of control variables including individual- and municipality-

level fixed effects.
26 Frey et al. (2004); Frey (2010). This idea is also in line with a number of theoretical understandings of

human wellbeing in psychology including self-determination theory (Ryan and Deci [2000]), personal
control theory (Ryff and Singer [1998]) and related theories of human potential (Peterson [1999]).

27 Frey et al. (2004).
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The size of government

We now turn from the nature of government to the size of government. The debate
over ‘small’ or ‘big’ government has dominated political conversations for centuries.
Despite the impressive array of opinions on this issue, the debate often centres around
the same fundamental questions. At what size is the state best equipped to provide for
better lives? Are larger and more activist governments better able to support societal
welfare? Does the route to prosperity demand reducing the size and scale of govern-
ment interventions? In this section, we will consider the answers to these questions
emanating from empirical wellbeing science.

To begin, we should first define what we mean by the size of government. There are
two components to consider. The first is the scale of welfare expenditures (as a share
of GDP). These include state pensions, unemployment benefits, family allowances
and the like – all of them cash transfers of various kinds. The second element is
government expenditure on goods and services (like education, healthcare, law and
order and defence – otherwise known as government consumption). We can now
investigate how these measures affect wellbeing, both across countries and within
countries over time. In doing so, we shall hold constant things like the educational
level and health of the population, thereby somewhat underestimating the total effects
of government activity.

Let’s begin with welfare expenditures. One early study used WVS data from
1981 to 2001.28 It found significant effects of welfare expenditures upon average
wellbeing in a country. In addition, governments were also rated in terms of the ease
by which citizens can access these expenditures.29 If we combine these two ratings,
the gap in life satisfaction between the highest and lowest rated country was found to
be 1.8 points out of 10.30 Over time, countries that expanded their welfare states also
experienced subsequent increases in average life satisfaction.

Other more recent studies have extended these results. One again found positive
wellbeing effects of welfare expenditures.31 Specifically, a 1% point increase in
welfare expenditures (as a share of GDP) raised average wellbeing by 0.03 points

28 The World Values Survey (WVS) has become one of the most widely used datasets in this literature. The
worldwide survey is typically conducted over the course of three to four years, with seven waves of data
available as of 2021.

29 This index was originally proposed by Gøsta Esping-Andersen and defined as ‘labour being
decommodified to the degree to which individuals or families can uphold a socially acceptable standard
of living independent of market participation’ (Esping-Andersen [1990] p. 37). A more specific definition
is provided by Messner and Rosenfeld (1997) p. 1399 and quoted in Radcliff (2013) p. 117: ‘Esping-
Andersen’s measure of decommodification encompasses three primary dimensions of the underlying
concept: the ease of access to welfare benefits, their income-replacement values, and the expansiveness of
coverage across different statuses and circumstances. A complex scoring system is used to assess [the
amount of decommodification provided by] the three most important social welfare programs: pensions,
sickness benefits, and unemployment compensation. The scoring system reflects the ‘prohibitiveness’ of
conditions for eligibility [e.g., means testing], the distinctiveness for and duration of entitlements [e.g.,
maximum duration of benefits], and the degree to which benefits replace normal levels of earnings. The
indices for these three types of . . . programs are then aggregated into a combined [additive] index.’

30 Pacek and Radcliff (2008). 31 Flavin et al. (2011).
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(out of 10). Moreover, this effect was found to hold for rich people as much as for
those who are poorer and therefore more likely to benefit.32

However, one potential limitation of the early literature is the small number of
observations it relies on. Given this, a handful of potential outliers – for example, the
Nordic countries with high happiness levels and large welfare states – can skew the
estimated relationships. One recent study dealt with this worry by expanding the
sample to 107 countries using the Gallup World Poll, including many low income
and lower-income countries. Even in this expanded sample, positive and significant
relationships between welfare expenditures and life satisfaction remained apparent,
after controlling for a host of potentially confounding variables.33 These effects were
still significant after Nordic countries and other potential outliers were dropped from
the sample. This would appear to suggest that welfare spending can benefit not only
those in the most developed countries but also those in developing regions. More
cautiously, the results of this literature indicate that countries with very limited welfare
expenditures may struggle to promote social welfare.

So what about government expenditure on goods and services? Most studies
considering the relationship between government consumption and national wellbeing
find a positive relationship. One analysis showed that a 1percentage-point increase in
the share of government consumption in GDP increases average wellbeing by 0.04
points (out of 10);34 and a 1percentage-point increase in the share of taxes in GDP
increases average wellbeing by 0.03 points (out of 10). Another analysis using data
from the Gallup World Poll found a positive and significant relationship between
wellbeing and the level of progressive taxation.35

Like those in the previous section, some of these results may seem surprising. In
almost all of the papers discussed, control variables were included for health, trust,
economic stability, employment status and a host of other personal characteristics and
societal conditions. One could argue that these are in fact some of the most important
channels by which the state can impact wellbeing. In this section, we have left them
mostly aside. Yet even after controlling for many of the most fundamental ways in
which governments are presumed to positively impact citizens lives, most studies
continue to find positive effects of government programs on wellbeing. At the very
least, the evidence would seem to suggest that forgoing or severely limiting public
expenditures seems unlikely to promote wellbeing.

Political orientation

A natural question arising from the discussion so far is which political program is most
conducive to wellbeing. In a majority of countries around the world, including almost
all high-income countries, governments are elected by some form of democratic
political process in which political parties compete for the popular vote. The spectrum
of political ideas tends to be represented as a continuum from left to right. The

32 Flavin et al. (2014). 33 O’Connor (2017). 34 Flavin et al. (2011). 35 Oishi et al. (2012).
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specifics vary between countries, although many of the most fundamental political
viewpoints and policy goals of these two opposing sides are common around the
world. While there are numerous ethical and philosophical differences between
proponents of each position that cannot be easily adjudicated with data, some dis-
agreements do lend themselves to empirical analysis. Here again, the tools of empir-
ical wellbeing science can help shed light on which political project is more likely to
succeed at making people happier. That question will be the focus of this section.

There are a few ways we can go about trying to answer this question. One way
would be to simply look at differences in wellbeing between people who identify as
left-wing or right-wing. This task is easy enough to accomplish. Many large-scale
datasets used in happiness research including the European Social Survey and Gallup
World Poll also contain information on political ideology. The findings of this body of
research constitute an impressively large literature.36 The results are remarkably
consistent: conservatives (right-wing) are generally happier than liberals (left-wing).37

A number of possible explanations have been put forth to explain these gaps. They
have included conservatives’ higher levels of perceived personal agency, more tran-
scendent moral beliefs, greater perceptions of the fairness of the world and more
positive life-outlooks.38 Other studies have qualified these relationships, noting that
conservatism only predicts higher levels of wellbeing in the most developed coun-
tries39 or in countries with higher levels of perceived national threat.40 Relative to
liberals, conservatives are also generally less likely to be unemployed, more satisfied
with their finances and more likely to own homes.41 Part of the reason they are happier
may therefore be because prevailing societal institutions in many countries are
relatively supportive of their interests.42 Along similar lines, some research has shown
that the wellbeing of partisans is also dependent on whichever party is in power.43

However, as interesting as these results are, they are somewhat unhelpful for our
present purposes. Observing that proponents of one set of political ideas are happier
than those of another tells us little about whether or not the political program they put
forth is conducive to wellbeing on a societal scale.

Another route would be to look at whether or not citizens of countries with more
left-leaning governments are happier than those in countries with right-leaning gov-
ernments. In one of the first and most cited studies conducted along these lines,
Benjamin Radcliff analysed the extent to which cross-country differences in socialist,
liberal or conservative welfare regimes, as well as the degree of left-dominance in
national parliaments, predict national wellbeing levels, using World Values Survey
data.44 Control variables were included for GDP and overall unemployment. Both

36 Onraet et al. (2013). 37 Carroll (2007); Napier and Jost (2008); Butz et al. (2017).
38 Schlenker et al. (2012). 39 Napier and Jost (2008). 40 Onraet et al. (2017).
41 Pew Research Center (2017).
42 An important exception in this regard is the growing proportion of new conservatives supporting populist

candidates including Donald Trump and Marine Le Pen. This group tends to be worse off economically
than core conservatives (Pew Research Center [2017]), and as we will see in Chapter 17, more likely to
be dissatisfied than other groups.

43 Di Tella and MacCulloch (2005); Tavits (2008). 44 Radcliff (2001).
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higher levels of socialism and left-dominance predicted higher levels of wellbeing.
However, this result was potentially limited by familiar problems of scale (only
15 countries and one year of data was included), cross-country comparability, and
confounding variable bias.

In a more recent test, a team of researchers looked at whether political differences
between state governments in the United States predicted differences in wellbeing.45

The authors relied on representative life satisfaction data collected throughout the
country from 1985 to 1998. The two key variables of political interest in this case were
(a) the ideological leaning of the state government as determined by an independent
rating system and (b) the percentage of the state legislature controlled by the
Democratic party. A host of individual, state and regional control variables were
included, including region and year fixed effects. The authors found that more left-
leaning state governments predicted higher levels of life satisfaction. The effect of
Democratic party control was positive but statistically insignificant.46 The magnitude
of the former was also relatively modest. The impact of moving across the full range
of the political spectrum from right to left was associated with an increase in life
satisfaction equivalent to about half of the magnitude of the individual effect
of unemployment.

The results of these studies suggest that left-leaning political programs are (slightly)
more conducive to wellbeing than countervailing programs on the right. Nevertheless,
even these results seem somewhat uninformative. Given the large diversity of policies
put forth by left- and right-wing political programmes, it remains somewhat unclear
why or which particular policies are conducive to happiness. The modest size of the
coefficients in both studies may suggest that some left-wing policies have stronger
effects than others.

Conclusions

� Both government conduct and government quality are significantly related to
wellbeing levels around the world.

� The impact of democratic quality appears to be more important for wellbeing in
high-income countries. This could suggest that residents of low-income countries
are more affected by their governments’ provision of basic goods and services,
while residents of high-income countries place a higher value on
democratic influence.

� It is often difficult to make reliable comparisons between countries. As a result,
other researchers have looked at within-country variation in democratic processes
and procedures to predict wellbeing. The results of these studies generally show that
decreased opportunities for democratic involvement in politics decrease wellbeing.
This has led some researchers to suggest that wellbeing – or ‘procedural utility’ – is

45 Alvarez-Diaz et al. (2010).
46 However, this latter effect was only barely statistically insignificant at a 10% level (p = 0.12).
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inherently derived from democratic participation, regardless of the actual outcome
of democratic decisions.

� While the results can vary depending on the definition, government size (measured
in terms of both welfare expenditures and government consumption) is generally
positively associated with wellbeing. In particular, both the level of social benefits,
as well as the ease by which citizens can access them predict higher levels of
national happiness.

� In terms of political orientation, right-leaning individuals are generally happier than
left-leaning individuals. But residents of countries with left-leaning governments
are generally happier than those living in countries with right-leaning governments.
In the United States, adoption of left-leaning state policies has also been associated
with increases in wellbeing over time.

Questions for discussion

(1) Is there a contradiction between maximising wellbeing and promoting procedural
utility?

(2) There is some evidence to suggest that democratic quality is more strongly related
to wellbeing in high-income countries. Does this imply that governments in low-
income countries should not prioritise democracy?

(3) What are two primary limitations of making cross-country comparisons when
conducting wellbeing research?

(4) How can these limitations be overcome using natural experiments?
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17 How Wellbeing Affects Voting

It’s the economy, stupid.
Aide to Bill Clinton

Introduction

Thus far, most of the discussion in this textbook has focused on the determinants of
wellbeing. We have focused on what makes us happy and what could make us
happier. As a result, we have largely considered wellbeing as an output (a dependent
variable). Yet we can also flip this equation around and consider wellbeing an input
(an independent variable). In doing so, we can ask what sorts of behaviours flow
downstream from wellbeing. This will be our perspective for this chapter. In particu-
lar, we will consider the extent to which (un)happiness can help explain political
behaviour, voter preferences and the rise of populism. While we will focus primarily
on evaluative measures of wellbeing, we will also briefly comment on the role of
negative emotions in determining political actions and outcomes.

Does Wellbeing Shape Political Behaviour and Voter Preferences?1

The first question we can ask is whether or not happy people are more likely to be
politically engaged. Intuitions may cut in different directions. On the one hand, it is
possible to imagine that as people become more satisfied with their lives, they would
also become less politically engaged. Some commentators have even worried that too
much happiness could lead to an ‘emptying of democracy’.2 On the other hand,
research suggests that those with higher levels of wellbeing are also more socially
engaged in their communities. Happy people are, for example, more likely to volun-
teer and donate to charity.3 As a result, they may also be more likely participate in
national elections or political movements.

1 This chapter relies largely on Ward (2019). 2 Veenhoven (1988). 3 De Neve et al. (2013).
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The effect of unhappiness on political participation is also not immediately obvi-
ous. If unhappiness is taken to be indicative of anger or fear, it’s possible to imagine
that unhappiness would be highly predictive of political engagement. Inasmuch as
they hold the state responsible for their circumstances, the least well-off members of
any given society may be the most motivated to change it. On the other hand, if
unhappiness is indicative of depression or lethargy, the opposite could be true. Some
studies have indeed shown that both loneliness4 and depression5 predict lower levels
of voter turnout.

To begin parsing these dynamics, we can first look at the relationship between life
satisfaction and political interest on a global scale. In Figure 17.1, using World Values
Survey data on roughly 393,000 respondents from 1981 to 2020, we plot the raw
association between both variables. In fact, we can see some preliminary evidence for
all of the intuitions above. The most important takeaway from this graph is that
happier people seem to be more interested in politics overall. Even the most satisfied
people in the world are more engaged than the least satisfied. However, at the tail ends
of the distribution, there may be motivational tipping points where satisfaction turns
into disengagement and dissatisfaction turns into political action. The happiest people
in the world (those reporting 10 out of 10 life satisfaction) seem less politically
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Figure 17.1 Relationship between the importance of politics and life satisfaction
Source: World Values Survey
Note: Average importance of politics depending on life satisfaction. Importance of politics
measured on an individual level using a 4-point scale from ‘not at all important’ to ‘very
important’. Sample includes 392,757 respondents in 104 countries from 1989–2020.

4 Langenkamp (2021). 5 Ojeda (2015).
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engaged than slightly less satisfied people. At the other the end of the spectrum, the
least satisfied respondents are more interested in politics than those slightly less happy
than they are.

These relationships are of course just correlations, although a growing body of
research is beginning to provide causal support for them. One of the first such
large-scale analyses in the United States looked at the 2000 wave of the American
National Election Study (ANES), which contained indicators of life satisfaction,
political engagement and voter turnout.6 Relative to those who considered their
lives to be ‘very unsatisfying’, respondents who were ‘completely satisfied’ were
7 percentage points more likely to have voted in the last election, an effect
roughly on par with the difference between high school and college graduates.
This result also held after controlling for personal characteristics including age,
gender, race, partisanship, trust and more. Happier people were also more likely to
engage in a variety of other political behaviours including working for a political
campaign, contributing funds to political candidates and attending political meet-
ings or rallies.

However, due to data limitations, this study only considered one year of observa-
tions. Other studies since have taken a longer-term perspective. One in particular used
longitudinal panel data in the United Kingdom and found that life satisfaction
significantly increased the propensity to vote but only in some specifications.7 The
relationship became much weaker once control variables for party affiliation and past
voting behaviour were included. Another analysis using three years of panel data in
Germany found that life satisfaction was not significantly related to broad measures of
political participation.8 A related study in Switzerland using fixed effects analysis of
panel data found that neither life satisfaction, nor positive affect, nor negative
affect was significantly predictive of voting behaviour. On the other hand, another
analysis of large-scale data in Latin America found a strong and significant relation-
ship between life satisfaction and voting behaviour.9 These authors concluded
the significant association between both variables was most likely explained in
terms of happiness driving people to vote and not the other way around. Other
research has found evidence of a link between happiness and voting in local elections
in China.10

Overall, the existing evidence does not offer conclusive evidence in either direc-
tion. Some evidence is broadly suggestive that happier people are more likely to vote
in local and national elections, although these results have not been replicated across
contexts or in more robust methodologies. As we will see in the final section of this
chapter, counterevidence of negative affect and low wellbeing driving voting behav-
iour has also been observed, which may further complicate the story.

6 Flavin and Keane (2012). 7 Dolan et al. (2008). 8 Pirralha (2018).
9 The researchers also found that voting did not seem to make people happier later on, regardless of party
affiliation or electoral outcomes (Weitz-Shapiro and Winters [2011]).

10 Zhong and Chen (2002).
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Before moving on, it is worth considering one more form of political participation:
protest. In this case, the intuition seems more straightforward. Almost by definition,
protest movements are presumed to be driven by dissatisfaction. It may therefore be
reasonable to expect that low levels of wellbeing would be highly predictive of
participation in political protest. However, at the same time, if protesting is accom-
panied by feelings of social support, solidarity and purpose, it could also have positive
impacts on wellbeing.

In this case too, existing studies point in different directions, particularly when
affective and evaluative measures of wellbeing are considered separately. In the
United States, the relationship between life satisfaction and protest was found to be
insignificant in ANES data.11 Dissatisfied adults were not more or less likely to
engage in political protest than happier counterparts. In Switzerland, after carefully
considering a number of possible causal pathways, it was negative emotions, not low
life satisfaction, that were found to significantly increase protest intentions.12 This
could suggest that the affective dimension of wellbeing is a more important predictor
of protest behaviour than evaluative wellbeing. However, in another study of
employed young people, lower life satisfaction was associated with protest behaviour,
while the reverse was true for unemployed young people.13

These relationships can also depend on the regional context. An emerging body of
work has begun to examine the causes and effects of protest movements and peaceful
uprisings across the Arab world in the early 2010s, commonly known as the Arab
Spring. The results suggest a powerful and important role of declining wellbeing as an
impetus to protest. In three separate studies using data from the Gallup World Poll,
low levels of wellbeing proved to be significant predictors of protest movements and
demonstrations, in some cases even more so than standard economic and political
indicators.14 Two studies found that worsening levels of life satisfaction in some
countries in the years preceding the Arab spring significantly predicted more frequent
protests later on and that declines in life satisfaction were largely explained by
dissatisfaction with living standards.15

One other study focusing specifically on the case of Syria noted that life satisfac-
tion, as well as affective wellbeing indicators including hope, negative affect and
positive affect worsened significantly in the years leading up to the civil war.16 These
results are all the more striking, as many related indicators of economic development
were trending upwards in the Arab world around the same time. These dynamics are
presented for Egypt and Syria in Figure 17.2. In both countries, life satisfaction began
to sharply decline as early as three years before the start of the uprisings, while GDP
per capita continued to increase.17

11 Flavin and Keane (2012). 12 Lindholm (2020). 13 Lorenzini (2015).
14 Arampatzi et al. (2018); Witte et al. (2019); Cheung et al. (2020).
15 Arampatzi et al. (2018); Witte et al. (2019). 16 Cheung et al. (2020).
17 In the time since the Arab Spring uprisings, wellbeing levels have stagnated or even continued to decline

in many Arab countries. As of 2015 in Syria, the most recent year data was collected, average life
satisfaction levels stood at 3.5 out of 10, down from 5.4 in 2008. In Egypt, average life satisfaction was
4.3 in 2019, down from 5.2 in 2007.
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More recent developments in Hong Kong are also reflective of this general story.
Beginning on 15 March 2019, protests erupted in response to a proposed bill in the
Hong Kong legislature that would allow for the extradition of fugitives to mainland
China. The initial government sit-in evolved into months of heated conflict between
protesters – primarily young people and university students – and Hong Kong police.
This period of civil unrest represented the greatest political crisis the city had faced in
decades. However, to someone looking only at economic indicators in the time
leading up to the protests, this would have come as quite a shock. From 2010 to
2019, GDP per capita in Hong Kong had increased by a staggering 50%. Nevertheless,
indicators of young people’s wellbeing tell quite a different story. Over the same
period, young people’s satisfaction with life and expected satisfaction with life in five
years’ time had been in consistent decline. These trends are represented in Figure 17.3
using data from the Gallup World Poll. In the years leading up to the protests, both
indicators steeply declined. Future life satisfaction in particular declined by 0.68 points
on a scale from 0 to 10, an effect roughly on a par with becoming unemployed.18

Overall, the results of this section are somewhat mixed. Wellbeing appears to be
predictive of political engagement, voting behaviour and political protests in some
countries but not others. These relationships appear to be complex and context-
dependent, which may help to explain the variety of results. Isolating the causal effect
of happiness on political behaviour also requires careful analytical designs and high-
frequency data, which is often difficult or unavailable at large-scales. Natural
experiments and quasi-experimental designs may help shed light on these dynamics
in the years to come. For now though, let’s turn our attention to voter preferences.
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Figure 17.2 Change in life satisfaction and GDP leading up to the Arab Spring
Source: Gallup World Poll
Note: Changes in life satisfaction (measured using the Cantril ladder) and GDP per capita shown
are normalised to a baseline level in 2007. Vertical lines indicate the start of the Egyptian
revolution (15 January 2011) and Syrian civil war (15 March 2011).

18 See Chapter 11.
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Voter preferences

In this section, we move from political participation to voter preferences. Our discus-
sion will centre around the following question: does wellbeing play a role in deter-
mining how people vote? Before tackling this question head-on, it is worth
underscoring its importance. Throughout this textbook, we have highlighted the
limitations of relying on economic indicators as proxies for wellbeing. Even the
inventor of GDP, Simon Kuznets, himself once remarked: ‘The welfare of a nation
can scarcely be inferred from a measurement of national income.’19 Yet in democratic
countries, sceptics could argue that the prime goal of politicians is not necessarily to
make people happy but to get (re)elected. If, as a democratic strategist for Bill Clinton
famously noted, the most important predictor of political success is ‘the economy,
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Figure 17.3 Changes in GDP per capita and young people’s wellbeing in Hong Kong before
the protests
Source: Gallup World Poll
Note: Changes in young people’s life satisfaction (measured using the Cantril ladder), expected
future life satisfaction in five years and GDP per capita shown and normalised to a baseline level
in 2010. Vertical line indicates the start of the Hong Kong protests on March 15, 2019.

19 Kuznets (1934).
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stupid’ after all, perhaps politicians could be justified, or at least excused for focusing
primarily on economics. Several theories of voter behaviour in political science do
suggest that voters support or oppose politicians in accordance with their rational
economic self-interest, and these theories have been supported by a considerable
degree of evidence.20 Overall, governing parties tend to have greater electoral success
when the economy is doing well. As a result, while there may very well be strong
moral reasons to care about wellbeing, if wellbeing does not affect voting, there may
not be as strong political reasons to do so. Fortunately for our purposes, this is
precisely the kind of question that lends itself to empirical analysis.

In the literature, this relationship is generally framed in terms of the vote share of
the incumbent government. The intuition here is that successful governments would
raise wellbeing and therefore be rewarded at the polls. On the other hand, if govern-
ments are performing badly and wellbeing is low, incumbents would be more likely to
lose elections. These assumptions underlie a number of theoretical models of political
behaviour, although relatively few consider the direct influence of wellbeing.21

One of the largest studies of these dynamics to date looked at Eurobarometer data
covering 139 elections in 15 European countries from 1973 to 2014.22 In the first set
of analyses, the study considered whether national life satisfaction data collected at the
time of the Eurobarometer surveys explained outcomes in the next national election.23

The main results are presented in Figure 17.4. Overall, national happiness levels
explained roughly 9% of the variance of the incumbent vote share in the European
countries surveyed, while leading economic indicators including the GDP growth rate
and unemployment rate explained 7% and 4%, respectively. Voters who were most
satisfied with their lives (on a 4-point scale) were also found to be roughly 50% more
likely to say they would vote for the governing party in the next election than those
who were least satisfied.

From a political perspective, these results alone provide strong reasons for elected
officials to care about the wellbeing of their constituents. For our purposes though, it is
worth pressing on. While these results are at least suggestive of causal dynamics – in
that pre-existing happiness levels are used to predict future election outcomes – there
may still be a number of confounding variables at play. In later specifications, the
study also controlled for societal-level variables including incumbent party seat share
and party system fractionalisation, as well as individual-level variables including past
voting behaviour and personal finances. Even after accounting for all of these effects,
wellbeing levels continued to emerge as meaningful and significant predictors of both
incumbent vote shares at the national level and voter preferences at the individual
level. In one analysis in particular, an increase in national wellbeing of one standard
deviation predicted an increase in the incumbent vote share of 6 percentage points in

20 For reviews, see Lewis-Beck and Nadeau (2011); Healy and Malhotra (2013); Lewis-Beck and
Stegmaier (2018).

21 These are typically called ‘political agency’ models. For standard examples and reviews, see Ferejohn
(1986); Besley and Burgess (2002); Persson and Tabellini (2002).

22 Ward (2020). 23 Elections occurred, on average, four months after surveys were administered.
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the next election, while the same increase in the economic growth rate predicted an
increase of 3 percentage points. Taken together, these results strongly suggest that
wellbeing plays an important role in determining election outcomes.

An analysis in the United Kingdom provides additional evidence of this relation-
ship.24 The authors in this case relied on 18 years of panel data from 1991 to 2008
collected by the British Household Panel Survey (BHPS), a period covering four
national elections. The dataset also contained yearly information on respondents’
voting intentions ‘if the general election were held tomorrow’. Because the same
respondents are interviewed every year, the authors are able to control for time-
invariant individual fixed effects. Overall, being more than averagely satisfied with
life predicted an increase in incumbent party support of 1.6%. This effect held even
after controlling for personal financial situation – widely considered to be a funda-
mental driver of voting behaviour. For comparison, a 10% increase in family income
predicted an increase in incumbent support of only 0.18%.

However, these results may be at least partially attributable to reverse causation.
As discussed earlier, voters tend to be happier when the party they support is in
power.25 The positive effect of wellbeing on voter preferences may therefore simply
be a side-effect of political partisanship. In other words, even if happier voters are
more likely to support the incumbent party, they may also be happier because the party
they support is in power in the first place. In this case it wouldn’t necessarily be
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Figure 17.4 Predictors of government vote share in Europe
Source: Adapted from Ward (2020)
Note: Each bar represents the correlation coefficient for four indicators, estimated in separate
bivariate regressions with cabinet vote share as the dependent variable using Eurobarometer
data. Country fixed effects were also included as controls. National happiness is the average
country life satisfaction at the closest year prior to the election. Macroeconomic variables are
drawn from the OECD and refer to the country-year of each election. The sample is
139 elections in 15 European countries, 1973–2014.

24 Liberini et al. (2017a). 25 Di Tella and MacCulloch (2005); Tavits (2008).
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wellbeing that drives voter preferences but rather voter preferences that
drive wellbeing.

To account for this potential bias, the UK study ran two additional empirical tests.
In the first, the authors limited their sample to swing voters, defined as (a) those
declaring that they do not favour one particular political party over the other or (b)
those who consistently voted for different parties in various elections. Even within
these groups, wellbeing still proved to be a significant predictor of incumbent support.
In fact, this effect among swing voters was even stronger than it was in the full
sample.26 In the second test, the authors split their sample not in terms of partisanship
but in terms of exogenous shocks to wellbeing. They first selected out respondents
who recently became widowed, and then used propensity score matching techniques
to compare the voting preferences of these respondents to those who are similar to
them in all other relevant respects, except for the fact that they did not recently become
widowed. This approach is intended to resemble a randomised control trial, though in
this case the treated and control groups are divided by (presumably random) variation
in the recent death of a spouse and not by random assignment on the part of
researchers. Using this procedure, ‘treated’ respondents who recently became
widowed were 8% less likely to support the incumbent party than controls.

A third analysis related to the United States. It used county-level data from the
Gallup Daily Poll and found that wellbeing levels were significantly predictive of
incumbent party support in the 2012 and 2016 US elections.27 In 2016, low life
satisfaction today and low expected life satisfaction in five years explained 28% and
61% of the variation in Donald Trump’s vote share, respectively. The effect of
the latter proved to be larger than any other variable under consideration, including
race, age, racial animus, education or population density. In subsequent regressions,
a one standard deviation increase in life satisfaction was associated with a
7-percentage-point reduction in Trump voter support in 2016, while a similar
increase in expected future life satisfaction was associated with a 12-percentage-
point decrease. The authors also found similar results for the 2012 election, in which
present and expected future life satisfaction scores predicted decreases in support for
Mitt Romney, the Republican challenger to Barack Obama, of 6 and 10 percentage
points respectively.

A handful of other analyses have used other forms of exogenous shocks to well-
being to explain voting outcomes. In one of the most entertaining tests of this sort,
election outcomes in counties across the United States were linked to the outcome of
local sports games.28 The authors found that counties in which local college football
teams had won games in the ten days leading up to the election were 1.6 percentage
points more likely to support incumbent parties in Senate, gubernatorial and national
elections. The authors suggested that this result was likely explainable in terms of

26 Among swing voters, high life satisfaction increased support for incumbent parties by 2.4%, relative to
1.6% in the full sample.

27 Ward et al. (2020). 28 Healy et al. (2010).
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higher levels of wellbeing in counties with victorious teams, although the analysis did
not contain a direct measure of wellbeing.

Overall, the results of this section imply a strong link between happiness levels and
incumbent party support. While all of these results are representative of effects in
high-income countries, some analyses have also found wellbeing to be a significant
predictor of incumbent party support in Latin America29 and in Malaysia.30 While this
literature is still very much in its infancy, these findings underscore the important role
that voter wellbeing can play in determining election outcomes. In this section, we
have focused on the role of wellbeing and incumbent support, though there are of
course many more lenses through which this relationship could be analysed. In the
next and final section of this chapter, we will consider one more of those perspectives
in particular: the association between wellbeing and populism.

Populism

In the previous section, we introduced evidence indicating that US voters with lower
wellbeing were more likely to vote for Donald Trump in the 2016 election. These
results are largely in line with related evidence showing dissatisfaction as a predictor
of non-incumbent party support. Yet they may also be indicative of another phenom-
enon: the rise of populism. While populist political parties are nothing new;31 in
recent years, many of them have gained traction in Western countries. In Europe,
populist parties have more than doubled their share of the vote in national elections
since 1960, from 5% to 13%, while their share of parliamentary seats has tripled.32

A number of explanations have been put forward to explain these developments,
though perhaps the most common narrative in popular discourse has been the rise of
‘discontent’.33 In this section, we will look at the empirical evidence for this relation-
ship in greater detail. Specifically, we will consider whether or not low wellbeing
predicts support for populism.

Populist movements have sprung out of both left-wing and right-wing political
movements, making them somewhat difficult to classify. Settling on a universally
agreed-upon definition can be challenging. Nevertheless, most researchers generally
agree on certain key shared features between all populist movements. Three in
particular are: (1) valuing ‘the people’ in opposition to ‘the elite’, (2) opposition to
the political establishment and (3) support for popular sovereignty.34 Using these
characteristics as a starting point, several classifications of European political parties
have been developed to rate their degree of populist rhetoric, platforms and policies.35

Armed with these data, some researchers have begun examining the extent to which
wellbeing is predictive of populist party support.

In one recent analysis of roughly 180,000 European adults across 29 countries,
lower levels of wellbeing were significantly associated with higher levels of populist

29 Bravo (2016). 30 Ng et al. (2017). 31 Von Beyme (1985). 32 Inglehart and Norris (2016).
33 For example, see Sorkin (2016). 34 Mudde (2007); Inglehart and Norris (2016, 2017).
35 Van Kessel (2015); Inglehart and Norris (2016).
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support.36 After controlling for a number of personal characteristics including age,
gender, race, education, employment status, income, residential area and other related
variables, respondents who were the most satisfied with their lives were 3.7 percentage
points less likely to have voted for a populist party in the previous election than those
who were least satisfied with their lives. To put this figure into context, it was larger
than the effect of anti-immigrant sentiment on populist support.37

Another approach is to consider populist support not in terms of voting preferences
but in terms of political attitudes. An analysis of this sort used representative data on
more than 350,000 respondents in 100 countries and estimated the extent to which
life satisfaction is predictive of political attitudes associated with populism, after
controlling for age, gender, income, education, marital status and country fixed
effects.38 The results are presented in Figure 17.5. Overall, wellbeing proves to be
highly related to political attitudes across the board. Happier voters are more likely to
have confidence in political parties, faith in the political system, maintain a positive
opinion of democracy and consider themselves to be citizens of the world. They are

–0.1

–0.05

0

0.05

0.1

0.15

0.2

Confidence in 
political parties

Positive opinion of
political system

Having a strong 
leader is good

Positive opinion of
democracy

See myself as a citizen
of the world

Pe
rc

en
t d

iff
er

en
ce

 re
la

tiv
e 

to
 th

os
e 

w
ith

 lo
w

es
t l

ife
 sa

tis
fa

ct
io

n

Life satisfaction 2 3 4 5 6 7 8 9 10

Figure 17.5 Difference in political attitudes depending on life satisfaction
Source: World Values Survey
Note: Based on results from Ward (2019). Bars represent percent differences in political opinion
from those with the lowest life satisfaction level Estimated using OLS linear regressions
controlling for household income (quintiles), education level, marital status, gender, age and its
square; 95% confidence intervals displayed.

36 Nowakowski (2021).
37 This was measured as opposition to immigration from outside the European Union specifically.
38 Ward (2019).
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also less likely to view having a strong leader as a good thing for their country. The
starkest differences relate to political institutions. Compared with the least satisfied
respondents, those reporting a 10 out of 10 on a life satisfaction scale are roughly 5%
more likely to have confidence in the political parties and 13% more likely to have a
positive opinion of the political system.

Both of the analyses thus far suggest that the rise of populism in Western countries
is at least partly related to unhappiness. A separate strand of literature has sought to
address this issue by closely examining notable political successes for populists in
recent years, including the 2017 national elections in France, the Brexit referendum in
the United Kingdom, and Donald Trump’s presidential victory in the United States.
Here, the results tend to be less straightforward.

In France, Marine Le Pen’s populist National Front party outperformed traditional
left- and right-wing political rivals to reach the final round of the runoff national
election in 2017 against Emmanuel Macron. Macron eventually won by a comfortable
margin, but the stark rise and success of Le Pen’s party platform, which was partially
fuelled by populist anti-establishment and elite-opposition sentiment, warrants further
attention. One study sought to examine the drivers of French populist support using a
unique dataset of roughly 17,000 surveys of voters in the lead-up to the election.39 The
authors found that lower levels of life satisfaction were strongly predictive of votes in
favour of Marine Le Pen. Her voters were less satisfied with their lives than supporters
of any other candidate. Even after controlling for income, education, ethnicity and
other sociodemographic variables, low life satisfaction remained significantly predict-
ive of populist support, while high life satisfaction predicted support for the eventual
winner Emmanuel Macron. At the same time, Le Pen voters were also less trusting of
others (including their family and neighbours) and less optimistic about their future
than any other group across the political spectrum.

While Marine Le Pen did not win the French national election in 2017, populist
movements for Brexit in the United Kingdom and Donald Trump’s presidential
candidacy in the United States proved successful. However, in both cases, the
evidence seems to be somewhat mixed. In the United Kingdom, two studies in
particular have examined the link between support for leaving the European Union
and dissatisfaction. While both studies find dissatisfaction with income in particular to
be strongly predictive of Brexit support – in fact, even more predictive than the actual
level of income itself – life satisfaction was found to have a much smaller and largely
insignificant effect.40

One study in the United States also looked at county-level data on wellbeing and
voting patterns for Donald Trump and Bernie Sanders in the Republican and
Democratic primaries.41 Because both candidates promoted populist messages and
policies, we might expect that dissatisfaction would be predictive of support for both.
The authors do in fact observe this to be the case. In two separate regressions
controlling for income, employment status, religion, economic growth, residential

39 Algan et al. (2018). 40 Liberini et al. (2017b); Alabrese et al. (2019). 41 Ward et al. (2020).
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area population density, and region fixed effects, Republican voters with low life
satisfaction today or low expectations for future life satisfaction in five years were
more likely to vote for Donald Trump in the primary, while Democratic voters with
the same characteristics were more likely to vote for Bernie Sanders.

A related study also relied on high-frequency Gallup data to examine the extent to
which changes in wellbeing from 2012 to 2016 could explain electoral swings in
favour of Donald Trump.42 The authors compiled information on life satisfaction,
future predicted life satisfaction and affective wellbeing43 for roughly 177,000 US
respondents in 2012 and 353,000 respondents in 2016. The study found that counties
that swung from supporting Barack Obama in 2012 to supporting Donald Trump in
2016 were significantly more likely to have experienced average declines in wellbeing
over the same period. Specifically, in counties in which the vote share from Democrats
to Republicans swung by at least 10%, the rate of respondents reporting severely low
life satisfaction (1 to 4) had more than doubled from 3.4% to 7.1%, while the rate of
respondents reporting high life satisfaction (7 to 10) had declined from 73% to 61%.
Similar trends were observed for future expected life satisfaction and satisfaction with
the area in which the respondent lived. Residents of these counties were also signifi-
cantly more likely to report feeling sadness and less likely to report feelings of
happiness and enjoyment. For comparison, changes in income over the same time
were not significantly predictive of vote shifts.

Finally, another study found that, controlling for other factors, both feelings of
worry and racial animus significantly predict higher levels of Trump support.
However, once a measure of relatedness (social connection to others) was introduced,
the effect of worry becomes significantly weaker, while the effect of racial animus
becomes insignificant. The authors interpreted this result as an indication that Trump
support in the 2016 election was driven primarily by a desire for in-group affiliation to
buffer against the economic and cultural anxieties that had led to unhappiness. In other
words, voters who felt disconnected from their communities channelled their anxieties
towards Trump support. These dynamics echo those observed among Marine Le Pen’s
supporters in France.

All of these studies provide suggestive evidence that dissatisfaction and discon-
nectedness precede and predict populist victories. Taken together, they underscore the
role of social connection and general wellbeing in explaining the recent resurgence of
populism in Western countries. However, it is also important to recognise the limita-
tions of these results. While the longitudinal dynamics observed in these latter studies
are suggestive that unhappiness drives populist support, the issue does not easily lend
itself to causal inference. As of yet, no studies to our knowledge have sought to run
randomised controlled experiments in which treated respondents are induced to feel
more or less happy and then asked about their level of populist support. Exploiting
natural experiments or quasi-experimental designs in the future to predict populist
party vote shares may prove fruitful.

42 Herrin (2018).
43 Measures of affect include feeling happy, stress, enjoyment, worry, smile, sadness, anger.
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However, overall time series cast some doubt on the interpretation that the rise of
populism can be entirely explained by declining wellbeing. As discussed in previous
chapters, in many countries around the world, including those in Europe and North
America, average levels of life satisfaction have remained remarkably flat.44 Given the
dramatic increase in populist party support over recent years, one might expect
similarly dramatic declines in life satisfaction. This does not appear to be the case.
At the same time, in many countries, social isolation and negative affect (a sense of
‘worry’ in particular) have been on the rise.45 Inasmuch as this phenomenon reflects
growing disconnectedness and anxieties about the future, it could help to explain
populists’ appeal to voters. These issues remain open to future research.

Overall, the results of this section call out for further research and experimentation.
Despite a handful of recent electoral defeats in both Europe and the United States,
populist political parties on both the left and right of the political spectrum retain
considerable influence in mainstream politics. Understanding the primary drivers of
their support, and in particular the role of wellbeing in explaining them, will remain a
central and urgent challenge for social scientists in the years to come.

Conclusions

� Happier voters are generally more likely to be politically engaged than less
happy voters.

� Despite these broad correlations, causal studies on the relationship between
wellbeing and political participation have produced mixed results. Happier voters
are found to be more engaged in some contexts but not in others.

� In the Arab world, lower wellbeing was a strong precedent and predictor of future
uprisings. This relationship appears to be slightly weaker in Western countries.

� Overall, there is strong evidence that happiness predicts higher levels of support for
the incumbent political party. This effect has been found in a number of countries
and using a variety of different analytic methodologies, including propensity score
matching techniques and natural experiments. In many cases, this effect is even
stronger than standard economic models of voter preferences.

� Around the world, unhappier voters are also more likely to vote for populist parties
and identify with populist ideologies. However, studies performed on elections in
France, the United Kingdom and the United States have found mostly mixed results
regarding the extent to which life satisfaction in particular is predictive of populist
electoral victories.

� Nevertheless, dissatisfaction with income, and social disconnectedness in
particular, proved to be strong predictors of Marine Le Pen’s support in France,

44 See Chapter 13.
45 For negative affect, see Helliwell et al. (2021). For loneliness and social isolation, see Ortiz-Ospina and

Roser (2020).
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votes to leave the European Union in the United Kingdom and Donald Trump’s
presidential victory in the United States.

Questions for discussion

(1) Research has shown that wellbeing predicts incumbent party support. If you were
advising an elected official, how would you make use of this knowledge?

(2) So far, there has been limited experimental research to examine whether or not
low wellbeing leads to populist support. Can you think of an experimental design
(either in the lab or in the real world) to test this assumption? What are the main
benefits and drawbacks of your approach?
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18 Cost-Effectiveness and Policy Choice

The ultimate purpose of economics, of course, is to understand and promote the
enhancement of wellbeing.

Ben Bernanke, former Chairman, US Federal Reserve

The ultimate purpose of wellbeing science is to help us increase wellbeing. Hopefully,
readers of this book will by now have learned a little more about themselves, which
they can use to improve their own wellbeing and that of others. But what about policy-
makers, be they in central or local government, or in NGOs big and small? Are there
steps by which wellbeing science could help them improve their contribution to
human wellbeing?1

In this chapter we ask the following questions

� How would policy-makers spend their money if they wanted to maximise
wellbeing? How can we measure cost-effectiveness when benefits are measured in
units of wellbeing?

� How does this approach compare with traditional cost-benefit analysis where
benefits are measured in units of money? Which approach is better?

� If policy-makers wanted especially to reduce misery, how would they proceed?
� How far are central policy-makers using the new approach?

The Goal

First, policy-makers would need to be clear that wellbeing is their overarching goal. At
present most organisations have multiple goals. But when they decide how much
effort to devote to each of these goals, they are implicitly balancing one goal against
another. Ultimately there can be no rationale for such decisions unless it is based on
some overarching goal, against which the importance of the different subsidiary goals
can be assessed.

1 This chapter draws heavily on A. E. Clark et al. (2018) chapter 15. For a formal statement of the argument
of this chapter, see Annex 18.1.
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In Part I, we already set out the argument for wellbeing as the overarching goal. So,
in this vision every organisation would be contributing in whatever way it could to the
goal of maximising the sum of future WELLBYs (suitably discounted).2

For example, every nation’s finance minister would say to each cabinet colleague
‘When you make the case for your department’s budget, please estimate how much
each of your main proposed expenditures (new and old) will increase the wellbeing of
the community. Tell us their effect on wellbeing and how much they will cost’. And
the leaders of any organisation, large or small, would ask the same questions of its
different branches.

Cost-Effectiveness Analysis

The decision on these proposals would then proceed as follows.3 Realistically, we can
assume that any typical public organisation has an overall budget constraint – the total
amount of overall expenditure it can incur on all its policies. Thus, for each policy the
key issue is how much wellbeing it produces per dollar of cost – the cost-
effectiveness of the policy. So policies would be ranked according to the (discounted)
WELLBYs they will generate per dollar of net (discounted) expenditure.

Once they are ranked in order of their cost-effectiveness, we would choose those
that were the most cost-effective until the available budget was exhausted. There
would thus be a cut-off level (λ) of cost-effectiveness above which policies were
approved and below which they were rejected. Thus, the criterion for approving policy
would be4

PP
Wit 1� δð Þt

P
Ct 1� δð Þt > Cut� off value ¼ λ (1)

where Ct is the net cost in year t.
The appropriate critical value (λ) could be found by trial and error. An alternative

approach would be to start with values of λ already used in more limited areas of life.
For example, the WELLBY approach is similar in many ways to the approach already
followed in some healthcare systems. As we have noted in Chapter 10, England’s
National Institute of Health and Care Excellence (NICE) evaluates a proposed treat-
ment according to the number of QALYs (Quality Adjusted Life Years) that it
produces relative to its cost. A treatment is only approved if the ratio of cost to benefit
is low enough. Currently, NICE require the cost per QALY to be below around
$40,000. But this applies only to health expenditures and to the health-related benefits
to the individuals who are treated in the healthcare system. The WELLBY approach

2 Assuming for the moment that we ignore who gains and who loses.
3 For an early discussion of this whole approach, see O’Donnell et al. (2013). For more recent applications,
see De Neve et al. (2020); and Frijters and Krekel (2021).

4 The same δ is used for wellbeing and for cost, on the assumption that the rate at which expenditure
produces wellbeing is constant over time.
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would relate to all government expenditure and to the wellbeing effects on all the
individuals affected. It would be the standard way in which all public expenditures are
decided.

Relation to traditional cost-benefit analysis

A natural question is, How does this approach compare with traditional economic
cost-benefit analysis, where benefits are measured in units of money (rather than of
wellbeing)? The answer is that the results of existing cost-benefit analysis can be
incorporated very easily into the wellbeing framework. For we know the impact that
money income has on wellbeing, and we can always therefore convert any benefits
measured in money into benefits that are measured in units of wellbeing. To be
precise, if income is Y and X is a policy variable, the effect of the policy on wellbeing
is given by

dW

dX
¼ dY

dX
:
dW

dY
(2)

where dY/dX is the effect of X on income, and dW/dY is the marginal utility
of money.

This approach is often very useful, because for some policies it is easier to measure
their effects initially in monetary units. This applies not just to direct effects on wages
or other incomes (due, for example, to educational investment), but also to intangible
benefits (like reduced journey times). These intangible benefits are in this case valued
by what people’s behaviour shows they would be willing to pay for them (by their
revealed preference).5

But willingness to pay works only when people can show by their choices how
much they value different outcomes. Sometimes they can do this, but very often they
cannot. They can do it for things like transport, industrial production, education and
some aspects of the environment. But many outcomes are not things that people can
choose – they are things that just happen to people through outside influences – what
economists call external effects. People fall sick, children get abused, elderly people
get abandoned and people get mugged. We cannot learn about how much people value
these experiences by observing choices. So how are we to evaluate policies like
vaccination, or child protection, or family courts, or elderly care, or police protection?
Measuring benefits in units of wellbeing is an obvious solution.

Critics might argue that, even though people can’t show their values by their
choices, we can ask them hypothetical questions about how much they would in
principle be willing to pay to promote these goods? Unfortunately, however, it has
been shown repeatedly that asking people hypothetical questions about how they
value things produces nonsensical answers.6

So data on the happiness effects of activities may offer a better route to evidence-
based policy making. But why not then translate those wellbeing estimates back into

5 Layard and Glaister (1994). 6 Kahneman, Ritov and Schadke (2000).
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units of money? Thus, suppose we know the effect of a policy upon wellbeing. We
could compute the equivalent gain in income that would increase wellbeing as much
as the policy would. This equivalent variation in income could be computed by
dividing the change in wellbeing by the marginal utility of income. Thus, if policy X
improves wellbeing by dW/dX, the equivalent variation in income is given by

dY

dX
¼ dW

dX
=
dW

dY
: (3)

This is the reverse operation to that in equation (2). The resulting aggregate benefit
measured in units of money could then be compared with the cost.

There are, however, two overwhelming objections to this approach. First, it auto-
matically makes changes in happiness less important if they occur to poor people – it
treats a dollar as the same whether it belongs to a Trump or a tramp. To avoid this, the
results could be analysed separately for different income groups, applying a different
marginal utility of income to each group. This re-establishes wellbeing as the measure
of benefit, so why not simply stay with it in the first place?

Second, we might not want to simply add the ΔWs, but rather to give extra weight
to those with low initial happiness. If the monetary valuation procedure is followed,
there is no way to do this, since the happiness level of each individual has become
invisible. We may or may not want to give extra weight to those who are most
miserable (see Chapter 2), but it is helpful to retain the ability to do so.

Note that throughout this chapter we assume that the total budget is determined by
political considerations. We do not use the wellbeing approach to determine the total
of public expenditure. The same thing happens with traditional cost-benefit analysis –
projects are often rejected even if their monetary benefits exceed their costs. The
reason is that there is not enough public money to finance all projects whose benefits
exceed their costs. In consequence, the only projects that get through are those with a
high enough ratio B/C, with the cut-off value being frequently higher than 1.

The alternative approach would be to allow wellbeing cost-effectiveness analysis
to determine the total of public spending. But this would lead to much higher
public expenditure. For example, if W ¼ 0.3 log Y, the value of a healthy life year
(with W ¼ 7.5) is in England $750,000. But England’s NICE does not sanction the
expenditure of more than $40,000 per additional life-year.7

Taxes and regulations

Going on, there are other important public policy problems besides how to spend a
given budget total. There is the issue of how to structure the taxes. The approach here
can be straightforward. If we envisage a self-financing tax change, we would simply

7 Moreover, if public money is raised by general taxation, we have to allow for the fact that, when other
people pay a tax, that generates a positive externality for the rest of the population. So the equation
W ¼ 0.3 log Y overvalues the cost of reducing incomes generally across the population. A lower
coefficient would imply an even higher optimal scale of public expenditure.
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evaluate how this alters the happiness of each member of the population and aggregate
these changes (assuming we are simply maximising the sum of wellbeing across all
members of the population). We should also use wellbeing as the criterion for whether
to introduce a new regulation or to abolish an old one.8

Five major issues

It is time to address some thorny issues. First, there is the issue of the discount rate.
We discussed this in Chapter 15, where we suggested something like 1.5% per annum.

Then there is the issue of the length of life. If we know the quality of any additional
life-year that a policy would produce, we would value the extra life-year by the quality
of life it produces. But otherwise we would value changes in life-years by the average
level of wellbeing (in the country in question).

Then there is the issue of how we treat the birth-rate. If we increase discounted
WELLBYS by encouraging the birth of more children, would that count as a benefit?
If it did, it would almost certainly be the most cost-effective way of increasing the sum
of future wellbeing. For example, by switching expenditure from healthcare to child
subsidies, we could surely increase the birth rate by more (in %) than we reduced the
length of life. This would increase the number of future WELLBYs. But most people
would not support the policy. We would therefore propose that, when evaluating the
effect of policies, we ignore any effect on total WELLBYs coming from changes in
the number of people born.9

Next, there is the issue of whose wellbeing counts. In principle, it should cover at
least the whole of humanity. Every person is equally important. But for private ethics,
there are some people who are easier for us to help than others. So, in practice, human
society works through a division of labour. People take especial care of people close to
them, and this also satisfies the need that humans have for a kind of affection they can
only give to a small number of people.

But, when it comes to public policy or charitable activity, the circle of concern has
to be widened to include people we do not know, including people in far-off parts of
the world.10 Ideally, each government would choose to do whatever it could for the
good of humanity. In practice, democratic governments inevitably feel that their main
responsibility is for their own electorates. But this responsibility would hopefully
include two other important considerations:

8 In practice, a regulation may also have a net cost to the organisation making it. To allow for this we need
to rewrite the decision criterion in equation (1) as

PP
Wit 1� δð Þt > λ

P
Ct 1� δð Þt

On regulation, one obvious issue is ‘Do smoking bans improve human wellbeing?’ This has been
studied using data on more than half a million Europeans since 1990. Odermatt and Stutzer (2015). The
conclusion is that the ban increased the life satisfaction of those smokers who wanted to quit, without
significant negative effects on any other group. See also Gruber and Mullainathan (2005).

9 In other words, we treat the number of people born as exogeneous. But if it changes, we still look at the
average wellbeing of all those born. For an extensive discussion of this issue, see Meade (1955); Parfit
(1984); and Broome (2004).

10 Singer (1981).
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� the altruistic desire to help less happy nations and
� the necessity of collaborating with other countries to secure global public goods like

fighting climate change and securing world peace.

And what about the wellbeing of other sentient beings, besides humans? They must
surely count. There is ample evidence that birds and mammals (at least) have feelings
of pleasure and pain. For example, researchers have offered injured birds or mammals
the choice between food that includes standard pain-killers and food that does not.
Injured animals prefer the food with pain-killers. And, even more important, when
they’ve taken the painkiller, they stop whimpering or calling out. This shows that the
choice of the painkiller is not simply an automatic reaction to a wound but a reaction
to an emotional feeling.11

Finally, there is the issue of equity. As we said in Chapter 2, the starting point for
public policy analysis could be the Benthamite approach of adding up all changes in
WELLBYs, regardless of who they accrue to. But most people would probably wish
to give extra weight to improving the wellbeing of those who are least happy. The
problem is how to secure agreement on the weights. One obvious approach is to
conduct a representative survey of the views of the public, and this is a high priority
for future research. In the meantime, one natural approach is through sensitivity
analysis, examining how far the results are reversed when different weights are used.
Equally, when considering new policy initiatives, it seems natural to focus on those
areas of life that account for the greatest amount of total misery.

Developing New Policies

The natural starting point in this search for new policies is to ask two very similar
questions.

� What aspects of life do most to explain the inequality of wellbeing?
� What aspects of life do most to explain the proportion of people who have low

wellbeing?

In practice, the answers to the two questions are very similar.12 As we saw in
Chapter 7, the answer to the first question comes from the following standardised
regression equation:

Wi

σw
¼

X
βj
Xij

σj
þ ei (4)

where βj
2 measures the independent contribution of each variable Xj to the overall

inequality (variance) of W.

11 Singer (1995). To apply the WELLBY approach to non-humans remains however a major
quantitative challenge.

12 See A. E. Clark et al. (2018) and the comparison of our Figures 8.2 and 8.3. This result would be
expected if, for example, all the right-hand variables were jointly normally distributed.
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Alternatively, we could focus on misery and ask what explains it. We could, for
example, define misery as a level of life satisfaction below 6. Then the dummy
variable for misery takes the following values

1 if W < 6

0 if W � 6:

If we run a regression equation of this dummy variable on our usual explanatory
factors, the βj

2 measure the independent contribution of each variable Xj to the
presence or absence of misery.13

Empirically, it turns out that the pattern of βj
2 obtained from estimating equation (4)

are very similar to those obtained from the regression explaining misery, except that in
the latter case the βjs are all slightly smaller (because a binary variable is more difficult
to explain).14 Given this similarity, it is enough to focus on equation (4) and search for
policies in areas with high β, knowing that reducing the inequality in those areas
would make a big impact on the prevalence of misery.15

In Table 18.1, we repeat the βs that we saw in Chapter 8. For each factor Xj, βj
2

represents the share of inequality explained by the independent variation of Xj. Top is
mental illness, with physical illness also important. Then comes the quality of work
and personal relationships, and only then comes income. These are data for the UK,
but similar rankings apply in other advanced countries.16

Table 18.1 What explains the variation in life satisfaction in adults
over 25? (United Kingdom) – partial correlation coefficients

β

Physical health 0.11 (0.01)
Mental health 0.19 (0.05)
Work (not unemployed) 0.06 (0.04)
Quality of work 0.16 (0.04)
Partnered 0.11 (0.03)
Income 0.09 (0.01)
Education 0.02 (0.01)

Source: See Figure 8.2. Standard errors in brackets.

13 The variance of misery is pm(1-pm), which for small values of pm is close to pm. If the right-hand variable
is also a dummy variable (X) then (if it were the only independent variable) we could write
Mi ¼ a Xi þ bþ ei, and �M ¼ a�X þ b. If instead, �X were zero, we could say that X had increased the
proportion of people in misery by a px, where px is the proportion for whom X has the value of 1. By
contrast β2 ¼ a2px 1�pxð Þ

pm 1�pmð Þ This is clearly related to apx.
14 See Figures 8.2 and 8.3.
15 This is obvious when the factor is essentially a binary ‘bad’, e.g., mental or physical illness, lack of a

partner or unemployment. When the factor is continuous, it is important how the inequality is reduced –

for example, it would reduce misery if we increased low income but not if we reduced high income.
16 A. E. Clark et al. (2018) Table 6.3.
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But the basic message of the wellbeing approach is clear. Policy-makers would not
focus too heavily on economic issues. To support wellbeing, they would also give at
least as much serious, evidence-based attention to

� mental health (treatment and promotion),
� physical health (treatment and promotion),
� the quality of work,
� support for families and
� community building.

Experiments

But this is only the beginning of the search for new policies. The next step is to
identify specific policy changes that might be considered. Once a plausible policy
option has been identified, it would ideally be the subject of a proper randomised
experiment in the field. Where it is impractical or unethical to randomise across
individuals, it is often possible to randomise across areas or across institutions
(schools, hospitals, etc.). From such an experiment would come information on the
short-run wellbeing benefits and budgetary costs of the experiment – and then it can
ideally be projected into the longer term using a model.

The final result of such an evaluation would be an estimate of the change in
WELLBYs per dollar of expenditure – or alternatively the number of people removed
from misery per dollar. Or these estimates can be expressed the other way round – as
the cost per WELLBY or the cost per person removed from misery. Table 18.2 is a
crude illustration of the latter approach. It is a back-of-the-envelope calculation and
we only include it to provoke thought and discussion and to encourage the reader to do
better. In the table, we have taken four standard methods proposed in the UK for
reducing misery. We then estimate what public costs would need to be incurred each
year to ensure that there was one less person in misery. (The assumptions are in Annex
18.2.) The outcome is somewhat surprising. Better mental health care is the most cost-
effective of the four polices, followed by active labour market policy and physical
health care, with income redistribution the least effective. Because redistribution is so
expensive and relatively few of those in misery are also poor, it is often more effective
to spend public money on services in kind – helping people to help themselves.

Table 18.2 Average cost of reducing the numbers in misery, by one person

£k per year

Poverty. Raising more people above the poverty line 180
Unemployment. Reducing unemployment by active labour market policy 30
Physical health. Raising more people from the worst 20% of health 100
Mental health. Treating more people for depression and anxiety 10

Source: A. E. Clark et al. (2017)
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So in this analysis, the top priority is building up the social infrastructure (health care,
skills development, employment, and community services).

Who Is Doing What?

So how many policy-makers worldwide now view wellbeing as their goal and act
accordingly? Many express support for the idea, but many fewer are yet implementing
it. Both the European Union’s Council of Ministers and the OECD in Paris have
requested their members to ‘put people and their wellbeing at the centre of policy
design’.17 They favour an ‘economy of wellbeing’, where wellbeing is the goal that
the economy serves; but at the same time, wellbeing is valued for its positive effect on
the economy.18 In China, President Xi has repeatedly stated that ‘the wellbeing of the
people is the fundamental goal of development’.19

But the country that has gone furthest in making wellbeing their goal is New
Zealand. In 2019, the Labour government there announced its first Wellbeing Budget,
which attracted worldwide interest. Its novel feature was to focus any new additional
expenditure on things that increase wellbeing in a cost-effective way (mental health
services, reduction of child poverty and domestic violence, Maori wellbeing and
climate change). The rest of the budget was justified in terms of its effect on four
pillars (physical capital, human capital, social capital and natural capital), which were
seen as contributing to the sustainability of wellbeing – but that contribution was
not quantified.

The New Zealand approach is one way in which change may come about. But one
day governments (central and local) and NGOs may go further and evaluate their
whole operation through the quantitative lens of wellbeing.20 This is increasingly
authorised in official manuals on evaluation,21 but most policy-makers have yet to use
these tools. If they wanted to, they would need to establish their own Wellbeing
Analysis Units that could scrutinise more and more of the policies they funded in
terms of their effects on wellbeing.

And they would take urgent action to improve the knowledge base. This requires,
as we have said, literally thousands of experiments in which one policy is compared
with a counterfactual for its effects upon wellbeing and upon costs. And, of course, all
experiments ever conducted would measure wellbeing as one of the outcomes,
whatever else they measured.

17 EU Council (2019).
18 This has also been pushed strongly by the Wellbeing Economy Alliance (based in Scotland) and by the

Wellbeing Economy Governments which include Scotland, Iceland, Wales, Finland and New Zealand.
19 Speech on 18 October 2017 to the 19th National Congress of the Chinese Communist Party. There are

12 mentions of wellbeing in his speech.
20 Local governments actively targeting wellbeing include Bristol, England; Jalisco, Mexico; Andra

Pradesh, India. NGOs can receive advice on this approach from the Happier Lives Institute, from
Effective Altruism and from Give Well.

21 For example, HM Treasury (2020, 2021) in the United Kingdom.
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The follow-up period for most experiments is quite short, even though the actual
effects may be quite long-lived. To simulate the longer effects requires a model of how
wellbeing evolves from year to year over the lifespan. So we need quantitative models
of how wellbeing evolves over the lifespan – and of the claims which people in
different circumstances impose on the public finances. Building these models is a
priority for research.

We already know many of the coefficients that would apply in such models.22 But
the better the knowledge base, the better the chances that policy-makers would use it.
The wellbeing revolution would only happen through granular knowledge about the
causes of wellbeing. Such knowledge would also become a central feature of modern
social science.

Conclusions

If wellbeing were to be at the heart of policy-making, some major changes would be
needed.

(1) Every organisation would try in whatever way it could to generate the largest
number of future WELLBYs (appropriately discounted).

(2) Wherever there is a budget constraint, the available funds would go to those
policies that generate the most WELLBYs (discounted) per dollar of expenditure
(discounted).

(3) Where traditional cost-benefit analysis measures benefits in units of money (rather
than of wellbeing), these benefits could be readily changed into units of wellbeing
by multiplying them by the marginal utility of money.

(4) Because monetary cost-benefit is not able to capture more than a fraction of the
benefits of public policy, it would be better to convert monetary benefits into
wellbeing benefits rather than the reverse. Moreover, converting everything into
money would sacrifice information since the marginal utility of income varies so
much between people.

(5) Policy-makers would not count as a benefit any effects of a policy change that
affects the birth rate and through that the number of future WELLBYs.

(6) Policy-makers would develop new policies in areas which are causing the largest
numbers of people to live in misery (low wellbeing). This means areas with high
βs. New Zealand has followed this approach. But, having developed the specific
policies proposed, the next step would be to estimate their effect on total
WELLBYs – subject to sensitivity analysis using differential equity-weights.

(7) Thousands of experiments would be essential to evaluate possible specific
policies. We would also need better models of the determinants of wellbeing
over the life-course. The explanation of wellbeing would become a central aim of
all the social sciences.

22 See, for example, A. E. Clark et al. (2018); Frijters et al. (2020); and Frijters and Krekel (2021).
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Questions for discussion

(1) How if at all does the wellbeing approach to public expenditure improve on
traditional cost-benefit analysis. Can the two approaches be reconciled? How?

(2) How can equity considerations be best incorporated in the design of policies
aimed at wellbeing?

(3) Would we ignore effects on the number of births?
(4) What is your reaction to Table 18.2? How could you improve the analysis?

Further Reading

Frijters, P., Clark, A. E., Krekel, C., and Layard, R. (2020). A happy choice: Wellbeing as the
goal of government. Behavioural Public Policy, 4(2), 126–165.

O’Donnell, G., Deaton, A., Durand, M., Halpern, D., and Layard, R. (2014). Wellbeing and
Policy. Legatum Institute.

Singer, P. (1995). Animal Liberation. Random House.
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