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#### Abstract

This paper examines a nonparametric test for Granger-causality for a vector covariance stationary linear process under, possibly, the presence of long-range dependence. We show that the test converges to a non-distribution free multivariate Gaussian process, say vec $(B(\mu))$ indexed by $\mu \in[0,1]$. Because, contrary to the scalar situation, it is not possible, except in very specific cases, to find a time transformation $g(\mu)$ such that vec $(B(g(\mu)))$ is a vector with independent Brownian motion components, it implies that inferences based on vec $(B(\mu))$ will be difficult to implement. To circumvent this problem, we propose bootstrapping the test by two alternative, although similar, algorithms showing their validity and consistency.
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## 1. INTRODUCTION

In economics and other areas of social sciences, one subject routinely invoked is the concept of causality. This is primarily due to the implication and interpretation that such a concept has on the data. Tests for causality are often performed in the context of unrestricted vector autoregressive $(V A R(P))$ models with $P$ a finite known positive number. See among others, Granger (1969) or Geweke (1982) when the data is short-range dependent, or for variables showing stochastic-trend behaviour, see Sims et al. (1990) or Toda and Phillips (1993). Some extensions are in Hosoya (1991) who analyzes causality for stationary short-range dependent processes which do not necessarily have a $V A R$ representation or Lütkepohl and Poskitt (1996), and references therein, who allow for a $V A R(\infty)$ model.

More recently, Hidalgo (2000) has proposed and examined a test for causality which, unlike the aforementioned papers, covers long-range dependence which has attracted immense attention in recent years. The main attributes of his test are; 1) it is nonparametric, 2) it is consistent, and 3) it has power against $T^{-1 / 2}$ local alternatives. Thus, he extended previous work in two main directions. First, by allowing a (general) covariance stationary linear process and second, since the test is nonparametric, he avoided the possible danger that a bad specification of the model may induce on the outcome of the test.

Now we briefly describe and discuss the main idea of the test. Consider the $p=p_{1}+p_{2}$ dimensional covariance stationary vector $w_{t}=\left(y_{t}^{\prime}, x_{t}^{\prime}\right)^{\prime}$ admitting the $V A R(\infty)$ representation

$$
\begin{equation*}
A(L) w_{t}=\sum_{j=0}^{\infty} A_{j} w_{t-j}=\varepsilon_{t}^{(1)}, \quad t=1,2, \ldots, T \tag{1}
\end{equation*}
$$

where $\varepsilon_{t}^{(1)}$ is a $p$-dimensional sequence of random variables and $A_{0}$ is the identity matrix. The objective of the paper is to test the null hypothesis $H_{0}: y_{t} \nRightarrow x_{t}\left(y_{t}\right.$ does not cause $x_{t}$ ), against the alternative hypothesis $H_{1}: y_{t} \Rightarrow x_{t}\left(y_{t}\right.$ causes $\left.x_{t}\right)$.

Following Sims (1972) or Hosoya (1977), a test for $H_{0}$ is equivalent to testing whether the $p_{1} \times p_{2}$ matrices $c(j)$ are simultaneously equal to zero for all $j<0$ in

$$
\begin{equation*}
y_{t}=\sum_{j=-\infty}^{\infty} c(j) x_{t-j}+u_{t} \tag{2}
\end{equation*}
$$

where, by construction, $E\left[u_{t} \mid x_{s},-\infty<s<\infty\right]=0$. Alternatively, we can write the null hypothesis $H_{0}$ as

$$
\operatorname{vec}\left(\sum_{j=-\infty}^{0} c(j-1) \cos (\pi j \lambda)\right)=0 \quad \forall \lambda \in[0,1]
$$

or equivalently as

$$
S^{*}(\mu)=\operatorname{Re}\left(\int_{0}^{\mu} \operatorname{vec}\left(\sum_{j=-\infty}^{0} c(j-1) e^{-i \pi j \lambda}\right) d \lambda\right)=0 \quad \forall \mu \in[0,1]
$$

where $\operatorname{Re}(a)$ denotes the real part of a complex number (or vector) $a$. So, we may finally write the hypothesis testing as

$$
\begin{equation*}
H_{0}: S^{*}(\mu)=0 \quad \forall \mu \in[0,1] \text { against } H_{1}: S^{*}(\mu) \neq 0 \text { in } \Delta \subset[0,1] \tag{3}
\end{equation*}
$$

where $\Delta$ has Lebesgue measure greater than zero.
Given estimates of $c(j)$, for example $\widehat{c}(j)$ in (12), and using Riemann's discrete approximation of integrals by sums, $S^{*}(\mu)$ can be estimated by

$$
\begin{equation*}
S_{T}(\mu)=\operatorname{Re}\left(\frac{1}{M} \sum_{p=1}^{[M \mu]} v e c\left(\sum_{j=2-M}^{0} \widehat{c}(j-1) e^{-i j \lambda_{2 m p}}\right)\right) \tag{4}
\end{equation*}
$$

where $\lambda_{\ell}=2 \pi \ell / T$, for integer $\ell, M=[T / 4 m]$ with $m=m(T)$ a number which increases slowly with $T$, that is $m^{-1}+m T^{-1} \rightarrow 0$ and $[z]$ denoting the integer part of the number $z$. The test can thus be based on whether or not $S_{T}(\mu)$ is significantly different than zero for all $\mu \in[0,1]$ by the implementation of a functional of $S_{T}(\mu)$, for example a Kolmogorov-Smirnov test.

More specifically, see Theorem 3.2 below, we have that $T^{1 / 2} S_{T}(\mu) \stackrel{\text { weakly }}{\Longrightarrow} \operatorname{vec}(\widetilde{B}(\mu))$, where $\widetilde{B}(\mu)$ is a $p_{1} \times p_{2}$ Gaussian process with covariance structure given by

$$
\begin{equation*}
K\left(\mu_{1}, \mu_{2}\right)=\frac{1}{4 \pi} \int_{0}^{\pi \min \left(\mu_{1}, \mu_{2}\right)}\left(f_{x x}^{-1}(-\lambda) \otimes f_{u u}(\lambda)\right) d \lambda \tag{5}
\end{equation*}
$$

However, as it can straightforwardly be observed from (5), the components of the $p_{1} p_{2}$-dimensional Gaussian process vec $(\widetilde{B}(\mu))$ are not generally independent. This observation has some consequences regarding the implementation of the test. In particular, it will imply that it is not possible, except in two very specific situations, to find a time transformation, say $g(\mu)$, for which $\operatorname{vec}(\widetilde{B}(g(\mu)))$ becomes a $p_{1} p_{2}$-dimensional vector with independent Brownian motion components. The two cases under which it is possible to find $g(\mu)$ are $a) K\left(\mu_{1}, \mu_{2}\right)$ is a diagonal matrix and b) $K\left(\mu_{1}, \mu_{2}\right)=\min \left(\mu_{1}, \mu_{2}\right) \Omega$ for some positive definite matrix $\Omega$.

The above comments indicate that the results of Theorem 3.2 below may generally be of limited use in order to implement the test for $H_{0}$ when $p_{1}$ and/or $p_{2}$ are greater than one. Although it may be possible to simulate the limiting distribution, this approach can be very demanding and in addition it will require the computation of new critical values everytime a new model/data is under consideration. Therefore, the main objective of the paper is to examine how to circumvent this possible drawback of the test by using a bootstrap algorithm to test $H_{0}$. This will justify and permit us to obtain estimates of the critical values of any continuous functional of $T^{1 / 2} S_{T}(\mu)$ employed to test $H_{0}$.

We finish this section giving the motivation of the bootstrap, whose details are given in Section 4 below, and why we should expect its validity. Suppose for simplicity that $p_{1}=p_{2}=1$ and that the model (2) is

$$
\begin{equation*}
y_{t}=\sum_{\ell=-r}^{q} c(\ell) x_{t-\ell}+u_{t}, \quad t=1, \ldots, T \tag{6}
\end{equation*}
$$

where both $q$ and $r$ are finite and known a priory. A closer inspection of (6) suggests that the model can be written as

$$
\begin{equation*}
w_{y}\left(\lambda_{j}\right)=\sum_{\ell=-r}^{q} c(\ell) w_{x, \ell}\left(\lambda_{j}\right)+w_{u}\left(\lambda_{j}\right) \quad j=1, \ldots, T-1 \tag{7}
\end{equation*}
$$

where

$$
w_{a}(\lambda)=\frac{1}{(2 \pi T)^{1 / 2}} \sum_{t=1}^{T} a_{t} e^{i t \lambda}
$$

is the discrete Fourier transform of $\left(a_{1}, \ldots, a_{T}\right)^{\prime}$ and

$$
w_{x, \ell}(\lambda)=\frac{1}{(2 \pi T)^{1 / 2}} \sum_{t=1}^{T} x_{t-\ell} e^{i t \lambda}
$$

for integer $\ell$, is the discrete Fourier transform of $\left(x_{1-\ell}, \ldots, x_{T-\ell}\right)^{\prime}$.
It is well known, see Hannan (1970) or Brillinger (1981) among others, that $w_{u}\left(\lambda_{j}\right)$ is asymptotically uncorrelated although, possibly, heteroscedastic. So, looking at (7), $v_{u}\left(\lambda_{j}\right)=w_{u}\left(\lambda_{j}\right) /\left|w_{u}\left(\lambda_{j}\right)\right|$ can be regarded as a sequence of zero mean and asymptotically independent homoscedastic random variables. It is worth noting that it is precisely this observation about the properties of $w_{u}\left(\lambda_{j}\right)$, which motivated Hannan's (1963) (semiparametric) generalized least squares estimator of the parameters $c(\ell)$ for the model (6) and consequently extended to other useful models in econometrics by Hannan (1965) and Hannan and Terrell (1973) and more recently by Robinson (1991), who also allowed for a data-driven bandwidth. So because the properties of $v_{u}\left(\lambda_{j}\right)$, it appears that Efron's (1979) resampling scheme should be valid in our framework as it happens to be the case. One consequence of the previous arguments is that even though the errors of the model may be serially correlated with unknown structure, possibly long-range, we are able to avoid the choice of the block length of Künsch's (1989) Moving Block Bootstrap ( $M B B$ ) which was introduced to handle data with unknown dependence structure or Politis and Romano's (1994) subsampling algorithm. The former was accomplished by writing the model in the frequency domain and then using Efron's (1979) original bootstrap algorithm to the discrete Fourier transform of the errors. Finally, it should be mentioned that the structure of the model given in (2) or (7) has some resemblance to Mammen's (1993) model in the sense that as there, we allow the number of regressors in the model to grow to infinity with the sample size.

The remainder of the paper is as follows. Section 2 describes the estimation technique for the matrices $c(j)$. In Section 3, we delimit our statistical framework and present the asymptotic behaviour of $T^{1 / 2} S_{T}(\mu)$. In Section 4 we present the bootstrap algorithms and we examine their asymptotic properties. Finally, Section 5 gives the proofs of our results in Sections 3 and 4.

## 2. THE ESTIMATION OF $c(j)$

In this section we describe the estimation of the matrices $c(j)$ in (2) and discuss why it is more desirable than other approaches, such as least squares estimates $(L S E)$, in the presence of long-range dependence. In the frequency domain, the lag structure given in (2) is described by the frequency response function $C(\lambda)=\sum_{j=-\infty}^{\infty} c(j) e^{-i j \lambda}$ which equals $C(\lambda)=f_{y x}(\lambda) f_{x x}^{-1}(\lambda)$, where $f_{y x}(\lambda)$ and $f_{x x}(\lambda)$ are the indicated elements of the spectral density matrix, $f_{w w}(\lambda)$, of $w_{t}$ defined from the relationship

$$
\begin{equation*}
E\left(\left(w_{1}-E w_{1}\right)\left(w_{j+1}-E w_{1}\right)^{\prime}\right)=\int_{-\pi}^{\pi} f_{w w}(\lambda) e^{-i j \lambda} d \lambda \quad j=0, \pm 1, \pm 2, \ldots \tag{8}
\end{equation*}
$$

So, $c(j)$ may be interpreted as the $j$ th Fourier coefficient of $C(\lambda)$, that is

$$
\begin{equation*}
c(j)=\frac{1}{2 \pi} \int_{0}^{2 \pi} C(\lambda) e^{i j \lambda} d \lambda \tag{9}
\end{equation*}
$$

Due to the interpretation of $c(j)$ in $(9)$, Hannan $(1963,1967)$, see also Brillinger (1981), proposed to estimate $c(j)$ by the sample (discrete) analogue of (9),

$$
\begin{equation*}
\breve{c}(j)=\frac{1}{2 M} \sum_{p=0}^{2 M-1} \widehat{C}_{2 m p} e^{i j \lambda_{2 m p}} \tag{10}
\end{equation*}
$$

where $\widehat{C}_{2 m p}=\widehat{f}_{y x, 2 m p} \widehat{f}_{x x, 2 m p}^{-1}$, and $\widehat{f}_{y x, 2 m p}$ and $\widehat{f}_{x x, 2 m p}$ are estimates of $f_{y x, 2 m p}$ and $f_{x x, 2 m p}$ respectively given as the indicated elements of (11) below, and where henceforth we shall abbreviate $g\left(\lambda_{p}\right)$ by $g_{p}$ for a generic function $g(\lambda)$. The estimator $\breve{c}(j)$ in (10) was coined by Sims (1974) as the $H I$ (Hannan's inefficient) estimator.

Our estimator of $f_{w w}$ is given by

$$
\begin{equation*}
\widehat{f}_{w w}(\lambda)=\frac{1}{2 m+1} \sum_{j=-m}^{m} I_{w w}\left(\lambda_{j}+\lambda\right) \tag{11}
\end{equation*}
$$

where $I_{w w}(\lambda)=(2 \pi T)^{-1}\left(\sum_{t=1}^{T} w_{t} e^{i t \lambda}\right)\left(\sum_{t=1}^{T} w_{t} e^{-i t \lambda}\right)^{\prime}$ is the periodogram of $\left\{w_{t}\right\}$ and where $m$ is as defined in the Introduction.

When analyzing the $H I$ estimator in (10), and similar to technical problems encountered in many other non/semi-parametric estimators, as $\widehat{f}_{x x}(0)$ tries to estimate $f_{x x}(0)$ which, see Condition $C 1$ below, may be infinity, proceeding as in Hidalgo (2000) we modify (10) by

$$
\begin{equation*}
\widehat{c}(j)=\frac{1}{2 M} \sum_{p=1}^{2 M-1^{\prime}} \widehat{C}_{2 m p} e^{i j \lambda_{2 m p}} \tag{12}
\end{equation*}
$$

where $\sum_{p=1}^{2 M-1}{ }^{\prime} \phi_{2 m p} e^{i j \lambda_{2 m p}}$ denotes $\sum_{p=1}^{2 M-1} \phi_{2 m p} e^{i j \lambda_{2 m p}}+\phi_{2 m}$. Intuitively, we have replaced the estimator of $C_{0}$ by that of $C_{2 m}$, that is $\widehat{f}_{y x, 2 m} \widehat{f}_{x x, 2 m}^{-1}$.

The motivation of the estimator in (12) is threefold. First, the statistical properties hold the same irrespective of the number of lags specified in (2), which have important consequences when analyzing the properties of $S_{T}(\mu)$ defined in (4). Second, since there is no gain by exploiting the information on the covariance structure of the errors $u_{t}$, as Sims (1974) showed, the HI estimator becomes as efficient as the generalized least squares $(G L S)$ estimator. This motivates the $L S E$ of $c(j)$ given in Robinson (1979), although under stronger assumptions than those we want to impose in this paper.

Finally, the third motivation, which makes the estimate in (12) more appealing when the data may exhibit long-range dependence, is as follows. Assume model (6). When the data is short-range dependent, it is known that, under suitable conditions, the $L S E$ is root- $T$ consistent and asymptotically normal. However, under long-range dependence, as Robinson (1994) observed, when the joint long-range dependence in the regressor $x_{t}$ and error $u_{t}$ is sufficiently strong, that is the product of the spectral density functions of $x_{t}$ and $u_{t}$ is not integrable, the $L S E$ is no longer root- $T$ consistent nor asymptotically normal.

Motivated by this observation, Robinson and Hidalgo (1997) showed that a class of frequency-domain weighted $L S E$, including $G L S$ (with parametric error spectral density function) as a special case, is root- $T$ consistent, asymptotically normal and Gauss-Markov efficient in model (6). The intuition why the estimator in Robinson and Hidalgo (1997) is root- $T$ consistent and asymptotically normal is because the weighted function possesses a zero sufficiently strong to compensate for the singularity of the spectral density function induced by the collective long-range dependence of $x_{t}$ and $u_{t}$. So, assuming that $f_{x x}(\lambda)$ has a singularity at the origin, $f_{x x}^{-1}(\lambda)$ will possess a zero at $\lambda=0$, and we can expect that $\widehat{f}_{x x, 2 m p}^{-1}$ becomes (asymptotically) a weighted function satisfying the conditions of Robinson and Hidalgo (1997). Indeed, Theorem 3.1 below indicates that the HI estimator given in (12) achieves the root- $T$ consistency and asymptotic normality, so that the $H I$ estimator appears to be a desirable estimator.

## 3. ASYMPTOTIC PROPERTIES OF (4) AND (12)

Let $z_{t}=\left(w_{t}^{\prime}, u_{t}^{\prime}\right)^{\prime}$ and for $g, h=1, \ldots, p+p_{1}$, denote by $f_{g h}(\lambda)$ the $(g, h) t h$ component of the spectral density matrix of $z_{t}$, defined as in (8) but with $w_{t}$ being replaced by $z_{t}$. Let us introduce the following regularity conditions:

Condition C1 For all $g=1, \ldots, p+p_{1}$, there exist $C_{g} \in(0, \infty), d_{g} \in[0,1 / 2)$ and $\alpha \in(0,2]$, such that

$$
f_{g g}(\lambda)=C_{g} \lambda^{-2 d_{g}}\left(1+O\left(\lambda^{\alpha}\right)\right) \text { as } \lambda \rightarrow 0+
$$

and $\left|f_{g g}(\lambda)\right|>0$ for all $\lambda \in[0, \pi]$.
Defining the coherence between $z_{t g}$ and $z_{t h}$ as $R_{g h}(\lambda)=f_{g h}(\lambda) /\left(f_{g g}^{1 / 2}(\lambda) f_{h h}^{1 / 2}(\lambda)\right)$, we have

Condition C2 For all $g<h=2, \ldots, p+p_{1},\left|R_{g h}(\lambda)\right|$ is twice continuously differentiable in any open set outside the origin and for some $\beta \in(1,2]$,

$$
\left|R_{g h}(\lambda)-R_{g h}(0)\right|=O\left(\lambda^{\beta}\right) \text { as } \lambda \rightarrow 0+
$$

Condition C3 $\left\{w_{t}\right\}=\left\{y_{t}^{\prime}, x_{t}^{\prime}\right\}^{\prime}$ and $\left\{u_{t}\right\}$ are covariance stationary linear processes defined as

$$
w_{t}=\sum_{j=0}^{\infty} \Phi_{j} \varepsilon_{t-j}^{(1)}, \quad \sum_{j=0}^{\infty}\left\|\Phi_{j}\right\|^{2}<\infty \quad \text { and } u_{t}=\sum_{j=0}^{\infty} \Phi_{j}^{u} \varepsilon_{t-j}^{(2)}, \quad \sum_{j=0}^{\infty}\left\|\Phi_{j}^{u}\right\|^{2}<\infty
$$

where $\Phi_{0}$ and $\Phi_{0}^{u}$ are the identity matrices and $\|D\|$ denotes the norm of the matrix $D$. Finally, $\left\|x_{t}\right\|^{4}$ and $\left\|u_{t}\right\|^{4}$ are uniformly integrable.

Condition C4 $\left\{\varepsilon_{t}^{(1)}\right\}$ and $\left\{\varepsilon_{t}^{(2)}\right\}$ are two mutually independent ergodic sequences with finite fourth moments, where, for $j=1,2, E\left(\varepsilon_{t}^{(j)} \mid \mathcal{F}_{t-1}^{(j)}\right)=0, E\left(\varepsilon_{t}^{(j)} \varepsilon_{t}^{(j) \prime} \mid \mathcal{F}_{t-1}^{(j)}\right)=$ $E\left(\varepsilon_{t}^{(j)} \varepsilon_{t}^{(j) \prime}\right)=\Xi^{(j)}$ a.s., (c) $E\left(\varepsilon_{t \ell_{1}}^{(j)} \varepsilon_{t \ell_{2}}^{(j)} \varepsilon_{t \ell_{3}}^{(j)} \mid \mathcal{F}_{t-1}^{(j)}\right)=\mu_{3, \ell_{1} \ell_{2} \ell_{3}}^{(j)}$ such that $\left|\mu_{3, \ell_{1} \ell_{2} \ell_{3}}^{(j)}\right|<$
$\infty$ for all $\ell_{1}, \ell_{2}, \ell_{3}$ where $\mathcal{F}_{t}^{(j)}$ is the $\sigma$-algebra of events generated by $\varepsilon_{s}^{(j)}, s \leq t$, and the joint fourth cumulant of $\varepsilon_{t_{i} \ell_{k}}^{(j)}, \ell_{k}=1, \ldots, p_{j}$ and $i=1, \ldots, 4$ satisfies

$$
\operatorname{cum}\left(\varepsilon_{t_{1} \ell_{1}}^{(j)}, \varepsilon_{t_{2} \ell_{2}}^{(j)}, \varepsilon_{t_{3} \ell_{3}}^{(j)}, \varepsilon_{t_{4} \ell_{4}}^{(j)}\right)=\left\{\begin{array}{lr}
\kappa_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4},}^{(j)} & t_{1}=t_{2}=t_{3}=t_{4} \\
0, & \text { otherwise }
\end{array}\right.
$$

Condition C5 $\|(\partial / \partial \lambda) \Phi(\lambda)\|=O(\|\Phi(\lambda)\| / \lambda)$ and $\left\|(\partial / \partial \lambda) \Phi^{u}(\lambda)\right\|=O\left(\left\|\Phi^{u}(\lambda)\right\| / \lambda\right)$ as $\lambda \rightarrow 0+$, where

$$
\Phi(\lambda)=\sum_{j=0}^{\infty} \Phi_{j} e^{i j \lambda} \quad \text { and } \quad \Phi^{u}(\lambda)=\sum_{j=0}^{\infty} \Phi_{j}^{u} e^{i j \lambda}
$$

such that $\|\Phi(\lambda)\|>0$ and $\left\|\Phi^{u}(\lambda)\right\|>0$ for all $\lambda \in[0, \pi]$ and twice continuously differentiable in any open set outside the origin. In addition, for all $g=1, \ldots, p+$ $p_{1}, f_{g g}^{-1 / 2}(\lambda) \eta_{g}(\lambda)$ is a non-zero finite vector, where $\eta_{g}(\lambda)$ denotes the $g t h$ row of $\operatorname{diag}\left(\Phi(\lambda), \Phi^{u}(\lambda)\right)$.
Condition C6 $\|c(|j|)\|=O\left(|j|^{-3+\tau / 2}\right)$ for some $0<\tau<1$.
Condition C7 $M^{2} T^{-1}+M^{\tau-4} T \rightarrow 0$ with $\tau$ as in C6.
Conditions $C 1-C 2$ deal with the behaviour of $f_{z z}(\lambda)$ and they are the same as in Robinson (1995), so his comments apply here. Conditions $C 3-C 4$ are restrictive in the linearity they impose, but not otherwise. The requirement of independence between $x_{t}$ and $u_{t}$ in $C 3-C 4$, as in Robinson and Hidalgo (1997), is necessary for the proof of the asymptotic normality of (12). We believe that it might be possible to relax this condition to some extent, but that will enormously complicate the already technical proof given in Robinson and Hidalgo (1997). Condition C5 is similar to that in Robinson (1995). The second part of the condition is not strong, see for instance the comments made after (13) below, once $\lambda^{d_{g}}$ is identified as $f_{g g}^{-1 / 2}$ up to constants there. Condition $C 6$ implies that the first derivative of $\|C(\lambda)\|$ is Liptchitz continuous with Liptchitz parameter in the interval $(0,1-\tau / 2)$. Condition $C 7$ gives the admissible values of $M$. Specifically, the rate of increase of $M$ to infinity cannot be slower than $T^{\delta+1 /(4-\tau)}$ or faster than $T^{1 / 2-\delta}$ for arbitrarily small $\delta>0$.

Examples of processes satisfying $C 1-C 5$ are as follows. Let $\xi_{t}$ be a $p$-dimensional unobservable covariance stationary linear process which possesses a continuous and bounded away from zero spectral density matrix and consider the filter

$$
\begin{equation*}
w_{t}=\sum_{j=0}^{\infty} G(j) \xi_{t-j} \tag{13}
\end{equation*}
$$

Let $G_{g}(\lambda)$ denote the $g t h$ row of the matrix $G(\lambda)=\sum_{j=0}^{\infty} G(j) e^{i j \lambda}$ such that $G_{g}(\lambda) \lambda^{d_{g}}$ tends to a non-zero finite vector as $\lambda \rightarrow 0+$, for $g=1, \ldots, p$. For instance, let $\xi_{t}$ be a stationary invertible vector autoregressive moving average ( $V A R M A$ ) process with iid innovations and let each $w_{t g}$ be formed by separate fractional integration of the corresponding $\xi_{t}$ element, so that

$$
G(\lambda)=\operatorname{diag}\left(\left(1-e^{i \lambda}\right)^{-d_{1}}, \ldots,\left(1-e^{i \lambda}\right)^{-d_{p}}\right)
$$

Then $C 1-C 5$ hold. This model is an extension to the vector case of the familiar fractional autoregressive moving average (ARFIMA) model, see for instance Granger and Joyeux (1980) or Hosking (1981). Another model which exhibits long-range dependence is the fractional Gaussian noise ( $f g n$ ) process introduced by Mandelbrot and Van Ness (1968), whose spectral density function, see Sinai (1976), is

$$
f(\lambda)=\frac{4 \sigma_{w}^{2} \Gamma(2 d)}{(2 \pi)^{3+2 d}} \cos (\pi d) \sin ^{2}(\lambda / 2) \sum_{j=-\infty}^{\infty}\left|j+\frac{\lambda}{2 \pi}\right|^{-2-2 d}
$$

where $\sigma_{w}^{2}=E\left(w_{t}-E\left(w_{t}\right)\right)^{2}<\infty$ and $\Gamma(\cdot)$ denotes the gamma function.
Theorem 3.1. Assuming C1-C7, for any finite collection $j_{1}, \ldots, j_{q}$,
(i) $T^{1 / 2}\left(\operatorname{vec}\left(\widehat{c}\left(j_{1}\right)-c\left(j_{1}\right)\right), \ldots, \operatorname{vec}\left(\widehat{c}\left(j_{q}\right)-c\left(j_{q}\right)\right)\right)^{\prime} \xrightarrow{d} N\left(0, \Omega=\left\{\Omega_{j_{r} j_{\ell}}\right\}_{r, \ell=1, \ldots, q}\right)$ where

$$
\begin{equation*}
\Omega_{j_{r} j_{\ell}}=(2 \pi)^{-1} \int_{-\pi}^{\pi}\left(f_{x x}^{-1}(-\lambda) \otimes f_{u u}(\lambda)\right) e^{i\left(j_{r}-j_{\ell}\right) \lambda} d \lambda \tag{14}
\end{equation*}
$$

which corresponds to the asymptotic covariance matrix between vec $\left(\widehat{c}\left(j_{r}\right)\right)$ and vec $\left(\widehat{c}\left(j_{\ell}\right)\right)$.
(ii) Let $\widehat{f}_{u u, 2 m p}=\widehat{f}_{y y, 2 m p}-\widehat{f}_{y x, 2 m p} \widehat{f}_{x x, 2 m p}^{-1} \widehat{f}_{x y,-2 m p}$. A consistent estimator of $\Omega_{j_{r} j_{j}}$, $r, \ell=1, \ldots, q$, is

$$
\widehat{\Omega}_{j_{r} j_{\ell}}=\frac{1}{2 M} \sum_{p=1}^{2 M-1}\left(\widehat{f}_{x x,-2 m p}^{-1} \otimes \widehat{f}_{u u, 2 m p}\right) e^{i\left(j_{r}-j_{\ell}\right) \lambda_{2 m p}}
$$

Proof. The proof of this theorem follows by routine extension of that of Hidalgo's (2000) Theorem 1 and so it is omitted.

So, the results of Theorem 3.1 indicate that the asymptotic properties of the HI estimator given in (12) and established by Hannan (1967) for a finite, possibly of unknown order, distributed lag model and Brillinger (1981) for the infinite distributed lag regression model, when both $f_{x x}(\lambda)$ and $f_{u u}(\lambda)$ are positive and continuous, they also hold true under the possible presence of long-range dependence.

Let

$$
S_{T}(\mu)=\operatorname{Re}\left(\frac{1}{M} \sum_{p=1}^{[M \mu]} \operatorname{vec}\left(\sum_{j=2-M}^{0} \widehat{c}(j-1) e^{-i j \lambda_{2 m p}}\right)\right)
$$

Theorem 3.2. Assuming $C 1-C 7$ and $\widehat{c}(j)$ given in (12), under $H_{0}$,

$$
T^{1 / 2} S_{T}(\mu) \stackrel{\text { weakly }}{\Longrightarrow} \operatorname{vec}(\widetilde{B}(\mu))
$$

in $\mathcal{D}^{p_{1} p_{2}}[0,1]$ endowed with the Skorohod's metric, where vec $(\widetilde{B}(\mu))$ is a $p_{1} p_{2}$ Gaussian process with covariance structure given in (5).

Now we elaborate on the results of Theorem 3.2. When $p_{1}=p_{2}=1$, and because the function $K(\mu, \mu)$ given in (5) is nondecreasing and nonnegative, $\widetilde{B}(\mu)$ admits the representation $B(K(\mu, \mu))$ in distribution, where $B(\mu)$ is the standard Brownian
motion in $[0,1]$. This observation, Theorem 3.2 and the continuous mapping theorem yield

$$
\sup _{\mu \in[0,1]}\left|T^{1 / 2} S_{T}(\mu)\right| \xrightarrow{d} \sup _{\mu \in[0, K(1,1)]}|B(\mu)|=K^{1 / 2}(1,1) \sup _{\mu \in[0,1]}|B(\mu)| .
$$

Let $\widehat{K}(\mu, \mu)$ be the consistent estimate of $K(\mu, \mu)$ defined as

$$
\widehat{K}(\mu, \mu)=\frac{1}{4 M} \sum_{p=1}^{[M \mu]}\left(\widehat{f}_{x x,-2 m p}^{-1} \otimes \widehat{f}_{u u, 2 m p}\right)
$$

Then, for example, the Kolmogorov-Smirnov test based on $T^{1 / 2} S_{T}(\mu)$ would reject the null if $\sup \left\{\widehat{K}^{-1 / 2}(1,1)\left|T^{1 / 2} S_{T}(\mu)\right|, \mu \in[0,1]\right\}$ exceeded an appropriate critical value obtained from the boundary crossing probabilities of a Brownian motion, which are readily available on the unit interval. More generally, as

$$
\widehat{K}^{-1 / 2}(1,1) T^{1 / 2} S_{T}\left((\widehat{K}(\mu, \mu))^{-1}(t)\right) \stackrel{\text { weakly }}{\Longrightarrow} B(\mu)
$$

where $(\widehat{K}(\mu, \mu))^{-1}(t)=\inf \{\mu \in[0,1], \widehat{K}(\mu, \mu) \geq t\}$, the limiting distribution of any continuous functional of $\widehat{K}^{-1 / 2}(1,1) T^{1 / 2} S_{T}\left((\widehat{K}(\mu, \mu))^{-1}(t)\right)$ can be obtained from the distribution of the corresponding functional of $B(\mu)$ on $[0,1]$.

However, when $p_{1}$ and/or $p_{2}$ are greater than one, a time transformation $g(\mu)$ is not generally available for which vec $(\widetilde{B}(\mu))$ admits the representation vec $(B(g(\mu)))$, where $B(\mu)$ has independent Brownian motion components. Two situations however where the time transformation $g(\mu)$ is possible were described in the introduction. Namely, 1) when $K\left(\mu_{1}, \mu_{2}\right)=\min \left(\mu_{1}, \mu_{2}\right) \Omega$ with $\Omega$ a positive definite matrix, and 2 ) when $K\left(\mu_{1}, \mu_{2}\right)$ is a diagonal matrix. For the latter, see for example Karatzas and Shreve (1991) Theorem 3.4.1 for the construction of such a transformation. Because, these two aforementioned situations are exceptions rather than the rule, it implies that the results of Theorem 3.2 are somehow of limited use for the purpose of statistical inference. In principle the limiting distribution could be simulated, however because it is non-distribution free, it implies that a practitioner will need to compute new critical values everytime a new model/data were under consideration. We thus propose to bootstrap $\varphi\left(T^{1 / 2} S_{T}(\mu)\right)$ for any continuous functional $\varphi(z)$, for example

$$
\varphi(z(\mu))=\sup _{\mu}|z(\mu)| \quad \text { or } \varphi(z(\mu))=\int_{0}^{1} z^{2}(\mu) d \mu
$$

to circumvent the potential problem of how to implement the test in empirical examples.

## 4. BOOTSTRAP TESTS FOR CAUSALITY

Since Efron's (1979) seminal paper on the bootstrap, an immense effort has been devoted to its development. The primary motivation for this effort is that it has proved to be a very useful statistical tool. We can cite two main reasons. First,
bootstrap methods are capable of approximating the finite sample distribution of statistics better than those based on their asymptotic counterparts. Secondly, and perhaps the most important, it allows computing valid asymptotic quantiles of the limiting distribution in situations where 1) the limiting distribution is unknown or 2) even known, the practitioner is unable to compute its quantiles, which is the situation we have in our framework. So, the aim of this section is to propose two bootstrap procedures for $T^{1 / 2} S_{T}(\mu)$, and thus for $\varphi\left(T^{1 / 2} S_{T}(\mu)\right)$ for any continuous functional $\varphi(\cdot)$.

We now describe the bootstrap approaches. In a time series context, Efron's (1979) approach has been proved to be inconsistent, see Singh (1981). Motivated by the inconsistency of Efron's (1979) bootstrap, Carlstein (1986) proposed to resample from (nonoverlapping) blocks of data. Later Künsch (1989) generalized this idea by using overlapping blocks, known as the Moving Blocks Bootstrap ( $M B B$ ). Another approach is based on subsampling, see Politis and Romano (1994). Both methods, subsampling and moving blocks, are similar in that they utilize blocks of data of size $b$. The important difference is that subsampling looks upon these blocks as "subseries" whereas moving blocks use the blocks as "building stones" to construct new pseudotime series. It is worth noting that Efron's (1979) bootstrap is identical to the $M B B$ if $b=1$.

One potential drawback, however, of the $M B B$ or the subsampling bootstrap is their implementation in empirical examples, and in particular, the choice of the block-length $b$. This apparent drawback is motivated by the observation that, more than anything else, their performance depends rather critically on $b$, especially for moderate sample sizes. Although some automatic or semiautomatic procedures have recently appeared, see Hall et al. (1997) or Loh's (1987) calibration, these methods can be extremely expensive in computing time or they are based on considerations (such as minimum mean squared errors ones), which are not very relevant to the goal of satisfactorily estimating critical values of $\varphi\left(T^{1 / 2} S_{T}(\mu)\right)$.

In this paper, however, we are able to circumvent the problem of how to choose the block-length $b$ even when both $x_{t}$ and $u_{t}$ are serially correlated which is the situation we have in our setup. The approach is easy to implement and computationally no more expensive than other bootstrap methods valid in the context of regression models where the errors are independent and identically or heteroscedasticaly distributed. The idea is to perform the bootstrap in the frequency domain, by resampling from the discrete Fourier transform. Bootstrap procedures in the frequency domain is by all means no new, see for instance Franke and Härdle (1992) or Dahlhaus and Janas (1996) among others, although instead of resampling from the periodogram ordinates we do so from the discrete Fourier transform.

The resampling scheme must be such that the conditional distribution of the bootstrap test, say $\varphi\left(S_{T, k}^{*}(\mu)\right)$ for $k=1,2$, given the data consistently estimates the distribution of $\varphi(\operatorname{vec}(\widetilde{B}(\mu)))$ under $H_{0}$. That is, denoting by $\mathcal{Z}$ our data set, $\varphi\left(S_{T, k}^{*}(\mu)\right) \xrightarrow{d^{*}} \varphi(\operatorname{vec}(\widetilde{B}(\mu)))$ under $H_{0}$, where $" \xrightarrow{d^{*}} "$ denotes

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left[\varphi\left(S_{T, k}^{*}(\mu)\right) \leq z \mid \mathcal{Z}\right] \xrightarrow{p} G(z),
$$

at each continuity point $z$ of $G(z)=\operatorname{Pr}(\varphi(\operatorname{vec}(\widetilde{B}(\mu))) \leq z)$ as defined in Giné
and Zinn (1990). Moreover, under local alternatives $H_{a}$,

$$
H_{a}: \quad \sum_{j=-\infty}^{0} c(j-1) \cos (\pi j \lambda)=T^{-1 / 2} d(\pi \lambda)
$$

where $d(\vartheta)$ is a continuous function in $[0, \pi]$ such that $0<|d(\vartheta)|$ in a set $\Delta \subset[0, \pi]$ with positive Lebesgue measure, $\varphi\left(S_{T, k}^{*}(\mu)\right)$ must also converge in bootstrap distribution to $\varphi(\operatorname{vec}(\widetilde{B}(\mu)))$, whereas under the alternative $H_{1} \varphi\left(S_{T, k}^{*}(\mu)\right)$ should be bounded in probability.

The bootstrap algorithms consist of five steps differing in the second step below.
STEP 1 Obtain the $H I$ estimator of $c(\ell)$, for $\ell=1-M, \ldots, M$ using (12) and the residuals

$$
\widehat{u}_{t}=y_{t}-\sum_{\ell=1-M}^{M} \widehat{c}(\ell) x_{t-\ell}, \quad t=1, \ldots, T
$$

STEP 2 Let $\widetilde{v}_{\widehat{u}}\left(\lambda_{j}\right)=\overline{\widehat{f}}_{\widehat{u} \widehat{u}, j}^{-1 / 2} w_{\widehat{u}}\left(\lambda_{j}\right), j=1, \ldots,[T / 2]$, where $\overline{\widehat{f}}_{\widehat{u} \widehat{u}, j}=\widehat{f}_{\widehat{u} \widehat{u}, 2 m p}$ for $2 m p-m \leq j<2 m p+m$ and $p=1, \ldots, M$.
(a) Compute the discrete Fourier transform of the residuals $\widehat{u}_{t}$, denoted $w_{\widehat{u}}\left(\lambda_{j}\right)$, and compute the standardized $v_{\widehat{u}}\left(\lambda_{j}\right)$ defined as

$$
v_{\widehat{u}}\left(\lambda_{j}\right)=\widetilde{\Xi}^{-1 / 2}\left(\widetilde{v}_{\widehat{u}}\left(\lambda_{j}\right)-[T / 2]^{-1} \sum_{\ell=1}^{[T / 2]} \widetilde{v}_{\widehat{u}}\left(\lambda_{\ell}\right)\right)
$$

where

$$
\widetilde{\Xi}=\frac{1}{[T / 2]} \sum_{\ell=1}^{[T / 2]}\left(\widetilde{v}_{\widehat{u}}\left(\lambda_{\ell}\right)-\frac{1}{[T / 2]} \sum_{\ell=1}^{[T / 2]} \widetilde{v}_{\widehat{u}}\left(\lambda_{\ell}\right)\right)\left(\widetilde{v}_{\widehat{u}}\left(\lambda_{\ell}\right)-\frac{1}{[T / 2]} \sum_{\ell=1}^{[T / 2]} \widetilde{v}_{\widehat{u}}\left(\lambda_{\ell}\right)\right)^{\prime}
$$

Draw independent bootstrap residuals $\eta_{j, 1}^{*}, j=1, \ldots,[T / 2]$, from the empirical distribution function of $v_{\widehat{u}}\left(\lambda_{j}\right)$. That is, for all $j=1, \ldots,[T / 2]$,

$$
\operatorname{Pr}\left\{\eta_{j, 1}^{*}=v_{\widehat{u}}\left(\lambda_{k}\right)\right\}=[T / 2]^{-1}, \quad k=1, \ldots,[T / 2]
$$

(b) Let $\widetilde{u}^{*}=\left(\widetilde{u}_{1}^{*}, \widetilde{u}_{2}^{*}, \ldots, \widetilde{u}_{T}^{*}\right)^{\prime}$ be a random sample with replacement from the standardized residuals

$$
\widetilde{u}_{t}=\widetilde{\Sigma}_{\widehat{u}}^{-1 / 2}\left(\widehat{u}_{t}-T^{-1} \sum_{t=1}^{T} \widehat{u}_{t}\right), \widetilde{\Sigma}_{\widehat{u}}=\frac{1}{T} \sum_{t=1}^{T}\left(\widehat{u}_{t}-\frac{1}{T} \sum_{t=1}^{T} \widehat{u}_{t}\right)\left(\widehat{u}_{t}-\frac{1}{T} \sum_{t=1}^{T} \widehat{u}_{t}\right)^{\prime}
$$

and obtain the " discrete Fourier transform" of $\widetilde{u}^{*}$ as

$$
\begin{equation*}
\eta_{j, 2}^{*}=\frac{1}{T^{1 / 2}} \sum_{t=1}^{T} \widetilde{u}_{t}^{*} e^{-i t \lambda_{j}}, \quad j=1, \ldots,[T / 2] \tag{15}
\end{equation*}
$$

STEP 3 For $k=1,2$, obtain the bootstrap distributed lag regression model

$$
\begin{equation*}
w_{y^{*}, k}\left(\lambda_{j}\right)=\sum_{\ell=0}^{M} \widehat{c}(\ell) w_{x, \ell}\left(\lambda_{j}\right)+\bar{f}_{\widehat{u} \widehat{u}}^{1 / 2}\left(\lambda_{j}\right) \eta_{j, k}^{*} \quad j=1, \ldots,[T / 2] \tag{16}
\end{equation*}
$$

and $\overline{\widehat{f}}_{\widehat{u} \widehat{u}}^{1 / 2}\left(\lambda_{j}\right)$ is obtained using the singular value decomposition of $\overline{\widehat{f}}_{\widehat{u} \widehat{u}}\left(\lambda_{j}\right)$, see for example Brillinger (1981, pp.72-75).

STEP 4 For $k=1,2$ and $\ell=1-M, \ldots, M$, compute the bootstrap analogue of (12), that is

$$
\begin{equation*}
\widehat{c}_{k}^{*}(\ell)=\frac{1}{2 M} \sum_{p=1}^{2 M-1^{\prime}} \widehat{C}_{2 m p, k}^{*} e^{i \ell \lambda_{2 m p}} \tag{17}
\end{equation*}
$$

where

$$
\widehat{C}_{2 m p, k}^{*}=\widehat{C}_{k}^{*}\left(\lambda_{2 m p}\right)=\widehat{f}_{y^{*} x, k}^{*}\left(\lambda_{2 m p}\right) \widehat{f}_{x x}^{-1}\left(\lambda_{2 m p}\right)
$$

with

$$
\widehat{f}_{y^{*} x, k}^{*}\left(\lambda_{2 m p}\right)=\frac{1}{2 m+1} \sum_{j=-m}^{m} w_{y^{*}, k}\left(\lambda_{j+2 m p}\right) \overline{w_{x}\left(\lambda_{j+2 m p}\right)},
$$

and where $\bar{a}$ denotes the complex combined with transposition of a (complex) matrix $a$.
And finally,
STEP 5 For $k=1,2$, compute the bootstrap analogue of $S_{T}(\mu), S_{T, k}^{*}(\mu)$, defined as

$$
\begin{equation*}
S_{T, k}^{*}(\mu)=\operatorname{Re}\left(\frac{1}{M} \sum_{p=1}^{[M \mu]} \operatorname{vec}\left(\sum_{\ell=2-M}^{0} \widehat{c}_{k}^{*}(\ell-1) e^{-i \ell \lambda_{2 m p}}\right)\right), \quad \mu \in[0,1] . \tag{18}
\end{equation*}
$$

So, the two different bootstrap approaches differ on the form to compute $\eta_{j, k}^{*}$ for $k=1,2$ in STEP 2. Namely, in the first bootstrap we compute $v_{\widehat{u}}\left(\lambda_{j}\right)$ for integer $j$ and resample with replacement obtaining $\eta_{j, 1}^{*}$, whereas in the second bootstrap $\eta_{j, 2}^{*}$ is the "discrete Fourier transform" from the random sample obtained with replacement from the normalized residuals $\widetilde{u}_{t}$.

The proposed bootstrap procedures described in STEPS 1-5 eliminate the need to choose the block-length $b$ of Künsch's (1989) MBB or Politis and Romano's (1994) subsampling approach.

Let us introduce the addition condition:
$\mathbf{C 8} \int_{-\pi}^{\pi}\left(f_{x x}^{-1}(\lambda) \otimes f_{u u}(\lambda)\right)|\log (|\lambda|)| d \lambda<\infty$.
We now comment on the mild Condition C8. C8 is satisfied if for example $u_{t}$ is weakly dependent, say an $A R M A$ model. Moreover, C8 also holds true if $u_{t}$ is a longrange dependent process whose spectral density $f(\lambda)$ is bounded by $\lambda^{-1}|\log (\lambda)|^{2+\delta}$ for any $\delta>0$ and $\lambda \in(0, \pi]$. Observe that because $E u_{t}^{2}<\infty$, it implies that the spectral density matrix $f$ is upper bounded by $K \lambda^{-1}|\log (\lambda)|^{1+\delta}$ for any $\delta>0$, so that the former bound on $f$ is not much stronger than the latter bound required for $u_{t}$ to have finite second moments.

Theorem 4.1. Let $\varphi(\cdot)$ be a continuous functional. Assuming C1-C8, under the maintained hypothesis $H=H_{0} \cup H_{1}$, for $k=1$, 2,

$$
\varphi\left(T^{1 / 2} S_{T, k}^{*}(\mu)\right) \xrightarrow{d^{*}} \varphi(\operatorname{vec}(\widetilde{B}(\mu))) \text { in probability. }
$$

The first conclusion that we can draw from Theorem 4.1 is that the bootstrap converges in probability to the same process whether or not the null hypothesis holds true. This was expected as we were able to bootstrap the model from the null hypothesis. One consequence is that the power function will be greater than if the algorithm chosen had been the $M B B$ or subsampling. In addition, it also indicates that the bootstrap statistic given in (18) is consistent. So, we can now justify the construction of confidence intervals to test $H_{0}$.

To that end, let $\varphi(\cdot)$ denote a continuous functional designed to test $H_{0}$, and let $c_{n,(1-\alpha)}^{f}$ and $c_{(1-\alpha)}^{a}$ be such that

$$
\operatorname{Pr}\left\{\left|\varphi\left(T^{1 / 2} S_{T}(\mu)\right)\right|>c_{n,(1-\alpha)}^{f}\right\}=\alpha
$$

and

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{\left|\varphi\left(T^{1 / 2} S_{T}(\mu)\right)\right|>c_{(1-\alpha)}^{a}\right\}=\alpha
$$

respectively. Theorem 3.2 and the continuous mapping theorem imply that $c_{n,(1-\alpha)}^{f} \rightarrow$ $c_{(1-\alpha)}^{a}$, whereas Theorem 4.1 indicates that, for $k=1,2, c_{(1-\alpha), k}^{*} \xrightarrow{p} c_{(1-\alpha)}^{a}$ where $c_{(1-\alpha), k}^{*}$ is defined as the value which satisfies

$$
\operatorname{Pr}\left\{\left|\varphi\left(T^{1 / 2} S_{T, k}^{*}(\mu)\right)\right|>c_{(1-\alpha), k}^{*}\right\}=\alpha
$$

Because the finite sample distribution of $\varphi\left(T^{1 / 2} S_{T, k}^{*}(\mu)\right)$ is not available or difficult to obtain, $c_{(1-\alpha), k}^{*}$ is approximated, as accurately as desired, by a standard Monte-Carlo simulation algorithm. That is, for $k=1,2$ let $\eta_{k}^{(j)}=\left(\eta_{1, k}^{(j)}, \ldots, \eta_{[T / 2], k}^{(j)}\right)$ for $j=1, \ldots, B$, and for each $j$, compute $S_{T, k}^{*(j)}$ as in STEP 5. Then, $c_{(1-\alpha), k}^{*}$ is approximated by the value $c_{(1-\alpha), k}^{* B}$ that satisfies

$$
\frac{1}{B} \sum_{j=1}^{B} \mathcal{I}\left(\left|\varphi\left(T^{1 / 2} S_{T, k}^{*(j)}(\mu)\right)\right| \geq c_{(1-\alpha), k}^{* B}\right)=\alpha
$$

where $\mathcal{I}(A)$ denotes the indicator function of the set $A$.

## 5. PROOFS

### 5.1. Proof of Theorem 3.2

Using the change of subindex $-j$ by $j$, we can write $T^{1 / 2} S_{T}(\mu)$ as

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{j=0}^{M-2} \operatorname{vec}\left(T^{1 / 2} \widehat{c}(-j-1) \frac{1}{M} \sum_{p=1}^{[M \mu]} e^{-i j \lambda_{2 m p}}\right)\right) \tag{19}
\end{equation*}
$$

$$
=\operatorname{vec}\left(T^{1 / 2} \widehat{c}(-1) \mu+\sum_{j=1}^{M-2} T^{1 / 2} \widehat{c}(-j-1) \frac{\sin (\pi \mu j)}{\pi j}\right)(1+o(1))
$$

since $\operatorname{Re}\left(M^{-1} \sum_{p=1}^{[M \mu]} e^{-i j \lambda_{2 m p}}\right) M \rightarrow \infty \rightarrow(\pi j)^{-1} \sin (\pi \mu j)$ uniformly in $\mu \in[0,1]$.
For $\ell$ such that $1-M \leq \ell \leq M$, writing

$$
a(\ell)-c(\ell)=\frac{1}{2 M} \sum_{p=1}^{2 M-1} \widehat{f}_{u x, 2 m p} f_{x x,-2 m p}^{-1} e^{i \ell \lambda_{2 m p}}
$$

let $\widehat{c}(\ell)=a(\ell)+H(\ell)$. Thus, the right side of (19) is

$$
\begin{align*}
& \operatorname{vec}\left(T^{1 / 2} a(-1) \mu+\sum_{j=1}^{M-2} T^{1 / 2} a(-j-1) \frac{\sin (\pi \mu j)}{\pi j}\right)(1+o(1))  \tag{20}\\
+ & \operatorname{vec}\left(T^{1 / 2} H(-1) \mu+\sum_{j=1}^{M-2} T^{1 / 2} H(-j-1) \frac{\sin (\pi \mu j)}{\pi j}\right)(1+o(1)) .
\end{align*}
$$

The second term of (20) is $o_{p}(1)$ uniformly in $\mu$, as we now show. Proceeding as with the proof of Theorem 1 of Hidalgo (2000), $T^{1 / 2} H(j)=O_{p}\left(M^{-1 / 2} \log M\right)$ uniformly in $j$. So, by the triangle inequality

$$
\begin{align*}
& \sup _{\mu \in[0,1]}\left\|T^{1 / 2} H(-1) \mu+\sum_{j=1}^{M-2} T^{1 / 2} H(-j-1) \frac{\sin (\pi \mu j)}{\pi j}\right\|  \tag{21}\\
& \leq O_{p}\left(\frac{\log M}{M^{1 / 2}}\right)+K \sum_{j=1}^{M-2} \frac{1}{j}\left\|T^{1 / 2} H(-j-1)\right\|=O_{p}\left(\frac{\log ^{2} M}{M^{1 / 2}}\right) .
\end{align*}
$$

So, to complete the proof it suffices to show that the first term of (20) converges weakly to $\operatorname{vec}(\widetilde{B}(\mu))$. Since $H_{0}$ implies that $c(\ell)=0$ for all $\ell<0$, the proof follows proceeding as that of Hidalgo's (2000) Corollary 1, and thus it is omitted.

### 5.2. Proof of Theorem 4.1

The proof is split into three propositions. In Proposition 5.1 we show that the covariance structure of the bootstrap process $S_{T, k}^{*}(\mu)$ converges in probability to (5), for $k=1,2$. In Proposition 5.2 we show that the finite dimensional distributions converge to those of $\operatorname{vec}(\widetilde{B}(\mu))$ in probability, whereas in Proposition 5.3 we show the tightness condition. From theses three propositions the conclusion of the theorem is standard by the continuous mapping theorem.

Henceforth, we shall denote $E^{*}(\cdot)$ as the bootstrap expectation, that is, for any random variable $Y, E^{*}(Y)=E\left(Y \mid w_{1}, \ldots, w_{T}\right)$. Moreover, for notational simplicity we will assume that $p_{1}=p_{2}=1$ in the proofs of the propositions. Finally, a word of caution. Since the bootstrap distributed lag regression models given in (16) have been computed under the null, that is as if $\widehat{c}(\ell)$ were equal to 0 for $\ell<0$, in what follows for $\ell<0, \widehat{c}(\ell)$ should be understood as being 0 .

Proposition 5.1. Assuming C1-C8, for any $\ell_{1}$ and $\ell_{2}$, and $k=1$, 2, we have that

$$
\begin{equation*}
T E^{*}\left(\left(\widehat{c}_{k}^{*}\left(\ell_{1}\right)-\widehat{c}\left(\ell_{1}\right)\right)\left(\widehat{c}_{k}^{*}\left(\ell_{2}\right)-\widehat{c}\left(\ell_{2}\right)\right)^{\prime}\right) \xrightarrow{P} \Omega_{\ell_{1} \ell_{2}} \tag{22}
\end{equation*}
$$

where $\Omega_{\ell_{1} \ell_{2}}$ was defined in (14).
Proof. From the definitions of $\widehat{c}_{k}^{*}(\ell)$ in (17), for $k=1,2$, and $\widehat{c}(\ell)$ in (12) we have that

$$
\begin{gather*}
\widehat{c}_{k}^{*}(\ell)-\widehat{c}(\ell)=\frac{1}{2 M} \sum_{p=1-M}^{M} \widehat{f}_{x x, 2 m p}^{-1}\left(\sum_{s=0}^{M} \widehat{c}(s) \widehat{f}_{x x, 2 m p}(-s)-\widehat{C}_{2 m p} \widehat{f}_{x x, 2 m p}\right) e^{i \ell \lambda_{2 m p}}  \tag{23}\\
\quad+\frac{1}{2 M} \sum_{p=1-M}^{M} \widehat{f}_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right) e^{i \ell \lambda_{2 m p}} \\
=\widehat{\xi}_{1, k}(\ell)+\widehat{\xi}_{2, k}(\ell) .
\end{gather*}
$$

with $\widehat{f}_{x x, p}(-s)$ as the estimator of the cross-spectrum between $x_{t}$ and $x_{t-s}$ and for $k=1,2$

$$
\widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right)=\frac{1}{2 m+1} \sum_{j=-m}^{m} \bar{f}_{\widehat{u} \widehat{u}, 2 m p+j}^{1 / 2} \eta_{2 m p+j, k}^{*} w_{x,-2 m p-j}
$$

We begin showing that $\widehat{\xi}_{1, k}(\ell)=o_{p}\left(T^{-1 / 2}\right)$, which does not depend on the resampling scheme. This will imply that when analysing the behaviour of $\widehat{c}_{k}^{*}(\ell)$ or $S_{T, k}^{*}(\mu)$ in Propositions 5.2 and 5.3 we only need to examine $\widehat{\xi}_{2, k}(\ell)$. That is, $T^{1 / 2}\left(\widehat{c}_{k}^{*}(\ell)-\widehat{c}(\ell)\right)$ can be replaced by $T^{1 / 2} \widehat{\xi}_{2, k}(\ell)$ there. This will be done in the following lemma.

Lemma 5.1 For $k=1,2, \widehat{\xi}_{1, k}(\ell)=O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ uniformly in $\ell$.
Proof. Denoting $\widetilde{c}(s)=\widehat{c}(s)-c(s)$ and $\widetilde{C}_{2 m p}=\sum_{\ell=0}^{M} \widetilde{c}(\ell) e^{-i \ell \lambda_{2 m p}}, \widehat{\xi}_{1, k}(\ell)$ is

$$
\begin{align*}
& \frac{1}{2 M} \sum_{p=1-M}^{M} \widehat{f}_{x x, 2 m p}^{-1}\left(\sum_{s=0}^{M} c(s) \widehat{f}_{x x, 2 m p}(-s)-C_{2 m p} \widehat{f}_{x x, 2 m p}\right) e^{i \ell \lambda_{2 m p}}  \tag{24}\\
+ & \frac{1}{2 M} \sum_{p=1-M}^{M} \widehat{f}_{x x, 2 m p}^{-1}\left(\sum_{s=0}^{M} \widetilde{c}(s) \widehat{f}_{x x, 2 m p}(-s)-\widetilde{C}_{2 m p} \widehat{f}_{x x, 2 m p}\right) e^{i \ell \lambda_{2 m p}} .
\end{align*}
$$

Proceeding as with the proof of Hidalgo's (2000) Theorem 1, in particular his expres$\operatorname{sion}(A .6)$ there, the first term of (24) is $O_{p}\left(T^{-1 / 2} M^{(\tau-1) / 2}\right)=O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ since $C 7$ implies that $\tau<1$. So, we are left to show that the second term of (24) is also $O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$. That term is

$$
\frac{1}{2 M} \sum_{p=1-M}^{M}\left(\frac{1}{\widehat{f}_{x x, 2 m p}}-\frac{1}{E\left(\widehat{f}_{x x, 2 m p}\right)}\right)\left(\sum_{s=0}^{M} \widetilde{c}(s) \widehat{f}_{x x, 2 m p}(-s)-\widetilde{C}_{2 m p} \widehat{f}_{x x, 2 m p}\right) e^{i \ell \lambda_{2 m p}}
$$

$$
\begin{equation*}
+\frac{1}{2 M} \sum_{p=1-M}^{M}\left(E\left(\widehat{f}_{x x, 2 m p}\right)\right)^{-1}\left(\sum_{s=0}^{M} \widetilde{c}(s) \widehat{f}_{x x, 2 m p}(-s)-\widetilde{C}_{2 m p} \widehat{f}_{x x, 2 m p}\right) e^{i \ell \lambda_{2 m p}} \tag{25}
\end{equation*}
$$

Because by Hidalgo's (2000) Proposition 3, $\sup _{p} f_{x x, 2 m p}^{-1}\left|\widehat{f}_{x x, 2 m p}-E\left(\widehat{f}_{x x, 2 m p}\right)\right|=$ $O_{p}\left(T^{-1 / 2} M\right)=o_{p}(1)$ by $C 7$, it is clear that the order of magnitude of (25) will be dominated by that of the second term of (25) which we now examine.

For any $s=0, \ldots, M$, writing

$$
\bar{f}_{x x, 2 m p}(-s)=\frac{1}{2 m+1} \sum_{j=-m}^{m} f_{x x, j+2 m p}(-s)
$$

and $\widehat{f}_{x x, 2 m p}$ as $\widehat{f}_{x x, 2 m p}(0)$, from the definition of $\widetilde{C}_{2 m p}$ we obtain that

$$
\begin{align*}
\sum_{s=0}^{M} \widetilde{c}(s) \widehat{f}_{x x, 2 m p}(-s) & -\widetilde{C}_{2 m p} \widehat{f}_{x x, 2 m p}=\sum_{s=0}^{M} \widetilde{c}(s)\left(\bar{f}_{x x, 2 m p}(-s) e^{i s \lambda_{2 m p}}-\bar{f}_{x x, 2 m p}(0)\right) e^{-i s \lambda_{2 m p}} \\
& +\sum_{s=0}^{M} \widetilde{c}(s) \widetilde{f}_{x x, 2 m p}(-s)-\widetilde{C}_{2 m p} \widetilde{f}_{x x, 2 m p}(0) \tag{26}
\end{align*}
$$

where $\tilde{f}_{x x, 2 m p}(-s)=\widehat{f}_{x x, 2 m p}(-s)-\bar{f}_{x x, 2 m p}(-s)$ for all $s=0, \ldots, M$. Since by Theorem $3.1 T^{1 / 2} \widetilde{c}(s)$ behaves as a process with spectral density $f_{x x}^{-1}(\lambda) f_{u u}(\lambda)$ and by $C 3 x_{t}^{4}$ and $u_{t}^{4}$ are uniformly integrable, it implies that $E\left(T^{1 / 2} \widetilde{c}\left(s_{1}\right) T^{1 / 2} \widetilde{c}\left(s_{2}\right)\right)=$ $O\left(\left|s_{1}-s_{2}\right|^{2\left(d_{u}-d_{x}\right)-1}\right)$ for $T$ large enough by Lemma 4 of Fox and Taqqu (1986) and Serfling's (1980, p.14) Theorem A. So, the contribution of the second moment of the first term on the right of (26) into the second term of (25) is bounded by

$$
\begin{equation*}
\frac{K}{T M^{2}} \sum_{s_{1}, s_{2}=0}^{M}\left|s_{1}-s_{2}\right|^{2\left(d_{u}-d_{x}\right)-1}\left(h_{2 m p}\left(-s_{1}\right)-h_{2 m p}(0)\right)\left(h_{2 m p}\left(-s_{2}\right)-h_{2 m p}(0)\right) \tag{27}
\end{equation*}
$$

where
$h_{2 m p}(-s)=\sum_{p=1-M}^{M}\left(E\left(\widehat{f}_{x x, 2 m p}\right)\right)^{-1}\left(\left(\bar{f}_{x x, 2 m p}(-s)-f_{x x, 2 m p}(-s)\right) e^{i s \lambda_{2 m p}}\right) e^{i(\ell-s) \lambda_{2 m p}}$
because by definition $f_{x x, 2 m p}(-s)=f_{x x, 2 m p}(0) e^{-i s \lambda_{2 m p}}$, e.g. $f_{x x, 2 m p}(-s) e^{i s \lambda_{2 m p}}-$ $f_{x x, 2 m p}(0)=0$. But because by Lemma 1 and Proposition 1 of Hidalgo (2000), we have that

$$
\bar{f}_{x x, 2 m p}(-s)-f_{x x, 2 m p}(-s)=O\left(f_{x x, 2 m p}(-s) p^{-1}\right), K^{-1}<f_{x x, 2 m p}^{-1} E \widehat{f}_{x x, 2 m p}<K
$$

respectively, we conclude that (27) is $O\left(T^{-1} M^{2\left(d_{u}-d_{x}\right)-1} \log ^{2} M\right)=O\left(T^{-1} \log ^{-4} M\right)$. Then, by Markov's inequality we conclude that the contribution of the first term on the right of (26) into the second term of (25) is $O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ for all $\ell$.

To complete the proof of the lemma, we need to prove that the contribution from the second term on the right of $(26)$ to the second term of $(25)$ is also $o_{p}\left(T^{-1 / 2}\right)$. But this is the case as we now show. First observe that using expressions ( $A .14$ ) and (A.15) in Hidalgo (2000), we obtain that the second term on the right of (26) is

$$
\begin{gather*}
\sum_{s=0}^{M} \widetilde{c}(s) e^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s)  \tag{28}\\
+\sum_{s=0}^{M} \widetilde{c}(s) e^{-i s \lambda_{2 m p}} \frac{1}{2 m+1} \sum_{j=-m}^{m}\left(e^{-i s \lambda_{j}}-1\right)\left(E\left(I_{x x, j+2 m p}\right)-\bar{f}_{x x, 2 m p}(0)\right),
\end{gather*}
$$

where $\widetilde{I}_{x x, r}=\left(I_{x x, r}-E\left(I_{x x, r}\right)\right)$ and $\varphi_{2 m p}(s)=(2 m+1)^{-1} \sum_{j=-m}^{m}\left(e^{-i s \lambda_{j}}-1\right) \widetilde{I}_{x x, j+2 m p}$. Proceeding as with the second term on the right of (26), the contribution of the second term of (28) into the second term of (25) is $O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ since Hidalgo's (2000) Proposition 1 implies that

$$
\begin{equation*}
\frac{1}{2 m+1} \sum_{j=-m}^{m}\left(e^{-i s \lambda_{j}}-1\right)\left(E\left(I_{x x, j+2 m p}\right)-\bar{f}_{x x, 2 m p}(0)\right)=O\left(M^{-1} p^{-1} \log M\right) \tag{29}
\end{equation*}
$$

On the other hand, proceeding as with the proof of (A.9) in Hidalgo (2000),

$$
\begin{gather*}
\widetilde{c}(s)=L_{1}(s)+L_{2}(s) \\
=L_{1}(s)+O_{p}\left(T^{-1 / 2} M^{-1 / 2} \log M+M^{-2+\tau / 2}\right) \tag{30}
\end{gather*}
$$

uniformly in $s$, where

$$
L_{1}(s)=\frac{1}{2 M} \sum_{q=1-M}^{M} f_{x x, 2 m q}^{-1} \widehat{f}_{x u, 2 m q} e^{i s \lambda_{2 m q}} .
$$

In addition, by a routine extension of Hidalgo's (2000) Proposition 2, we obtain that

$$
\begin{equation*}
E\left|\varphi_{2 m p}(s)\right|^{2}=O_{p}\left(T^{-1} M f_{x x, 2 m p}^{2}\right) \tag{31}
\end{equation*}
$$

So, combining (29) to (31) it implies that the contribution from the first term of (28) to the second term of (25) is

$$
\begin{aligned}
& \frac{1}{2 M} \sum_{p=1-M}^{M} \frac{1}{E\left(\widehat{f}_{x x, 2 m p}\right)} e^{i \ell \lambda_{2 m p}} \sum_{s=0}^{M-1} L_{1}(s) e_{2 m p}^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s) \\
& +O_{p}\left(T^{-1 / 2}\left(T^{-1 / 2} M^{-1 / 2} \log M+M^{(\tau-1) / 2}\right)\right) \\
= & \frac{1}{2 M} \sum_{p=1-M}^{M} \frac{1}{E\left(\widehat{f}_{x x, 2 m p}\right)} e^{i \ell \lambda_{2 m p}} \sum_{s=0}^{M-1} L_{1}(s) e_{2 m p}^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s) \\
& +O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)
\end{aligned}
$$

by $C 7$.
Next, because $E\left(\widehat{f}_{x x, 2 m p}\right)-f_{x x, 2 m p}=O\left(p^{-1} f_{x x, 2 m p}\right)$ by Proposition 1 of Hidalgo (2000), we have that the stochastic order of magnitude of the first term on the right of the last displayed equation is bounded by that of

$$
\begin{equation*}
\frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} e^{i \ell \lambda_{2 m p}} \sum_{s=0}^{M-1} L_{1}(s) e_{2 m p}^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s) \tag{32}
\end{equation*}
$$

Since $T^{1 / 2} L_{1}(s)$ converges to a normal random variable and by $C 3 x_{t}^{2}$ and $u_{t}^{2}$ are uniformly integrable, then Serfling's (1980, p.14) Theorem $A$ implies that $E\left(T L_{1}^{2}(s)\right)$ is bounded, and hence that by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
& E\left|\frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} e^{i \ell \lambda_{2 m p}} \sum_{s=0}^{\left[M^{1 / 2} / \log ^{2} M\right]} L_{1}(s) e^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s)\right| \\
\leq & \frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \sum_{s=0}^{\left[M^{1 / 2} / \log ^{2} M\right]}\left(E\left(L_{1}^{2}(s)\right) E\left|\varphi_{2 m p}(s)\right|^{2}\right)^{1 / 2} \\
= & O\left(T^{-1 / 2} \log ^{-2} M\right)
\end{aligned}
$$

by (31) and then $C 7$. Note that the convergence is uniform in $\ell$.
So, to complete the proof of the lemma it remains to show that uniformly in $\ell$

$$
\begin{aligned}
& \frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} e^{i \ell \lambda_{2 m p}} \sum_{s=1+\left[M^{1 / 2} / \log ^{2} M\right]}^{M} L_{1}(s) e^{-i s \lambda_{2 m p}} \varphi_{2 m p}(s) \\
= & O_{p}\left(T^{-1 / 2} \log ^{-2} M\right) .
\end{aligned}
$$

But by summation by parts, the left side of the last displayed equation is

$$
\begin{gather*}
\frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} e^{i \ell \lambda_{2 m p}} \sum_{s=1+\left[M^{1 / 2} / \log ^{2} M\right]}^{M}\left\{\frac{(2 \pi s)^{1 / 2}}{2 m+1} \sum_{j=-m}^{m} e^{-i s \lambda_{j}}\left(e^{-i \lambda_{j}}-1\right) \widetilde{I}_{x x, j+2 m p}\right. \\
\left.\times \frac{1}{(2 \pi s)^{1 / 2}} \sum_{v=1+\left[M^{1 / 2} / \log ^{2} M\right]}^{s} L_{1}(v) e^{-i v \lambda_{2 m p}}\right\} \tag{33}
\end{gather*}
$$

Observing that $T^{1 / 2} L_{1}(v)$ behaves as a Gaussian process with spectral density function $g(\lambda)=f_{x x}^{-1}(\lambda) f_{u u}(\lambda)$ by Theorem 3.1, Theorem 2 of Robinson (1995) implies that

$$
E\left|\frac{1}{(2 \pi s)^{1 / 2}} \sum_{v=1}^{s} T^{1 / 2} L_{1}(v) e^{-i v \lambda_{2 m p}}\right|^{2}-g_{2 m p}=O\left(p^{-1} g_{2 m p} \log (2 m p)\right)
$$

So, Markov's inequality implies that (33) is, uniformly in $\ell, O_{p}\left(T^{-1} M \log M\right)=$ $O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ by C7 and that

$$
E\left|\frac{1}{2 m+1} \sum_{j=-m}^{m} e^{-i s \lambda_{j}}\left(e^{-i \lambda_{j}}-1\right) \widetilde{I}_{x x, j+2 m p}\right|^{2}=O\left(T^{-1} M^{-1} f_{x x, 2 m p}^{2}\right)
$$

because $M\left|e^{-i \lambda_{j}}-1\right|$ is bounded for $|j| \leq m$ and $\sum_{s=1}^{M} s^{1 / 2}=O\left(M^{3 / 2}\right)$. This completes the proof that the expression (32) is $O_{p}\left(T^{-1 / 2} \log ^{-2} M\right)$ and the lemma.

To complete the proof of the proposition, it suffices to prove that

$$
\begin{equation*}
T E^{*}\left(\widehat{\xi}_{2, k}\left(\ell_{1}\right) \widehat{\xi}_{2, k}\left(\ell_{2}\right)^{\prime}\right) \xrightarrow{P} \Omega_{\ell_{1} \ell_{2}} \tag{34}
\end{equation*}
$$

First, from the definition of $\widehat{\xi}_{2, k}(\ell)$ in (23),

$$
\begin{align*}
T^{1 / 2} \widehat{\xi}_{2, k}(\ell) & =\frac{T^{1 / 2}}{2 M} \sum_{p=1-M}^{M}\left(\widehat{f}_{x x, 2 m p}^{-1}-f_{x x, 2 m p}^{-1}\right) \widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right) e^{-i \ell \lambda_{2 m p}} \\
& +\frac{T^{1 / 2}}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right) e^{-i \ell \lambda_{2 m p}} . \tag{35}
\end{align*}
$$

Since the first term on the right of (35) is of smaller order of magnitude than the second term on the right, (34) is shown if

$$
\begin{equation*}
\frac{T}{4 M^{2}} E^{*}\left(\left(\sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{x}, k}^{*}\left(\lambda_{2 m p}\right) e^{-i \ell_{1} \lambda_{2 m p}}\right)\left(\sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{u}, k}^{*}\left(-\lambda_{2 m p}\right) e^{i \ell_{2} \lambda_{2 m p}}\right)\right) \tag{36}
\end{equation*}
$$

converges in probability to $\Omega_{\ell_{1} \ell_{2}}$. The last claim follows because, for $k=1,2, \eta_{r, k}^{*}$ are iid $(0,1)$ random variables and $T=4 m M$, so that the second moment, in bootstrap sense, of the first term on the right of (35) is

$$
\frac{1}{2 M} \sum_{p=1-M}^{M}\left(\widehat{f}_{x x, 2 m p}^{-1}-f_{x x, 2 m p}^{-1}\right)^{2} \widehat{f}_{\widehat{u} \widehat{u}, 2 m p} \frac{1}{2 m+1} \sum_{j=-m}^{m} I_{x x, j+2 m p} e^{-i\left(\ell_{1}-\ell_{2}\right) \lambda_{2 m p}}
$$

and Proposition 3 of Hidalgo (2000) implies that both $f_{x x, 2 m p}^{-1}\left(\widehat{f}_{x x, 2 m p}-f_{x x, 2 m p}\right)$ and $f_{u u, 2 m p}^{-1}\left(\widehat{f}_{\widehat{u} \widehat{u}, 2 m p}-f_{u u, 2 m p}\right)$ are $o_{p}(1)$ uniformly in $p$ and the integrability of $f_{x x}^{-1}(\lambda) f_{u u}(\lambda)$. Again using the independence of $\eta_{r, k}^{*}$ for $k=1,2,(36)$ is

$$
\begin{aligned}
& \frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-2} \widehat{f}_{\widehat{u} \widehat{u}, 2 m p} \frac{1}{2 m+1} \sum_{j=-m}^{m} I_{x x, j+2 m p} e^{-i\left(\ell_{1}-\ell_{2}\right) \lambda_{2 m p}} \\
= & \frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} f_{u u, 2 m p}\left(\left[f_{x x, 2 m p}^{-1} \widehat{f}_{x x, 2 m p}-1\right]+1\right) e^{-i\left(\ell_{1}-\ell_{2}\right) \lambda_{2 m p}}\left(1+o_{p}(1)\right)
\end{aligned}
$$

because uniformly in $p, \widehat{f}_{\widehat{u} \widehat{u}, 2 m p}=f_{u u, 2 m p}+o_{p}\left(f_{u u, 2 m p}\right)$. But by Proposition 3 of Hidalgo (2000), the right side of the last displayed equation is

$$
\frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} f_{u u, 2 m p} e^{-i\left(\ell_{1}-\ell_{2}\right) \lambda_{2 m p}}\left(1+o_{p}(1)\right) \xrightarrow{P} \Omega_{\ell_{1} \ell_{2}},
$$

which completes the proof of the proposition.
Proposition 5.2. Assuming C1-C8, for any finite collection $\ell_{1}, \ldots, \ell_{r}$, for $k=1,2$

$$
T^{1 / 2}\left(\widehat{c}_{k}^{*}\left(\ell_{1}\right)-\widehat{c}\left(\ell_{1}\right), \ldots, \widehat{c}_{k}^{*}\left(\ell_{r}\right)-\widehat{c}\left(\ell_{r}\right)\right) \xrightarrow{d^{*}} N\left(0, \Omega=\left(\Omega_{\ell_{h} \ell_{j}}\right)_{h, j=1, \ldots, r}\right)
$$

where $\Omega_{\ell_{h} \ell_{j}}$ is defined in (14) and denotes the indicated element of $\Omega$, which corresponds to the asymptotic covariance matrix between $\widehat{c}_{k}^{*}\left(\ell_{h}\right)-\widehat{c}\left(\ell_{h}\right)$ and $\widehat{c}_{k}^{*}\left(\ell_{j}\right)-\widehat{c}\left(\ell_{j}\right)$.

Proof. Following our comment before Lemma 5.1, it suffices to show that

$$
T^{1 / 2}\left(\widehat{\xi}_{2, k}\left(\ell_{1}\right), \ldots, \widehat{\xi}_{2, k}\left(\ell_{r}\right)\right) \xrightarrow{d^{*}} N\left(0, \Omega=\left(\Omega_{\ell_{h} \ell_{j}}\right)_{h, j=1, \ldots, r}\right) .
$$

Furthermore, from Lemma 5.1 and proceeding as with the proof of (35), it is clear that we only need to examine the above when $\widehat{\xi}_{2, k}(\ell)$ is replaced by the second term on the right of (35), that is

$$
\frac{1}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right) e^{-i \ell \lambda_{2 m p}}
$$

Next, from the definition of $\widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right)$, standard algebra yields that the last displayed expression is

$$
\begin{equation*}
\widehat{\vartheta}(\ell)=\frac{1}{T} \sum_{q=1-[T / 2]}^{[T / 2]} h_{x x, q}^{-1} \widehat{h}_{\widehat{u} \widehat{u}, q}^{1 / 2} \eta_{q, k}^{*} w_{x,-q} e^{-i \ell \lambda_{q}} \tag{37}
\end{equation*}
$$

where $h_{a a, q}$ is a step function with jumps at the points $2 m p, 1-M \leq p \leq M$.
So, by Wold device it suffices to show that for all set of constants $a_{\ell}, \ell=1, \ldots, r$ such that $\sum_{\ell=1}^{r} a_{\ell}^{2}=1$,

$$
\begin{equation*}
\text { (a) } E^{*}\left|T^{1 / 2} \sum_{\ell=1}^{r} a_{\ell} \widehat{\vartheta}(\ell)\right|^{2} \xrightarrow{P} \sum_{\ell_{1}, \ell_{2}=1}^{r} a_{\ell_{1}} \Omega_{\ell_{1} \ell_{2}} a_{\ell_{2}} \tag{38}
\end{equation*}
$$

and denoting $\zeta_{q, T}=\sum_{\ell=1}^{r} a_{\ell} T^{-1 / 2} h_{x x, q}^{-1} \widehat{h}_{\widehat{u} \widehat{u}, q}^{1 / 2} \eta_{q, k}^{*} w_{x,-q} e^{-i \ell \lambda_{q}}$,

$$
\begin{equation*}
\text { (b) } \sum_{q=1-[T / 2]}^{[T / 2]} E^{*}\left|\zeta_{q, T} \mathcal{I}\left(\left|\zeta_{q, T}\right|^{2}>\psi\right)\right|^{2} \xrightarrow{P} 0 \tag{39}
\end{equation*}
$$

for all $\psi>0$. (38) indicates that the second bootstrap moments converge in probability to those of the asymptotic distribution of the $H I$ estimator given in (12), whereas (39) is simply the Lindeberg's condition.

Part (a) follows by direct application of Proposition 5.1.
We now show part (b). We first examine $\sup _{q=1, \ldots,[T / 2]} T^{-1}\left\|I_{x x, q} \widehat{h}_{\widehat{u} \widehat{u}, q}\right\|$ which is

$$
\begin{equation*}
\sup _{q=1, \ldots,[T / 2]} T^{-1} f_{x x, q} h_{u u, q}\left|f_{x x, q}^{-1 / 2} w_{x, q}\right|^{2} h_{u u, q}^{-1} \widehat{h}_{\widehat{u} \widehat{u}, q} . \tag{40}
\end{equation*}
$$

Next, denoting by $w_{\xi}(\lambda)$ the discrete Fourier transform of the innovations $\xi_{t}$ in the Wold decomposition of $x_{t}$ and $\sigma_{\xi}^{2}=E \xi_{t}^{2}$, by Robinson's (1995) Theorem 2 and an obvious extension to all $1 \leq j \leq[T / 2]$, see Giraitis et al.'s (2001) Lemma 4.4,

$$
E\left|f_{x x, q}^{-1 / 2} w_{x, q}-(2 \pi)^{1 / 2} \frac{w_{\xi, q}}{\sigma_{\xi}}\right|^{2}=O\left(\frac{\log q}{q}\right)
$$

(observe that $w_{x, q}$ is normalized by $f_{x x, q}^{-1 / 2}$ instead of its approximation given in $C 1$ ).
So, using the inequality $\sup _{t}\left|\phi_{t}\right|^{2} \leq \sum_{t}\left|\phi_{t}\right|^{2}$, we have that

$$
\begin{align*}
& E\left(\sup _{q=1, \ldots,[T / 2]}\left|f_{x x, q}^{-1 / 2} w_{x, q}-(2 \pi)^{1 / 2} \frac{w_{\xi, q}}{\sigma_{\xi}}\right|^{2}\right) \\
\leq & \sum_{q=1}^{[T / 2]} E\left|f_{x x, q}^{-1 / 2} w_{x, q}-(2 \pi)^{1 / 2} \frac{w_{\xi, q}}{\sigma_{\xi}}\right|^{2}=O\left(\log ^{2} T\right) . \tag{41}
\end{align*}
$$

On the other hand, by An et al. (1983),

$$
\begin{equation*}
\sup _{q=1, \ldots,[T / 2]}\left((2 \pi) \sigma_{\xi}^{-2} \log ^{-1} T\left|w_{\xi, q}\right|^{2}\right) \leq 1 \quad \text { a.s.. } \tag{42}
\end{equation*}
$$

Then, combining (41), (42) and that Proposition 3 of Hidalgo (2000) and Theorem 3.1 imply that

$$
h_{u u, q}^{-1} h_{\widehat{u} \widehat{u}, q}^{-1}-1=O_{p}\left(M T^{-1}+q^{-1} \log q\right),
$$

we have that (40) is bounded by

$$
\begin{aligned}
& K \sup _{q=1, \ldots,[T / 2]} T^{-1} f_{x x, q}^{-1} f_{u u, q} \sup _{q=1, \ldots,[T / 2]}\left|f_{x x, q}^{-1 / 2} w_{x, q}\right|^{2}\left|h_{u u, q}^{-1} h_{\widehat{u} \widehat{u}, q}^{-1}\right| \\
\leq & K \sup _{q=1, \ldots,[T / 2]} T^{-1} f_{x x, q}^{-1} f_{u u, q} \log ^{2} T \leq D \log ^{-\delta} T
\end{aligned}
$$

in probability since integrability of $\left\|f_{x x}^{-1}(\lambda) f_{u u}(\lambda)\right\||\log (|\lambda|)|$ implies that for any arbitrarily small $\delta>0,\left\|f_{x x, q}^{-1} f_{u u, q}\right\|\left|\log \lambda_{q}\right| \leq K \lambda_{q}^{-1}\left|\log \lambda_{q}\right|^{-1-\delta}$, so that $\left\|f_{x x, q}^{-1} f_{u u, q}\right\| \leq$ $K \lambda_{q}^{-1}\left|\log \lambda_{q}\right|^{-2-\delta}$. Now, for $k=1$, we can conclude that the left side of (39) is bounded by

$$
\begin{aligned}
& \frac{K}{T} \sum_{q=1-[T / 2]}^{[T / 2]} f_{x x, q}^{-2} I_{x x, q} f_{u u, q} E^{*}\left|\eta_{q, 1}^{*}\right|^{2} \mathcal{I}\left(\left|\eta_{q, 1}^{*}\right|^{2}>\psi \log ^{\delta} T\right) \\
= & K E^{*}\left(\left|\eta_{1,1}^{*}\right|^{2} \mathcal{I}\left(\left|\eta_{1,1}^{*}\right|^{2}>\psi \log ^{\delta} T\right)\right) \frac{1}{T} \sum_{q=1-[T / 2]}^{[T / 2]} f_{x x, q}^{-2} I_{x x, q} f_{u u, q},
\end{aligned}
$$

since $\eta_{q, 1}^{*}$ are $i i d$ random variables with zero mean and unit variance. On the other hand, for $k=2$, the left side of (39) is bounded by

$$
\begin{aligned}
& \frac{K}{T} \sum_{q=1-[T / 2]}^{[T / 2]} f_{x x, q}^{-2} I_{x x, q} I_{u u, q} E^{*}\left|\eta_{q, 2}^{*}\right|^{2} \mathcal{I}\left(\left|\eta_{q, 2}^{*}\right|^{2}>\psi \log ^{\delta} T\right) \\
= & K \sup _{T} \sup _{q} E^{*}\left(\left|\eta_{q, 2}^{*}\right|^{2} \mathcal{I}\left(\left|\eta_{q, 2}^{*}\right|^{2}>\psi \log ^{\delta} T\right)\right) \frac{1}{T} \sum_{q=1-[T / 2]}^{[T / 2]} f_{x x, q}^{-2} I_{x x, q} f_{u u, q},
\end{aligned}
$$

But the second factor on the right of the last displayed equation converges in probability to $(2 \pi)^{-1} \Omega_{1,1}$, whereas the first factor on the right of the last equation converges to zero because $\psi>0$ and

$$
\begin{aligned}
E^{*}\left(\left|\eta_{q, 2}^{*}\right|^{2} \mathcal{I}\left(\left|\eta_{q, 2}^{*}\right|^{2}>\psi \log ^{\delta} T\right)\right) & \leq \frac{D}{\psi^{2} \log ^{2 \delta} T} E^{*}\left|\eta_{q, 2}^{*}\right|^{4} \\
& \leq \frac{D}{\psi^{2} \log ^{2 \delta} T}\left\{\frac{1}{T} \sum_{t=1}^{T} \widehat{u}_{t}^{4}+\left(\frac{1}{T} \sum_{t=1}^{T} \widehat{u}_{t}^{2}\right)^{2}\right\}
\end{aligned}
$$

But, by Theorem 3.1 the right side of the last displayed inequality is

$$
\frac{D}{\psi^{2} \log ^{2 \delta} T}\left\{\frac{1}{T} \sum_{t=1}^{T} u_{t}^{4}+\left(\frac{1}{T} \sum_{t=1}^{T} u_{t}^{2}\right)^{2}\right\}\left(1+o_{p}(1)\right)
$$

But, by a well-know argument, see Stout's (1974) Theorem 3.5.8, Condition $C 4$ implies that $u_{t}$ is also ergodic. So, the last displayed expression converges in probability to zero because $\delta>0$.

Proposition 5.3. Assuming C1-C8, for $k=1,2$

$$
\varphi\left(S_{T, k}^{*}(\mu)\right) \xrightarrow{d^{*}} \varphi(\widetilde{B}(\mu))
$$

for any continuous functional $\varphi(\cdot)$.
Proof. Because in (16) $\widehat{c}(j)=0$ for all $j<0$, we have that $T^{1 / 2} \widehat{c}_{k}^{*}(j)=T^{1 / 2} \widehat{\xi}_{1, k}(j)+$ $\widehat{\xi}_{2, k}(j)$ where

$$
\widehat{\xi}_{2, k}(j)=\frac{T^{1 / 2}}{2 M} \sum_{p=1-M}^{M} f_{x x, 2 m p}^{-1} \widehat{f}_{x \widehat{u}, k}^{*}\left(\lambda_{2 m p}\right) e^{i j \lambda_{2 m p}}
$$

suppressing reference to $T$ in $\widehat{\xi}_{2, k}(j)$ or $\widehat{\xi}_{1, k}(j)$. Thus, denoting $\widehat{\xi}_{2, k}(j)$ by $a_{k}^{*}(j)$, with the change of subindices $-j$ by $j$

$$
\begin{align*}
& T^{1 / 2} S_{T, k}^{*}(\mu)=\sum_{j=0}^{M-2}\left(a_{k}^{*}(-j-1)+T^{1 / 2} \widehat{\xi}_{1, k}(-j-1)\right) \frac{1}{M} \sum_{p=1}^{[M \mu]} e^{i j \lambda_{2 m p}}  \tag{43}\\
= & \left(a_{k}^{*}(-1)+T^{1 / 2} \widehat{\xi}_{1, k}(-1)\right) \mu+\sum_{j=1}^{M-2}\left(a_{k}^{*}(-j-1)+T^{1 / 2} \widehat{\xi}_{1, k}(-j-1)\right) g_{j}(\mu)
\end{align*}
$$

where $g_{j}(\mu)=M^{-1} \sum_{p=1}^{[M \mu]} e^{i j \lambda_{2 m p}}$, which satisfies that

$$
\begin{equation*}
\operatorname{Re}\left(g_{j}(\mu)\right)=\frac{\sin (\pi j \mu)}{\pi j}+O\left(\frac{1}{M}\right) \tag{44}
\end{equation*}
$$

uniformly in $\mu \in[0,1]$ by Brillinger (1981, p.15). Now,

$$
\sup _{\mu}\left|\sum_{j=1}^{M-2} T^{1 / 2} \widehat{\xi}_{1, k}(-j-1) \operatorname{Re}\left(g_{j}(\mu)\right)\right|=o_{p^{*}}(1)
$$

because by Lemma 5.1, $E^{*}\left|T^{1 / 2} \widehat{\xi}_{1, k}(-j-1)\right|^{2}=\left|T^{1 / 2} \widehat{\xi}_{1, k}(-j-1)\right|^{2}=O_{p}\left(\log ^{-4} M\right)$ uniformly in $j$ and $\sum_{j=1}^{M-1} j^{-1}=O(\log M)$.

So, using (44) the behaviour of the real part of (43) is that of

$$
a_{k}^{*}(-1) \mu+\sum_{j=1}^{b-1} a_{k}^{*}(-j-1) \operatorname{Re}\left(g_{j}(\mu)\right)+\sum_{j=b}^{M-2} a_{k}^{*}(-j-1) \operatorname{Re}\left(g_{j}(\mu)\right)
$$

where $b$ is a fixed but large constant. The proof is completed if, for $k=1,2$,

$$
\begin{equation*}
G_{b}(\mu)=\sum_{j=0}^{b-1} a_{k}^{*}(-j) \operatorname{Re}\left(g_{j}(\mu)\right) \text { converges to a Gaussian process indexed by } \mu \tag{45}
\end{equation*}
$$

$$
\begin{equation*}
\left|E^{*} G_{b}^{2}(\mu)-\frac{1}{2} \int_{0}^{2 \pi \mu} f_{x x}^{-1}(\lambda) f_{u u}(\lambda) d \lambda\right|=o_{p}(v(b)) \tag{46}
\end{equation*}
$$

where $v(b) \rightarrow 0$ as $b \rightarrow \infty$, and

$$
\begin{equation*}
\sum_{j=b}^{M-2} a_{k}^{*}(-j) \operatorname{Re}\left(g_{j}(\mu)\right) \text { is small uniformly in } M \text { and } \mu \tag{47}
\end{equation*}
$$

where $\left(a_{k}^{*}(-j)\right)_{j=0, \ldots, b-1} \xrightarrow{d^{*}} N(0, \Omega)$ by Proposition 5.2 with the $\left(j_{1}, j_{2}\right)$ th element of $\Omega$ denoted by $\Omega_{\left|j_{1}-j_{2}\right|}$.

We begin with the assertion (47). Because by $C 3, E^{*}\left(a_{k}^{*}(-j)\right)^{4}<K$, Proposition 5.2 and Serfling's $(1980, p .14)$ Theorem A imply that $E^{*}\left|a_{k}^{*}\left(-j_{1}\right) a_{k}^{*}\left(-j_{2}\right) a_{k}^{*}\left(-j_{3}\right) a_{k}^{*}\left(-j_{4}\right)\right|$ converges to that of the limit distribution of $a_{k}^{*}(-j)$.

Using that for $b$ large enough (44) implies that $\left|j g_{j}(\mu)\right|<K$, for $0<s_{1}<s_{2} \leq$ $M-1$, we have that

$$
\begin{equation*}
\left|\sum_{j=s_{1}}^{s_{2}} a_{k}^{*}(-j) g_{j}(\mu)\right|^{2} \leq\left|\sum_{j=s_{1}}^{s_{2}} a_{k}^{*}(-j) \frac{e^{2 \pi j \mu}}{j}\right|^{2} \leq 2 \sum_{v=1}^{s_{2}-s_{1}}\left|\sum_{j=s_{1}}^{s_{2}-v} \frac{a_{k}^{*}(-j) a_{k}^{*}(-j-v)}{j(j+v)}\right| \tag{48}
\end{equation*}
$$

Next,

$$
E^{*}\left|\sum_{j=s_{1}}^{s_{2}-v} \frac{a_{k}^{*}(-j) a_{k}^{*}(-j-v)}{j(j+v)}\right|^{2}=\sum_{j_{1}, j_{2}=s_{1}}^{s_{2}-v} E^{*}\left(\frac{a_{k}^{*}\left(-j_{1}\right) a_{k}^{*}\left(-j_{2}\right) a_{k}^{*}\left(-j_{3}\right) a_{k}^{*}\left(-j_{4}\right)}{j_{1}\left(j_{1}+v\right) j_{2}\left(j_{2}+v\right)}\right)
$$

whose expectation is

$$
\sum_{j_{1}, j_{2}=s_{1}}^{s_{2}-v}\left|\frac{\Omega_{v}^{2}+\Omega_{\left|j_{1}-j_{2}\right|}^{2}+\Omega_{\left|j_{1}-j_{2}-v\right|} \Omega_{\left|j_{1}-j_{2}+v\right|}}{j_{1}\left(j_{1}+v\right) j_{2}\left(j_{2}+v\right)}\right|(1+o(1))
$$

because $a_{k}^{*}(-j) \xrightarrow{d^{*}} \mathcal{N}(0, \Omega)$ and the uniform integrability of $x_{t}^{4}$ and $u_{t}^{4}$ by $C 3$ imply that by Theorem $A$ of Serfling (1980, p.14), the fourth moments converge to those of the limit distribution whose fourth cumulant is 0 by normality.

Next, let $s_{1}=2^{\ell}$ and $s_{2}=2^{\ell+1}$. Then by the Cauchy-Schwarz inequality, the left side of (48) has expectation bounded by

$$
\begin{aligned}
& K \sum_{v=1}^{2^{\ell}}\left|\sum_{j_{1}, j_{2}=2^{\ell}}^{2^{\ell+1}-v} \frac{\Omega_{v}^{2}+\Omega_{\left|j_{1}-j_{2}\right|}^{2}+\Omega_{\left|j_{1}-j_{2}-v\right|} \Omega_{\left|j_{1}-j_{2}+v\right|}}{j_{1}\left(j_{1}+v\right) j_{2}\left(j_{2}+v\right)}\right|^{1 / 2} \\
\leq & K \sum_{v=1}^{2^{\ell}}\left|\sum_{j_{1}=2^{\ell}}^{2^{\ell+1}-v} \frac{1}{j_{1}^{2}\left(j_{1}+v\right)^{2}}\right|^{1 / 2}+K \sum_{v=1}^{2^{\ell}}\left|\sum_{2^{\ell}=j_{1}<j_{2}}^{2^{\ell+1}-v} \frac{\Omega_{v}^{2}+\Omega_{\left|j_{1}-j_{2}\right|}^{2}+\Omega_{\left|j_{1}-j_{2}-v\right|} \Omega_{\left|j_{1}-j_{2}+v\right|}}{j_{1}\left(j_{1}+v\right) j_{2}\left(j_{2}+v\right)}\right|^{1 / 2},
\end{aligned}
$$

by the triangle inequality. But Lemma 4.1 of Fox and Taqqu (1986) implies that $\Omega_{v}=O\left(v^{-1+\alpha}\right)$, where $\alpha=d_{x}-d_{u}<1$, since $\Omega_{v}$ is the $v t h$ Fourier coefficient of $f_{x x}^{-1}(\lambda) f_{u u}(\lambda)$. So, after standard calculations, we have that the left side of the last displayed inequality is bounded by
$K \sum_{v=1}^{2^{\ell}}\left|\sum_{j_{1}=2^{\ell}}^{2^{\ell+1}-v} \frac{1}{j_{1}^{2}\left(j_{1}+v\right)^{2}}\right|^{1 / 2}+K \sum_{v=1}^{2^{\ell}} v^{-1+\alpha}\left|\sum_{j_{1}=2^{\ell}}^{2^{\ell+1}-v} \frac{1}{j_{1}\left(j_{1}+v\right)}\right| \leq K\left(2^{-\ell / 2}+2^{-\ell(1-\alpha)}\right)$,
and then, using that $\operatorname{Re}\left(g_{j}(\mu)\right)=2^{-1}\left(g_{j}(\mu)+g_{j}(-\mu)\right)$, we conclude that

$$
\begin{aligned}
& E\left(E^{*}\left|\max _{0 \leq \mu \leq 1}\right| \sum_{j=2^{\ell}}^{2^{\ell+1}} a_{k}^{*}(-j) \operatorname{Re}\left(g_{j}(\mu)\right)| |\right) \\
\leq & K \sum_{v=1}^{2^{\ell}}\left(\left|\sum_{j_{1}=2^{\ell}}^{2^{\ell+1}-v} \frac{1}{j_{1}^{2}\left(j_{1}+v\right)^{2}}\right|^{1 / 2}+v^{-1+\alpha}\left|\sum_{j_{1}=2^{\ell}}^{2^{\ell+1}-v} \frac{1}{j_{1}\left(j_{1}+v\right)}\right|\right) \\
\leq & K\left(2^{-\ell / 2}+2^{-\ell(1-\alpha)}\right) .
\end{aligned}
$$

Now choose $b=2^{n}$ to conclude that with probability greater than $1-K\left(2^{-\ell / 2}+2^{-\ell(1-\alpha)}\right)$,

$$
Z_{\ell}^{*}=\max _{0 \leq \mu \leq 1}\left|\sum_{j=2^{\ell}}^{2^{\ell+1}} a_{k}^{*}(-j) \operatorname{Re}\left(g_{j}(\mu)\right)\right| \leq K\left(2^{-\ell / 2}+2^{-\ell(1-\alpha)}\right)
$$

which implies that the expression in (47) is, in absolute value, bounded by

$$
\sum_{\ell=n}^{[\log (M)]+1} Z_{\ell}^{*} \leq K\left(2^{-n(1-\alpha)}+2^{-n / 2}\right)
$$

From here we conclude the proof of (47) by choosing $n$ large enough.
Next we prove assertion (45). From Proposition 5.2, the finite dimensional distributions of $G_{k}(\mu)$ converges to those of a normal random variable. To finish, we need to check the tightness condition, which by Billingsley's (1968) Theorem 15.6, it suffices to check the sufficient moment condition

$$
E^{*}\left[\left(G_{b}(\mu)-G_{b}\left(\mu_{1}\right)\right)^{2}\left(G_{b}\left(\mu_{2}\right)-G_{b}(\mu)\right)^{2}\right] \leq K H_{T}\left(\mu_{2}, \mu_{1}\right)\left(\mu_{2}-\mu_{1}\right)^{2}
$$

where $H_{T}\left(\mu_{2}, \mu_{1}\right)=K\left(1+o_{p}(1)\right)$ with $0 \leq \mu_{1}<\mu<\mu_{2} \leq 1$. First observe that we can take $M^{-1}<\left|\mu_{2}-\mu_{1}\right|$ since otherwise either $\mu_{1}$ and $\mu$ lie in the same subinterval $\left[M^{-1} q, M^{-1}(q+1)\right]$ or else $\mu$ and $\mu_{2}$ do; in either of these cases the left side of the last displayed inequality vanishes. But since $\left(\mu-\mu_{1}\right)\left(\mu_{2}-\mu\right) \leq\left(\mu_{2}-\mu_{1}\right)^{2}$, it implies that a sufficient condition for the last displayed inequality to hold true is

$$
\begin{equation*}
E^{*}\left[\left(G_{b}\left(\mu_{2}\right)-G_{b}\left(\mu_{1}\right)\right)^{4}\right] \leq K H_{T}\left(\mu_{2}, \mu_{1}\right)\left(\mu_{2}-\mu_{1}\right)^{2} \tag{49}
\end{equation*}
$$

with $H_{T}\left(\mu_{2}, \mu_{1}\right)$ being bounded in probability. But (49) holds true because for all $j$,

$$
\begin{equation*}
g_{j}\left(\mu_{2}\right)-g_{j}\left(\mu_{1}\right)=\frac{1}{M} \sum_{p=\left[M \mu_{1}\right]+1}^{\left[M \mu_{2}\right]} e^{-i j \lambda_{2 m p}}=e^{i\left[M \mu_{1}\right] \lambda_{2 m p}} g_{j}\left(\mu_{2}-\mu_{1}\right) \tag{50}
\end{equation*}
$$

and

$$
\left|\operatorname{Re}\left(g_{j}(v)\right)\right|^{2} \leq K \frac{\sin ^{2}(2 \pi j v)}{j^{2}} \leq K \frac{v}{j}
$$

by (44) and Taylor expansion. The last displayed inequality and (50) imply that

$$
\begin{aligned}
& E^{*}\left|a_{k}^{*}(-j) \operatorname{Re}\left(g_{j}\left(\mu_{2}\right)-g_{j}\left(\mu_{1}\right)\right)\right|^{4} \\
\leq & K\left\{\frac{1}{T^{2}} \sum_{q=1-[T / 2]}^{[T / 2]}\left|h_{x x, q}^{-1} \widehat{h}_{\widehat{u} \widehat{u}, q}^{1 / 2} w_{x, q}\right|^{4}+\left(\frac{1}{T} \sum_{q=1-[T / 2]}^{[T / 2]}\left|h_{x x, q}^{-1} \widehat{h}_{\widehat{u} \widehat{u}, q}^{1 / 2} w_{x, q}\right|^{2}\right)^{2}\right\}\left(\mu_{2}-\mu_{1}\right)^{2} .
\end{aligned}
$$

Then, denoting by $H_{T}\left(\mu_{2}, \mu_{1}\right)$ the term inside the braces of the last displayed inequality, we conclude (49), since proceeding as in the proof of Theorem 1 of Hidalgo (2000), it is obvious that $H_{T}\left(\mu_{2}, \mu_{1}\right)=K\left(1+o_{p}(1)\right)$. That concludes the proof of (45).

Finally (46). First, observe that

$$
\begin{align*}
& E^{*}\left[\sum_{q_{1}, q_{2}=0}^{M-2} a_{k}^{*}\left(-q_{1}\right) g_{q_{1}}(\mu) a_{k}^{*}\left(-q_{2}\right) g_{q_{2}}(v)\right] \\
= & \sum_{q_{1}, q_{2}=0}^{M-2}\left(\frac{1}{T} \sum_{s=1-[T / 2]}^{[T / 2]} f_{x x, s}^{-1} f_{u u, s} \frac{I_{x x, s}}{f_{x x, s}} e^{-i\left(q_{1}-q_{2}\right) \lambda_{s}}\right) \frac{1}{M^{2}} \sum_{j_{1}=1}^{[M \mu]} \sum_{j_{2}=1}^{[M v]} e^{i q_{1} \lambda_{j_{1}}} e^{-i q_{2} \lambda_{j_{2}}} \\
= & \frac{1}{T} \sum_{s=1-[T / 2]}^{[T / 2]} f_{x x, s}^{-1} f_{u u, s} \frac{I_{x x, s}}{f_{x x, s}} \frac{1}{M^{2}} \sum_{j_{1}=1}^{[M \mu]} \sum_{j_{2}=1}^{[M v]} \sum_{q_{1}, q_{2}=0}^{M-2} e^{i\left(j_{1}-s\right) \lambda_{q_{1}}} e^{-i\left(j_{2}-s\right) \lambda_{q_{2}}}, \tag{51}
\end{align*}
$$

whose real part is

$$
\begin{equation*}
\frac{1}{T} \sum_{s=1-[T / 2]}^{[T / 2]} f_{x x, s}^{-1} f_{u u, s} \frac{I_{x x, s}}{f_{x x, s}}\left(\mathcal{I}\left(j_{1}=j_{2}=s\right)+O\left(\frac{1}{M}\right)\right) \tag{52}
\end{equation*}
$$

because

$$
\operatorname{Re}\left(\frac{1}{M^{2}} \sum_{j_{1}=1}^{\left[M \mu_{1}\right]\left[M \mu_{2}\right]} \sum_{j_{2}=1}^{M-2} \sum_{q_{1}, q_{2}=0}^{i\left(s-j_{1}\right) \lambda_{q_{1}}} e^{-i\left(s-j_{2}\right) \lambda_{q_{2}}}\right)=\mathcal{I}\left(j_{1}=j_{2}=s\right)+O\left(\frac{1}{M}\right)
$$

observing that the sum in $q$ is from $q=0$ to $M-2$. Then, since from the proof of (47), the sum from $q=b$ to $M-2$ is negligible for $b$ large enough, it implies that using (51) - (52), the left side of (46) is

$$
\begin{aligned}
& \frac{1}{T} \sum_{s=1}^{\min \{[M \mu],[M v]\}} f_{x x, s}^{-1} f_{u u, s}\left(\frac{I_{x x, s}}{f_{x x, s}}-1\right)\{1+o(1)\}+\frac{1}{T} \sum_{s=1}^{\min \{[M \mu],[M v]\}} f_{x x, s}^{-1} f_{u u, s} \\
= & \int_{0}^{\min \{\mu, v\}} f_{x x}^{-1}(\lambda) f_{u u}(\lambda) d \lambda\left(1+o_{p}(1)\right),
\end{aligned}
$$

by Markov's inequality since Theorem 2 of Robinson (1995) implies that $E\left|f_{x x, s}^{-1} I_{x x, s}-1\right|=$ $O\left(s^{-1} \log s\right)$. This completes the proof that $T^{1 / 2} S_{T}^{*}(\mu)$ converges in bootstrap weakly to the Gaussian process $\widetilde{B}(\mu)$. From here the conclusion of the theorem is standard by the continuous mapping theorem.
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