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Abstract

When considering data from many trials, it is likehat some of them present a markedly
different intervention effect or exert an unduduehce on the summary results. We develop a
forward search algorithm for identifying outlyingdiinfluential studies in meta-analysis models.
The forward search algorithm starts by fitting thygpothesized model to a small subset of likely
outlier-free studies and proceeds by adding studiesthe set one-by-one that are determined to
be closest to the fitted model of the existing #et.each study is added to the set, plots of
estimated parameters and measures of fit are medito identify outliers by sharp changes in
the forward plots. We apply the proposed outligedigon method to two real data sets; a meta-
analysis of 26 studies that examines the effecivigfing-to-learn interventions on academic
achievement adjusting for three possible effectifresd, and a meta-analysis of 70 studies that
compares a fluoride toothpaste treatment to pladebpreventing dental caries in children. A
simple simulated example is used to illustratestieps of the proposed methodology and a small
scale simulation study is conducted to evaluate#r®rmance of the proposed method.

Keywords : backward methods, Cook’s distance, nmagskneta-analysis, swamping, outliers



1. Introduction

There is an acknowledged need for better evidease¢ practice to inform public policy
(Oxmanet al., 2010). Meta-analysis is one of the most influédndiad powerful techniques
underpinning evidence-based practice (Patsopoefics., 2005). It synthesizes quantitatively
evidence from many studies addressing the samaroksdypothesis and provides summary
results that have increased precision and powepaoed to individual studies (Hedges, 1985). It
may be seen as a two-stage procedure (Deielik, 2011). In the first stage, data are extracted
from the relevant studies and an effect size alaity its variance (or standard error) are
computed for each study. In the second stage, ghtesl average of the estimated effect sizes is
computed. There are two popular models for thereesbage; the fixed effect and the random
effects model (Borensteiat al., 2010;Nikolakopoulouet al,. 2014). The fixed effect model
assumes that all included studies share a comnfentefize. This assumption is not always
realistic since studies are likely to be heterogesein various characteristics such as in their
design and conduct as well as in participants,rietgions and outcomes (Higgins and
Thompson, 2008). The random-effects model assurael study has its own study-specific
effect size coming from a distribution of effectsofventionally assumed to be a normal
distribution). The expected value of that disttibn represents the overall mean effect size and
its variance represents study heterogeneity,kalewn as between-study variance.

In some cases, a random-effects model will fagxplain all variation between true effects
because of outlying studies. In a collection ofigtg, we may observe an extreme effect size that
lies far away from the bulk of the data. An outlyistudy is defined as a study with a markedly
different intervention effect estimate (Stemteal., 2008). This can be the case when a study’s
setting is substantially different from the setinig other studies which can have an impact on
the intervention effect.

When outlying studies are present, it is not advise simply exclude them from the
meta-analysis. Instead, investigators should dryitiderstand those patient, intervention and
methodological characteristics of the outliers timadify the effect and produce aberrant results
(Deekset al., 2011). When the effect modifiers are unobserveuleported or unknown, the
Cochrane Handbook suggests to apply a random-geffeeta-analysis both with and without
outlying studies as a part of a sensitivity analyfDeekset al., 2011) where outliers are
identified by a funnel plot (scatter plot of effette vs inverted standard error). In simple meta-
analysis with no covariates, it is likely that afiel plot will reveal outlying studies, but in neor
complex models this is not always possible as pn&tation of a funnel plot in the presence of
explanatory variables (also called effect modifiass challenging. Meta-regression is widely
used to account for heterogeneity by examiningittygact of explanatory variables on effect
size. A study appearing to be outlying in a funplelt may actually be well explained by its
regressor values.

Various methods have been suggested for accommgdatid identifying outlying studies
in meta-analysis. To account for the presence s$ipte outliers alternative distributions for the
random effects can be used (Lee and Thompson, 2@&}er and Jackson (2008) suggested a
random-effects model with a long-tailed distribuatifor the underlying true effects in order to
downweight the impact of outlying studies. Gumedne Jackson (2011) suggested a method
that identifies and downweights studies that hawenflated variance as part of a sensitivity
analysis. Beath developed a method similar in tsgiat assumes studies to be a mixture of
standard and outlier studies allowing any numbemufiier studies and then downweights
outliers when estimating the summary effect (Be&®l4). A popular class of methods for
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identifying outliers are deletion diagnostics inigkhone or multiple observations are deleted at
the same time and deletion statistics are comptitatl measure the effect of those deleted
observations on parameter estimates or residugshibbauer and Cheung (2010) presented a
method based on the impact of excluding studievanous statistics such as the summary
estimate, heterogeneity and residuals.

In this paper, we propose the use of a Forwardc8g&S) algorithm to identify outlying
and influential studies. The FS was initially deyedd for robust estimation of covariance
matrices (Hadi, 1992), regression models (Atkinsb®94) and later applied to multivariate
methods (Atkinsoret al., 2004) including factor analysis and item respotisry models
(Mavridis and Moustaki, 2008; Mavridis and Moust&09). In this paper we focus on a meta-
regression model. To illustrate the forward seaigorithm, we use two real datasets. The first
data set involves 26 studies examining the efféetriting-to-learn interventions on academic
achievement (Bangert-Drowms al.,2004) and the second dataset compares fluorideaste
to placebo for dental carries (Marinkbal., 2003). . The second dataset has been widely used
for outlier detection in meta-analysis. The FSoathm sorts studies by their closeness to the
hypothesized model and estimates non-parametri¢ad distribution of various statistics
throughout the search allowing us to explore dhange is due to an outlying study or due to
random error. The FS is compared with a backwaatickemethod for detecting outliers and it
shows a clear advantange over existing methods.

The paper is organised as follows: section 2 pes/idn overview of the meta-analysis
model; section 3 discusses the proposed forwanttisedgorithm for the detection of outlying
studies; section 4 presents the results from tloeréal data analyses and a simulation study and
finally section 5 concludes. MATLAB code and docuntaion are available atww.mtm.uoi.gr
and also provided as supplementary material throlglpublisher’s website.

2. Meta-analysis mode

Suppose that we have Randomized Control Trials (RCT's) each comparimgp t
interventions A and B. Each study(i = 1,...,n) yields an effect sizg; with a corresponding
standard erros;. The study-specifig;; could be any measure of the relative treatmeretcedf
such as the mean differences (MD), standardizedhrddéerences (SMD), logarithm of risk
ratio (logRR) or logarithm of odds ratio (IogOR).

In a random-effects meta-analysis model, the oleskcontrast in studyis modelled as
yi=u+6;+eg,
whereu is the true effect of treatment B relative to &, is a random effect with;~N (0, 7?%)
where the between-study variance (heterogenetyjienotes how effectiveness varies across
studies, ande; is a sampling error term with ~N (0, s?) ands? is known and usually taken to
be the observed standard error for the contratan,, study. In a fixed effects meta-analysis
model,t is assumed to be zero.
More generally, meta regression analysis extendsntbta-analysis model to include
study level covariates. In matrix notation we have
y=Xu+d+e¢ (1)
wherey is an-vector including the observed contrasts for edatlys € is an-vector of normally
distributed sampling errors witle~N,,(0,S) and known diagonal covariance matrix=
diag(s?), and & is a n-vector of normally distributed random effec®;N,(0,A) with a
diagonal covariance matrix = diag(t?), andX hasp + 1 columns with the first column being
a vector of ones and the rest are the values ofpthegressors. The design matrix can be
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accustomed appropriately to address multiple ouésoifMavridis and Salanti, 2013) and/or
multiple interventions (Salanti, 2012).

The summary estimates are computed using weiglgadt Isquares (WLS) giving
= (X’WX)_IX’Wy with weights given by = (S + 3)_1 andvar (i) = (X’VAVX)_I. There
are many methods suggested for estimatingcluding the method of moments, maximum
likelihood and restricted maximum likelihood (Sidakd Jonkman, 2007)Predicted values are
computed a9 = Xfi = X(X'WX) X'Wy = Hy whereH = X(X'WX) ' X'W is known as the
hat matrix and its diagonal points are called lages. The hat matrix maps the observed values
to the fitted ones and the leverage points are lwideed in regression models to identify
observations that lie far away from their fitteduea Standardized residuals can be computed for
each study using the formuta= vV, (y; — X;fi) whereX; is thei,, row of theX matrix andw;
is thei,, diagonal element d¥/. Studentized residuals can be computed as

gstud — %(yi — X; i) whereh,; is thei,, diagonal element di.

Standard outputs from most meta-analyses are thenawy estimatgt, the heterogeneity
variance estimate?, and the chi-squared statisicthat assess whether observed differences in
treatment effects are explained by chance alongg{ké and Thompson, 2002). To estimate
heterogeneity and compute the chi-squared statis#éccan use the DerSimonian and Laird
estimator (DerSimonian and Laird, 1986) which yiel@d=y'Py and > =(Q - (n—p —
1))/trace(P) whereP = W — VTIX(X’VTIX)_IX’VTI andtrace(P) denotes the trace of mat#
that is the sum of its diagonal elements. Thstatistic is used to test for a zero-heterogeneity,
Hy:7 =0, and it follows asymptotically a chi-squared dizition with n —p — 1 degrees of
freedom. This test has been routinely used fordiegibetween a fixed and a random effect
model though it has been argued that is has lowep@nd decision should not be based on it
(Nikolakopoulouet al.,2014; Higgins and Thompson, 2002; Borensétial.,2010)

3. Selection algorithmsto detect outliers: the Forward Search and Backward Search
algorithms

3.1. Forward Search

The forward search starts with a small initial olsabset of the studies that is most likely
outlier-free and proceeds by adding studies ufitdra included. Eventually, it results in an
ordering of the studies according to their fitlie hiypothesized model and thus provides a way
to identify outlying studies. The stages of theda8 be summarized as follows:

Stage 1. Choose an initial clean (i.e. likely imntfree) subset oin studies from th‘é;)

possible subsets. Thosestudies are used to initialize the search andtitotesthe initial subset
or the basic sétat the beginning of the search while the remanin- m studies constitute the
‘non-basic set.

Stage 2. Progress in the FS by adding studies tinermon-basic séto the ‘basic sétuntil all
studies are finally included in thbasic set This stage of the algorithm has— m steps where
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at each step the number of studies in Hasic setincreases by one and the number of studies in
the ‘non-basic sétdecreases by one. More details for stage 2 {ggh studies to add from
then — m studies in therlon-basic sé} are presented in section 3.2.2.

Stage 3. Monitor various statistics of interestsas the true effect estimates, heterogeneity, the
Q statistic and other measures explained in mawlde Section 3.2.3 during the— m steps
of stage 2. Studies that fall outside of monitgriiounds are identified as potential outliers.

Once the potential outliers have been identifiednfthe forward search algorithm, the
researcher may then follow the Cochrane Reportmerendation and fit the meta-analysis
model removing these studies as a part of a seitgiinalysis.

3.2. Detail for each step of the algorithm

3.2.1. Choice of the initial clean subset (Stage 1)
3.2.1.1. Selecting the size of the initial cleabss:

The number of studies included in the initial clesabset varies according to model complexity.
At a minimum there needs to be at least as manyiestuas the numbers of parameters to
estimate, which in a simple random-effects metdyais is 2 (i.e. the true effect and
heterogeneity) and in a meta-regression witltovariates isp+2. We note the Cochrane
handbook suggests that a meta-regression is méessngith less than ten studies and at least
three studies should be used to estimate heteritgébDeekset al.,2011). Hence, following this
guideline, we recommend the initial clean subeestart with at least0 studies in a meta-
regression model (or with + 2 in the unlikely case that > 10) and with 3 studies in a simple
meta-analysis model.

3.2.1.2. Selecting the studies to include in tlit@irclean subset:

Recall the goal is to identify a clean subset ofigs that is free of outliers to use as the ihitia
set. Exhaustively searching élﬁrll) subsets of sizem and identifying the most likely subset to

be free of outliers is a viable option when thearanalysis includes a small but sizeable number
of studies (e.g. 15), but with many studies, anaeishive analysis is prohibitive and practically
unnecessary. Indeed by examining a large numbearmdidate initial subsets of size m, day
(e.g.B = 1000) we are highly likely to find a clean subset tfdses as long as the number of
outliers is small proportionate to the size of tla¢a which we would assume by the very nature
or definition of outliers. Specifically, for eaclamdidate initial subset (b =1, ...,B), ofm
studies denoted bp;* we obtain initial subset-specific estimates fag garameters of interest
namely the mean effect and the between-study \jm'ak{ﬁl)gz,fl)gz) and we calculate an

objective functionf (yi, si, Xy, Bpm, Tpm ) that measures the fit of the entire datgsgts;, X;) to

the parameters estimates from the initial subgadidate. The subset that optimizes the objective
function is chosen to be the initial clean sub&diypical strategy that has been extensively used
in the FS literature (Atkinson and Riani 2000) amdimilar in rationale to the least median of



squares regression (Rousseew, 1984) is to choasénitial subsetD]* that minimizes the
median of the absolute standardized residuals, i.e.

f(Yi»Si’Xi'ﬁD{,"JfD{," ) = median (|éi,Dl7," |); (2)

1
& pm = ’—(y-—X-’\u m)i—— 1,..,n
,D ~ i i#Dp
Vb si2+rlz)bm b )’ T

ands; is the standard error for the effect size In Equation 2 we may omit the heterogeneity
parameterf ,m, if the subset is too small (e.g. smaller thamo)rovide an accurate estimate of

heterogeneity.

where

Other objective functions to select the initial atat include other types of residuals or log-
likelihood contributions. An easily understood measis to select that subset with the smallest
value for theQ statistic or for the heterogeneity parameter defim Section 2.

3.2.2. Progressing in the search: Stage 2

We have now found the initial clean subd¥t as described in Stage 1 that will
constitute the BDasic sét at the beginning of the search while its complatagy set
(D™)¢ constitutes therfon-basic sét The observations in théon-basic sétare sorted by their
‘closeness’ to thebasic set This is again achieved by fitting the hypothesizmodel to the
‘basic set estimating the parametefg,» andt,= and sorting the observations according to
their closeness to thieasic set'as measured by an objective functfdty;, s;, X;, fipm, Tpm ).

Specifically, the algorithm proceeds as follows:

Step 1: For all observations in the ‘non-basic,sgt's;, X; € (D™)¢ , calculate a closeness
measuref (y;, s;, X;, fipm, Tpm ) wherefipm andipm are estimated from the initial clean basic
set. The closeness meastires taken to be the median of the absolute stalwad squared
residuals as in Equation 2. Then after identifyiing study from the non-basic set with optimal
closeness to the basic set, re-define the ‘i®™*! to include this optimal study and have
m + 1 studies.

Step j: Add to thébasic set' D™*/~1, the study with the Optimal(yi,Si,Xi,ﬁDm+j—1,fDm+]'—1 )

for y;, s, X; € in the (D™*/~1)°.Then re-define the ‘basic sé?™*/ to havem + j studies.
Proceed with the algorithm unfil= n — m and all studies are included in the basic data set

3.2.3. Statistics to be monitored during the forward séaistage 3

At each of then — m steps of Stage 2 various statistics associatdu avineta-analysis model
can be computed and monitored. Forward plotsdeae/n for each statistic at each sjejp
monitor its behaviour during the search. For eXamgstimates of the summary effects (e.g. the
true intervention effect) at each stewith their associated confidence intervals ardtgtband
monitored for how they change as additional studresadded.



The heterogeneity parameter @@dtatistic described in Section 2 also are plodtiegach step

A sudden increase in either of these statistics @ftstudy is included may be indicative of that
study being an outlier. A measure of the totalngeain all parameter estimates that has been
widely used to identify outliers is the Cook’s gtt (Cook and Weisberg, 1982). The Cook’s
statistic is computed at thi# step of the search as

C] = (ﬁDm+j - ﬁDm+j—1),(X;Jm+ijm+jXDm+j)_l(ﬁDmﬂ' - ﬁDm+j—1). (3)

Another measure that is used in regression diagscatd is useful to monitor for outliers is the
change in uncertainty in the estimation of the samynestimates measured as the ratio of the
determinants of the total variance at step- j to that at stem +j — 1

-1
’
R. = (XDm+ijm+jXDm+j) |

J ' -1
| (X st Woms-1Xpmsj1) |

(4)

whereW,m+; is the weight matrix for th®@™*/ subset anqi(x;)m+iWDm+;XDm+;)_l| denotes the

determinant of MatriXX_ . WymsXpms;) - Monitoring this statistic helps us understand how
much more (or less) precise results become whemdy £nters the search. Similar statistics
have been used to explore how much uncertaintgtisduced by assuming a random effects
model in multivariate meta-analysis (Jacksbml.,2012)

Other measures that can be monitored during theareSthe standardized and studentized
residuals computed for each study (presented inid®e®). Non-smooth forward plots of
residuals are indicative of outlying values.

3.2.4. Characterizing changes in a statistic as importandl identification of outliers

Forward plots of the statistics presented in SacB8&®.3 show how they are affected by the
inclusion of studies in thebasic sét The important question is whether the observed
fluctuations in the forward plots are due to thelusion of a study with outlying effect size or
due to random variation. As the monitored statsstio not have known asymptotic distributions,
we propose the bootstrap technique for estimati@ofidence bounds.

Simulation envelopes using parametric bootstrapo(E&nd Tibshirani 1993) are constructed to
determine the limits of a change in the statidtat ttould be attributed to chance. The steps for
constructing simulation envelopes are:

(&) The hypothesized meta-analysis model is fittetthém studies and the model parameters
are estimated

(b) M datasets of studies each are generated using the parameimat=s from step a
(parametric bootstrapping).

(c) AFS is applied to each of tiM generated data produciMyestimations for the changes
in the monitored statistic at stgpj = 1,...,n —m, where m is the size of the initial
basic set.

(d) The confidence bounds for the monitored statetieach step=1,...,n —m are the
the (1 — a) quantiles of theM values.



3.2.5. Sensitivity analysis to evaluate robustness ofdh&ard search

It is possible that the ordering of the studiesriter the search during Stage 2 may be
influenced by the studies chosen in the initialssttor generally by the studies in thasic set

in general. We suggest repeating the algorithmnaln of times from random starting points to
evaluate robustness of the ordering.

3.2.6. Backward Search

We provide a description of the backward searclaliee we intend to compare it with the
FS algorithm. Backward search algorithms start whid full data set and remove sequentially
outlying observations until all outliers have beemoved. The backward search algorithm starts
by fitting the hypothesized model to the entireadaet that includes all studies. Then the
objective function that measures outlyingess focheatudy (e.g. residuals, likelihood
contributions) is computed . The study with the therst value of the objective function is
deleted. The above process is iterated until sattexion is met (e.g. all residuals are less than 2
in absolute value).

These methods can be useful when there are aoddying studies, but they also can be
negatively affected by the observations they appssed to identify (Hadi and Simonoff, 1993).
Backward methods can suffer from what is known askimg and swamping effects (Atkinson,
1986). Masking refers to outlying studies going etedted probably because outliers are
clustered together and identification of a singlélier is affected by the presence of other
outliers already included in the dataset. Swampgfgrs to studies erroneously detected as
outliers. This may happen because true outlieffs gtameter estimates towards them and away
from non-outlying observations. Masking is akiratalse negative’ while swamping is akin to
a ‘false positive’. It should also be noted thatitting studies leads to a truncated distributiébn o
test statistics for which asymptotics do not héldnce, asymptotic distributions for residuals or
the Q statistic are no longer valid. Hence, it is ndega omit studies and then look for statistical
significance without accounting for multiple tegfin

4. Examples

4.1. Simple Simulated example

To acquaint readers with the forward search we usk a simple simulated example with 7
studies, one of which is an outlier by constructidhe variances for the 7 studies are generated
from s?~x2 /8. The summary effect is chosen to be zero andeheden-study heterogeneity is
72 = 0.22. Six effect sizes are generated froga-N(0,s? + 0.22), i = 1,...,6 and the effect
size for the seventh study is generated fsgmN (3 max(s), s? + 0.22) wheres = (s, ..., s7)’

is the vector with the simulated standard errotse €ffect sizes and the standard errors are
shown in column 2 of Table 1. The size of the atitubset is taken to be 3 and all 35 possible

subsets, / , are studied to find the one which yields the $msal chi-squared statisti€)
3

value. The ‘basic set’ at step 1 of the searchsists of studies 1, 4 and 5 (gave the sma(lest
value =1.27) (shown in bold in column 2 in Tableahy the the remaining studies (2, 3, 6 and 7)
constitute the ron-basic set’"We compute the residual values for the studighe hon-basic
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set’ using the parameters estimated from thesic set’.The study with the smallest residual in
absolute value (study 3 with residual value -2gtigwn in bold in column 3 in Table 1) is the
next study to enter théasic setwhich now consists of studies 1, 3, 4 and 5 in &¢ghown in
bold). The FS proceeds until thea'sic sethcludes all seven studies. We notice that théi@dti
outlier (study 7) is the last to enter the FS imiciy also a large increase in the Q value from
10.10 to 32.12.

Table 1: Simple simulated example with 7 studies. The §teps of the FS together with the
effect sizes and standard errors. FS starts widetstudies (those three studies that give the

minimum chi-squared statistic (Q) out of the po@@) = 35 subsets, bold letters refer to

studies belonging to théasic’ set). The study with the smallest residual (inoalde values) is
the next to enter in the following step. The snstllesidual is with bold letters.

Step 1 Step 2 Step 3 Step 4
Study Studies 1, 4 and 5| Studies 1, 3-4 and bStudies 1, 3-§ Studies 1-6
=1.27 = 5.61 =591 = 10.10
All studies ¢ ¢ ¢ ¢
Residualg . . ) )
Q =32.12 in the Residuals in the Residuals in | Residuals in
Vi (si) ‘non ‘non basitset the ‘non the ‘non
basi basic set basic set
asic set
0.58
1
(0.46)
-0.11
2 (0.04) -10.38 -0.63 -1.04
-1.04
3 (0.63) -2.21
0.18
4 (0.27)
0.93
5 (0.73)
0.06
6 (0.09) -3.12 -0.24
2.42
7 (0.53) 3.92 3.25 4.02 4.39

10



4.2 Writing to learn interventions on academic asf@ment

As already explained in the introduction, the 26dsts examine the effect of writing-to-learn

interventions on academic achievement. The effécthe intervention was measured as a
Standardized Mean Difference (SMD) between writiddearn interventions and conventional

instructions. Table 2 gives their standard errard three potential effect modifiers, namely
whether the sample consisted of high-school oregellstudents (dummy variable coded as
college=1, high-school=0), the length of the in&mon (in weeks), and whether the

intervention incorporated prompts for metacognitneflection’ (dummy variable coded as

yes=1, no=0).

Table 2: Effect sizey;, standard erras; and values of covariates for 26 studies examittieg
effect of writing-to-learn interventions on acaderachievement.

Meta- Effect size | Standard
Study college length "
cognition Vi errors;
1 1 15 1 0.65 0.265
2 1 9 0 -0.04 0.138
3 1 1 0 0.03 0.095
4 0 4 1 0.26 0.326
5 1 4 0 0.06 0.200
6 1 15 0 0.77 0.327
7 1 15 1 0.00 0.145
8 1 4 0 0.54 0.288
9 1 14 0 0.20 0.293
10 1 15 0 0.20 0.302
11 1 4 0 -0.16 0.409
12 1 3 0 0.51 0.255
13 0 19 0 0.54 0.247
14 0 12 1 0.37 0.245
15 0 1 0 -0.13 0.192
16 0 1 0 0.18 0.263
17 0 1 0 0.27 0.134
18 1 11 0 -0.32 0.245
19 0 1 0 -0.12 0.152
20 1 15 0 -0.07 0.182
21 1 15 0 0.70 0.515
22 1 2 1 0.49 0.198
23 0 24 1 0.58 0.259
24 1 15 0 0.63 0.410
25 0 15 1 1.46 0.315
26 1 15 0 0.25 0.268
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Figure 1 shows the funnel plot; a scatterplot ééetfsizey; vs standard errar; centered at the
line of no-effect, 95% pseudo-confidence interthk include all trials pointing to a null effect
and a regression line of effect size vs standamat @reighted by inverse variance overlayed. We
see from the regression line with negative sloe the funnel plot is asymmetric with larger
effects being found in smaller studies, a commoallsstudy effect. It is also evident that Study
25, with the largest effect size, lies far awaynirthe bulk of the data, far outside of the 95%
confidence bounds and may be an outlier althougis ibne of the smaller studies. When
covariates are considered, it becomes apparenttibatear-zero effect found for Study 7, is
actually at the low end of effects found for stadieith an intervention prompting for
metacognitive reflection which all have effect sizarger than the summary effect with several
reaching statistical significance. The summary atéfeand the 95% confidence intervals (ClI)
using all 26 studies are i, = 0.25[0.01,0.49] for the intervention effect,
4, = —0.10[—0.37,0.16] for college compared to high schogl, = 0.09[—0.04,0.23] for
intervention length and; = 0.24(—0.06,0.54) for metacognition. Heterogeneity is estimated to
be 72 = 0.0472 with a chi-squared statistiQ equal to 44.14 (p-value 0.0034 on &,
distribution) suggesting studies are heterogeneous.

Figure 1: Funnel plotcentered at the point of no effect with95% confidence intervals. The solid line
corresponds to the regression line. Triangles refer to studies where the intervention incorporated
prompts formeta-cognitive reflection).
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4.2.1. Simple meta-analysis with no covariates

We conducted a FS starting from an initial samgleno= 3 studies that yielded the smallest
value of theQ statistic out of a total oB = 100 subsets. Figure 2 shows the forward plots for
heterogeneityr?, Cook’s distances (expression (3)), the chi-sqliatatistic and the ratio of
variancesk;, (expression (4)). The 95 and 97.5 quantiles wetinated using 10000 bootstrap
samples. Study 7 is not indicated as an outlierciwlwas expected since its effect size was
unlikely only under a model including a covariate metacognitive reflection. In the forward
plot of the Cook’s distances and the ratio of vages, study 25 is clearly an outlier because it
enters in the last steps of the search and in¢ciasges that can not be explained by chance. We

12



should note that the FS algorithm is a stochastthod that is based on many parameters
(choice of the initial subset, size of the inisaibset, number of initial samples explored, method
of adding studies). Not all methods yield the samtkering of studes. For that reason we suggest
repeating the FS a number of times (e.g 10 tinres) different starting points and also run it a
couple of times using different methods of choodimg initial subset or of progressing in the
search. In all repetitions that we run, study @pearred to be an outlier and it entered at tHe las
step (unless it was included in the initial subskt)few of the replications, there were other
studies entering at the beginning or the mid ofdbarch that incurred changes in statistics that
were lying outside the 95% confidence bounds. Thetselies are potential outliers when
considering that subset of studies and not whesidering all the studies. The FS was robust in
identifying study 25 as outlying. If we re-run theeta-analysis model deleting study 25, the
summary estimate reduces from 0.24 (95% CI 0.1113@) to 0.18 (95% CI 0.07 to 0.30).

Since we do not allow studies to interchange betvibe basic seétand the hon-basic sét a
question arising is how the FS algorithm behavethéunlikely case that a suspicious case is
included in the basic sétor early in the search. Figure 3 shows the fadyalot of the residual
for study 25 during a FS for simple meta-analysitheut covariates where we forced study 25
to be included in the initial subset. It startshwat small residual value but it keeps increasing as
more studies are added indicating that this stuffigrd from the rest of the studies. This pattern
is typical of suspicious studies when these eitilrerincluded in the initial subset or enter the
‘basic sétearly in the search. Hence, even if we do natvalstudies to leave the basic set, if
they are outliers, the residual values associatitldl thhem are expected to deteriorate as clean
data enter the search. We therefore strongly stiggesitoring residuals for all studies across
the FS. We also applied a backward search algoritfandeleted those studies that had a large
impact on the chi-squared statistic. The first gttadbe deleted was study 25 followed by studies
1, 6, 22 and 23.

Figure 2 : Forward plots of heterogeneity, Cook distances, chi-square statistic
and R accompanied by the 95 (dotted line) and 97.5*" (solid line) quantiles
forthe meta-analysismodel.
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Figure 3: Forward plot for the residual of the 25 study for the meta-analysis
model when this study is included in the initial subset
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4.2.2. Meta-regression model
Backward search

Viechtbauer and Cheung (Viechtbauer and Cheung))2édalysed this dataset accounting for
all covariates. They adapted a backward searchimgleach study in turn and identified studies
7 and 25 as potentially outlying and influentiahcg they incurred large changes in Qe
statistic, the Cook distance, studentized resida@ald R statistic. It should be noted that
differences in summary estimates obtained fromtidgjeeither study 7 or study 25 are not
statistically significant. Hedges and Olkin suggdséxamining changes in tigstatistic when
each study is omitted in turn. Omitting studiesnd &5 yields & statistic equal to 26.26 that is
non-significant p-value 0.16 on a3, distribution) indicating no evidence of heteroggne
(Viechtbauer and Cheung, 2010). Thus, heterogeseiyns to be caused by these two studies.
Also, if we omit study 7 then prompting for metandiye reflection becomes significant
(fiz = 0.40(0.09,0.70)). However, omitting studies leads to a truncatstridution for which
asymptotics do not hold and the assum&gddistribution under which statistical heterogenésty
not present is not valid. We adopted a backwardchkeahere we start with the whole data set
and computed weighted least squares residualslif@tumliies as a measure to quantify how
aberrant a study is. We then omitted the study itiatrred a large decrease to festatistic.
The first study to leave the search was study 26vied by 7, 18, 17 and finally 20.

Forward search

The FS started with an initial subset of 10 staidi&e explored 1000 initial subsets using the
median criterion of absolute standardised resid{@&tpuation 2). The simple version of the
algorithm is used where once a study is includethenbasic séetit stays until the end of the
search and only one study is added at each stegieS®25 and 7 enter in the last two steps of the
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search. Forward search aims at providing a natrddring of the data under the hypothesized
model and although study 7 does not have an ext&Mi2 it enters at the last steps because it is
very unlikely to observe its effect size conditiboa its covariate values. Figure 4 shows the
95% confidence intervals of parameter estimatesutfitout the search. The estimated
coefficient for meta-cognitionug) becomes marginally non-significant at the laspsof the
search. The estimated summary effegctincreases during the last four steps of the seanch
turns from negative to positive.

Figure 4 : Forward plot of summary estimates with 95% confidence intervals

college
o
N

intervention effect

length

We emphasize that we are not looking for changesgnificance or direction of effects but on
changes that cannot be explained by chance aloage thle hypothesized model is corret. Figure
5 shows the forward plots for heterogeneify, Cook’s distances (expression (3)), the chi-
squared statistic and the ratio of varianBgsexpression (4)). The 95 and 97.5 quantiles were
estimated using 10000 bootstrap samples. Studge@Sas identified as an outlier by inspecting
the funnel plot (Figure 1) and using backward meshoncur changes to the statistics being
monitored that are fully explained by random vaoiat The change that occurs when study 25 or
7 is added is approximately half the magnitudehef higgest accepted change due to random
variation. One possible reason that study 25 atystuare not identified as outliers could be that
the model is very sparse (26 studies — 3 covajiaed as a result there is no power to detect
outliers and sharp changes in the forward ploteapected.
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Figure 5: Forward plots of heterogeneity, Cook distances, chi-square statisticandR
accompanied by the 95 (dotted line) and 97.5* (solid line) quantiles for the meta-
regression model.
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A FS is repeated considering 100 different inisiabsets chosen randomly to explore how robust
the results are to the choice of the initial subSaidy 25 enters the search in the last two steps
54% of the times whereas study 7 enters the seatbtle last two itereations in 81% of the times
(percentages are computed out of the subsetshibadatrticular studies were not included in the
initial subset). In the remaining 46%, study 25eemtbetween steps 15-18 incuring changes in
the statistics of interest and until that pointehegeneity was estimated to be zero.

4.2.3. Conclusions from the learning interventiemample

Overall, we conclude that study 25 is an outlierainrsimple meta-analysis model without
covariates. If we account for covariates then sflyloes not seem to be aberrant. On the other
hand, study 7 is not an outlier in the simple neetalysis model but its effectiveness is
considered very low for a study that prompts fotanegnitive reflection. However, its value is
not unexpected if we account for metacognitiveeibn. We should also note that small-study
effects are evident in this dataset (p-value<O@1Hgger’'s test, Egger 1997) if we apply a
model with no covariates that accounts for smaitigteffects none of the studies appear to be
outliers and all changes lie within the bounds fribra simulation envelopes. This stresses the
fact that results that are unusual under one modglnot be unusual under a different model.

4.3. Fluoride toothpaste for preventing dental eari

This meta-analysis comprises 70 trials comparirfiu@ride toothpaste to placebo or another
treatment for preventing dental caries in childaed adolescents (Marinta al.,2003). Studies

report the standardized mean difference betweeatntent and control of tooth areas with
carries. Negative values support that the fluoiidervention is beneficial. This data set has
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some obvious extreme effect sizes and has been fosedutlier identification (Baker and
Jackson 2008, Gumedze and Jackson 2011). It lesduggested that there is no evidence of
publication bias in the original review though Baked Jackson argue that this may not be true.
Egger’s test (Egger 1997) clearly showed that therevidence for small-study effects (p-
value<0.01) and a selection model (Mavridtsal., 2013) showed that the correlation between
the probability of publication and magnitude ofeeff is not zerod = —0.47 (95% CI — 0.82

to —0.11) suggesting that there is publication bias. Thmglihg complicates the analysis. A
forward search analysis had studies 34, 22, 9 &neh€ering in the last four steps and the same
studies were found to be outlying if we accountadsimall study effects. The same four studies
were identified as potential outliers using otheitlier identification techniques (Baker and
Jackson 2008, Gumedze and Jackson 2011 but itcsbeuhoted that in these papers a different
numbering of studies is used, we used the one stegfen the original publication). A
backward search suggested deleting studies 2346énd 21.

Figure 6 shows the forward plot of the Cook statiatcompanied by 99% confidence bounds.
Three studies (studies 34 ,66 and 22) that entdrafour last steps of the search seem to have
incurred a change that is not explained by chance.

Figure 6: Forward plot for the Cook statistic for the Fluoride
dataset accompanied by 99% confidence bounds
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4.4. Simulation study

It is difficult to conduct a large simulation stutly evaluate the FS algorithm because there are
many aspects of the algorithm that need to be takenconsideration (e.g. initial sample size,
method of initializing and progressing in the skaed.c.). We also advise repeating the search a
small number of times and constructing simulatiometopes. These are difficult to control in a
simulation study and are omitted here. We simuldi@@ forward searches for a simple meta-
analysis model under various scenarios. In all &ges we used residual values for progressing
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in the search and we started with an initial sub§étstudies selected by inspecting 1000 subsets
and choosing that with the lowest value of the stiuared statistiQ. Effect sizes were drawn
from a normal distribution with zero mean and hegeneity standard deviation To create
variances for the effect sizes, we generated valgs a chi-squared distribution with 0.5
degrees of freedom and divide it by 8. We created @r 3 outiers by generating effect sizes
from a normal distribution with a mean value equwalhree times the largest generated standard
error and heterogeneity standard deviattoiWe counted how many times out of the 100
simulated data set the outlyikgyalues entered in the ldssteps k=1,2,3. Results are shown in
Table 3. It seems that the method is quite powerfutlentifying outliers but it gets worse as
heterogeneity increases. It should also be notatdpibwer is underestimated because if we could
monitor forward plots and repeat the search a smatiber of times we would most probably
have detected outliers in some of the cases whesztwere not included in the last steps of the
search.

Table 3: Simulation Study results for three sample sizestaadvalues of the heterogeneity
variance parameter: percentage of timesktbetliers entered the search in the last stepiseof t
FS

u=01=0 u=01=0.2

Number
of

outliers | n =20 n=20 | n=100 n =20 n =20 n =100
k
1 97% 89% 84% 79% 84% 85%
2 88% 89% 87% 52% 60% 73%
3 80% 84% 82% 49% 52% 60%

5. Discussion

The FS algorithm is a robust, diagnostic, graphioathod that is easily extended to meta-
analyses models. Forward plots may reveal impoitdotmation and unsuspected structure in
the data. In systematic reviews, it is advisedejpeat the analysis excluding outlying studies
(Deekset al., 2011) and backward methods are routinely usedeéatify outliers. Asymptotic
distributions do not hold for truncated samples @&l difficult to infer if a change in parameter
estimates is statistically significant. Also, uslikackward methods, the FS does not suffer from
the masking and swamping effects because it isaffetted by the studies it is supposed to
identify. Other methods suggested in the literatise use all observed effect sizes and potential
outliers in their attempt to identify or downweighitlying studies. Since, the FS algorithm has
been primarily developed for identifying outliera regression models (Atkninson 1994,
Atkinson and Riani 2000), we argue that it natyrabttends to meta-analysis models. It can also
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be employed to more complicated models, not pregehnére, such as inconsistency models in
network meta-analysis where it can be used to tetelies that may cause inconsistency
between direct and indirect estimates.

The benefits compared to a backward search haste $teessed in the literature (Atkinson and
Riani 2000) and these are summarized mainly irfabethat outliers are not used in the method
employed to identify them. There were no differendetween the results of a FS and a
backward search in the examples employed as tlikestentering in the end of a FS are the
same with the studies that were first omitted maakward searc. The construction of simulation
envelopes provides a visual tool about the sigaifte of changes as studies enter the search in
the FS algorithm. Both in a FS and in a backwardhow different criteria to quantify
outlyingness would give a different ordering of alatThe FS algorithm proposes a
straightforward method to determine if a changeairy of the statistics being monitored is
outside the limits defined by random variation afidws us to judge on the arbitrariness of a
study irrespective of the point at which it entéme search. Unlike backward methods, a FS
algorithm does not give the same ordering each tingeapplied even if the same criteria are
used, though differences are usually mild. We raotithat when the initial subset represents 10%
of the original number of studies (or with at led8tstudies in a meta-regression problem), the
method is very robust. It is also easy to spotrabé patterns caused by additions of studies in
the search or an aberrant pattern of a study iedum the basic sétno matter which method is
used for selecting the initial subset and for pesging in the search. If an outlier is included in
the ‘basic setin the early steps, this may cause some abnatiggin the search. To overcome
this problem we suggest running the FS 5-10 tima® frandom starting points and explore how
robust the ordering is. In all repetitions of th® &gorithm in the writing-to-learn interventions
example, study 25 was identified as suspicious whsimple meta-analysis model was assumed
and no other study was identified as suspiciousare than 10% of the repetitions.
In most meta-analysis models, the small numbertwafiss does not allow for much power to
detect outlying studies. Studies that may stickioat scatter plot are not necessarily outliers and
the FS algorithm provides an alternative way teedestudies with a disproportionate effect on
various components of the model. Outlying studiesutd not be dropped merely because of
large intervention effects. A different model siaha meta-regression may accommodate these
studies and the FS algorithm can be used to ewathatoverall fit of the model to the data.
There is a plethora of different objective funcB8ahat can be used to initialize and progress in
the search and our analyses (not reported herey 8rad the FS is robust to the choice of the
objective function. The FS algorithm can be apptedny meta-analysis model and is expected
to be more helpful in multivariate problems (e.qany regressors, many outcomes, and many
treatments). In case those suspicious studies etertdd, a close examination of them may
identify potential covariates that affect the résul

The FS should be used as a diagnostic tool thatdicical judgement and interpretation
of results and not as a strict rule for omittingdmwnweighting studies. We strongly suggest
accompanying forward plots by simulation envelofesxplore if changes can be attributed to
random variation and also to repeat the searchadl slmmber of times (e.g. 10) to explore its
robustness. Studies may be spotted as outlyingusecof small study effects. Mega-trials are
expected to influence heavily summary estimates thecefore observe large Cook distances.
These trials are rarely outliers but render idadtfon of outliers more difficult since they
dominate the analysis. Overall, the FS is a rodisgnostic method that may reveal important
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information about the studies in a meta-analysisitboahould not be overinterpreted. A study
lying outside the simulation envelopes is an outidien the studies at thédsic set are
considered and not necessarily an outlier whestatlies are considered. The method is not time
consuming and it can be run within a few secondmeéfor large datasets (e.g. the Fluoride
example). While it is possible to alter the aldamtto allow studies to leave the ‘basic set’, we
recommend not to because it ensures smootheripltii® beginning of the search. We noticed
that we get smoother and more easily interpretplols. The small number of studies results in
large permutations in the studies in the ‘basid amon-basic’ sets. It is possible that this will
not be a problem with large number of studies. nB¥@n outlying effect size is included in the
initial subset forward plots of residuals will idéw it. Also, with a small number of studies, if
many studies leave or enter the search it is véfigut to isolate the influence of a specific
study.
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