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Delay and Deadlines: Freeriding and  
Information Revelation in Partnerships †

By Arthur Campbell, Florian Ederer, and Johannes Spinnewijn *

We study two sources of delay in teams: freeriding and lack of com-
munication. Partners contribute to the value of a common project, 
but have private information about the success of their own efforts. 
When the deadline is far away, unsuccessful partners freeride on each 
others’ efforts. When the deadline draws close, successful partners 
stop revealing their success to maintain their partners’ motivation. 
We derive comparative statics results for common team performance 
measures and find that the optimal deadline maximizes productive 
efforts while avoiding unnecessary delays. Welfare is higher when 
information is only privately observable rather than revealed to the 
partnership.(JEL D82, D83, L26, M54, O30)

Two common sources of delay and low performance in teams are freeriding on 
effort and lack of communication. A large literature in economics (Olson 1965; 

Holmstrom 1982; Ostrom 1990) has focused on the former aspect, while social 
and organizational psychologists and management scholars (Stasser and Titus 1985; 
Morrison and Milliken 2000) have long stressed the latter source of inefficiency. In 
this paper, we analyze how the incentives to freeride on effort and to communicate 
information interact and formally establish the importance of both sources of delay 
in teamwork.

In joint projects, the returns to a partner’s effort typically depend on how success-
ful other partners have already been. A partner’s choice to communicate her private 
information affects the future effort provision by other partners. In particular, the 
desire to maintain the motivation of others can lead a partner to stay silent about 
her own success and delay the project. This mechanism is in line with psychology 
and organizational behavior research which stresses that intentional revelation and 
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withholding of information in (decision-making) groups are deliberate processes to 
get higher performance from other team members (Wittenbaum, Hollingshead, and 
Botero 2004) and that “people may be motivated to strategically withhold informa-
tion that they know to be important for the group” (Steinel, Koning, and Utz 2010, 
86). This interaction necessitates the joint analysis of these two sources of delay and 
their remedies (e.g., deadlines) which we undertake in the present paper. Our model 
allows for a tractable equilibrium characterization with intuitive comparative statics 
that are consistent with the existing empirical evidence, as well as a clean welfare 
analysis that yields a unique and finite optimal deadline. We find that the ability to 
conceal information relaxes the standard freerider problem and, as such, improves 
welfare when deadlines are set optimally.

We consider a continuous time model where each agent of a group of two can exert 
unobservable effort to stochastically produce a “breakthrough” or “success” for a joint 
project and can unilaterally choose when to implement this joint project before a finite 
time horizon T. The agents have private information about the success of their con-
tributing efforts and decide whether to disclose their success or not. We assume that 
there are diminishing returns to output (or breakthroughs) such that agents’ efforts are 
substitutes.1 This general setting using stochastic production and private information 
about the agents’ own level of production applies to a wide range of settings.

Example 1 (Entrepreneurship): Two entrepreneurs are engaged in a com-
mon venture and are each trying to raise funding to implement their joint project. 
Investing effort in raising funds is privately costly to each entrepreneur as it requires 
convincing investors of the merits of the project and it may not necessarily result in 
fundraising success. Any successfully raised funds contribute to the final value of 
the project and, before the project is implemented, are only observable to the entre-
preneurship partner who obtained them. At any point in time each entrepreneur is 
free to communicate how much funding she has already raised and may decide to 
call an end to the fundraising process and implement the project.

Example 2 (Committee Decision): A committee or managerial board is asked to 
make a decision in a situation where delay is costly and information collection is 
endogenous. By exerting costly private effort, a committee member increases the 
probability of acquiring private information about the right course of action. However, 
revealing this information reduces a partner’s incentives to acquire more information 
if the marginal value of information is decreasing.2 To minimize delay, each commit-
tee member can request the committee to make a final decision at any point.

Example 3 (Research and Development): Two researchers inside an organization 
are tasked with solving a problem. Each researcher separately exerts effort thinking 
about the solution and stochastically generates ideas. When the final attempt to solve 

1 In our examples this corresponds to the first dollar, the first piece of information, and the first idea being the 
most valuable.

2 One standard model of committee decision making that applies directly to our setup involves committee mem-
bers with identical quadratic loss functions who must match the decision to the state of the world, who hold the 
same normally distributed prior, and who can acquire normally distributed signals about the state of the world.  
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the problem is made, having more ideas increases the success probability of the 
solution. The longer the organization takes to solve the problem, the greater the 
costs of delay due to missed market opportunities.

We characterize the symmetric equilibrium as a function of the length of the dead-
line. When the time available until the deadline is short, unsuccessful agents exert 
maximum effort and successful agents reveal no information about their success. 
Agents have little time to generate breakthroughs and thus have strong incentives 
from the start of the game to exert effort themselves rather than to count on their part-
ner’s effort. In response to this high effort choice, any agent who successfully pro-
duced a breakthrough stops exerting effort and prefers to withhold information about 
her own success since she benefits from the potential production of another break-
through by a hard-working, unsuccessful agent. Because successes are not revealed, 
the implementation of the project is delayed. These strategies are not sustainable in 
equilibrium when the deadline is far away. On the one hand, an unsuccessful agent 
believes that it is too likely that her partner will successfully produce a breakthrough 
prior to the deadline. As the expected return to her own effort is decreasing in this 
belief, she would no longer be willing to exert such a high level of effort. On the other 
hand, a successful agent is not prepared to incur the cost of delay until the deadline 
before implementing the project. Instead, each agent exerts low effort and decides 
to implement the project upon successful production. Thus, the equilibrium for long 
deadlines has two phases: a first phase of low effort intensity and immediate imple-
mentation upon success; and a second phase of high effort intensity, no information 
disclosure, and full delay of implementation until the deadline.

The symmetric equilibrium strategies show that inefficient delay is due to two 
causes: lack of effort exertion far from the deadline and lack of information revela-
tion close to deadline. The first inefficiency arises from the moral-hazard-in-teams 
problem. The second inefficiency is caused by a communication problem in which 
each agent refuses to share information about his own success to maintain the moti-
vation of his partner. As no information is revealed close to the deadline, partnerships 
are expected to implement projects early on or to wait until the deadline. Our model 
suggests an explanation for the common phenomenon, referred to as “Parkinson’s 
Law” (Parkinson 1955, 1957), that partnerships or teams delay the implementa-
tion of projects without their members actually exerting effort or radically reducing 
effort just to fill the time until implementation of the project at the deadline.

Tight deadlines are often assumed not only to reduce the expected implementa-
tion time, but also to reduce the expected value of the implemented project. We 
find that the opposite may occur. A longer deadline increases the time available 
for production. Breakthroughs may be produced in the time before the moment 
when team members stop revealing information about their own success (and 
delay implementation until the deadline). This increases the probability of an early 
implementation decision, but with potentially fewer breakthroughs in expectation. 

A more general information and signal structure may be accomodated when it is assumed that the realization of the 
signal is not known until the time when the final decision is made.
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We show that there is a unique finite deadline that maximizes agents’ ex ante wel-
fare by maximizing beneficial productive efforts while avoiding unnecessary delays.

Our model highlights the importance of observability of output production. When 
information about private successes is immediately observable to all team members, 
freeriding on effort exertion will lead to a severe underprovision of productive efforts, 
but at least projects will always be implemented immediately once a breakthrough has 
been achieved. In contrast, when breakthroughs are only privately observable, team 
members have stronger incentives to exert effort as they can reap informational rents 
from not disclosing their success. However, successful agents’ attempts to benefit from 
another team member’s breakthroughs causes projects to be implemented unneces-
sarily late. We show that, as long as the deadline is set optimally, welfare is always 
higher when breakthroughs are privately observable as the benefits of higher effort 
outweigh the costs of delay. We show that the strong effort incentives that exist when 
breakthroughs are private information, may even induce teams to exert more effort and 
generate more breakthroughs than is socially efficient. But when the deadline is set 
inefficiently short, the team members may benefit from making breakthroughs publicly 
observable, thereby eliminating any inefficient delay from lack of information sharing.

We further investigate how simple instruments and common features of some 
group production settings, like bonus payments and third-party information inter-
mediaries such as a committee chairperson, affect the incentives to exert effort and 
to reveal information. Finally, we show that our qualitative findings are robust to 
modifications in the production technology and how adding team members influ-
ences effort exertion and delay.

Our model contributes to the literature on sequential public good provision 
(Admati and Perry 1991; Varian 1994; Teoh 1997; Marx and Matthews 2000) which 
studies voluntary (private) contributions to a joint project over time in situations 
where contributions deterministically influence output and the aggregate level of 
contributions is publicly observed. In our model, private contribution efforts only 
stochastically influence output and the success of production is private information. 
As a result, we are able to investigate the timing of voluntary information disclosure 
of successes by contributors and its role in delaying the completion of team proj-
ects. Our dynamic modeling approach is most closely related to Bonatti and Hörner 
(2011) who study effort incentives in teams in a continuous time framework. There 
are two fundamental differences between our setting and theirs. First, they intro-
duce exogenous uncertainty regarding the feasibility of the project. Second, in their 
model there is only one decision (effort) that the agent makes at each point in time 
and a success by either agent immediately ends the game so that there is no private 
information about successful production. The present paper instead departs from the 
existing literature by introducing private information about production successes 
when one team member chooses to conceal a breakthrough from his partner. This 
endogenously leads to uncertainty about the returns to effort and to interactions 
between the agents’ decisions about effort and disclosure.3

3 In contrast to our model, where the existence of a positive outcome is certain (but its arrival rate is stochastic), 
in Akcigit and Liu (2011), firms can choose to remain silent about the failure of their research efforts resulting in 
socially inefficient innovation delay.
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From an applied theory perspective, our model shares a common concern about 
information revelation with the large and growing literature on decision making in 
groups (see Example 2). Several previous contributions have focused on the distorted 
incentives to reveal private information in the presence of conflicting preferences (Li, 
Rosen, and Suen 2001; Dessein 2007; Gerardi and Yariv 2007; Damiano, Li, and 
Suen 2010, 2012),4 of reputation or career concerns (Ottaviani and Sørensen 2001; 
Levy 2007; Visser and Swank 2007), and of different voting rules (Feddersen and 
Pesendorfer 1998). In contrast, in our model preferences are perfectly aligned, condi-
tional on the available information, and individuals strictly prefer to reveal their private 
information when a decision is made. Another strand of the literature analyzes how 
incentives for individual information acquisition in committees can be optimally pro-
vided by structuring the decision procedure (Persico 2004), the size of the committee 
(Mukhopadhaya 2003; Cai 2009), the voting rules (Li 2001; Gerardi and Yariv 2008; 
Lizzeri and Yariv 2012), or by restricting the action space (Szalay 2005). Gershkov 
and Szentes (2009) provide one notable exception in this literature, as they also focus 
on influencing the prior information of team members to induce them to exert costly 
effort to acquire information.5, 6 However, in our setting, lack of information arises 
endogenously through the actions of the players rather than it being a feature of the 
optimally designed contract or mechanism. To our knowledge, the present paper is 
the first to study the interplay of incentives to acquire and to reveal information in a 
dynamic setting, thus closing the gap between the two above mentioned strands of 
the literature on group decision making. Furthermore, in addition to having the dual 
instruments of information acquisition and disclosure available to them, in our model 
agents can also choose when to search for and disclose information.

Our model’s central trade-off between private effort exertion and intragroup com-
munication also speaks to the large literature on group performance and decision mak-
ing outside of economics. Our findings contribute to the understanding of why groups 
often fail to make decisions in a timely manner and of whether common practices like 
deadlines and public disclosure actually improve performance. First, in their seminal 
research on group decision making Stasser and Titus (1985) and Stasser (1999) show 
that groups do not share information effectively, and that the lack of proper information 
sharing and integration inhibits group problem-solving effectiveness. In our model, the 
reluctance to share information is a result of each agent’s desire to maintain the motiva-
tion of other team members and leads to delay and weakened effort incentives. Second, 
management scholars have long stressed that, while group decision making tends to 
lead to more information and knowledge, being available when decisions are made, 
the decision-making process often takes longer and is costlier than individual decision 
making. In his popular textbook on management practices Griffin (2006, 250) notes 
that “perhaps the biggest drawback from group and decision making is the additional 

4 Another strand of literature studies how incentives for information acquisition arise if decision makers have 
different preferences (Aghion and Tirole 1997) or beliefs (Che and Kartik 2009) and thus make different decisions 
conditional on holding the same information.

5 Lack of information also features in the optimal contract design of principal-agent relationships studied by 
Fuchs (2007) and Maestri (2013) where it sustains higher efforts or prolongs efficient relationships.

6 Blanes i Vidal and Möller (2012) also study the impact on team members’ incentives from communicating 
private information, but their focus is on incentives to implement a common decision rather than on incentives to 
acquire information.
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time and hence the greater expense entailed. … Assuming the group or team decision 
is better, the additional expense may be justified.” In particular, delay and indecision 
are found to be common in top management teams and can have serious consequences 
including missed market opportunities (Eisenhardt 1989). In our model, group deci-
sion making also results in excess delay and groups may even overacquire informa-
tion (produce too many breakthroughs) relative to the first best, despite the presence 
of a freeriding problem. Third, to help promote the effectiveness of group decision 
making Griffin (2006) advocates the careful use of deadlines: “Time and cost can be 
managed by setting a deadline by which the decision must be made final.” Carrison 
(2003, 122) warns that excessively tight deadlines worsen the information revelation 
problem because “whenever the workplace is charged with the electricity of a race 
against time, clear communication can suffer.” Our formal analysis of the interaction 
between incentives for information acquisition and information sharing shows how 
standard team practices to incentivize group members, like the imposition of deadlines 
and disclosure rules, though often beneficial, can also backfire when used incorrectly. 
While tight deadlines increase the cost of freeriding, the resulting increase in search 
efforts reduces the incentives to reveal information when this information discourages 
group members from searching intensively. Our model also provides a formal charac-
terization of “Parkinson’s Law” (Parkinson 1955, 1957) which posits that “work fills 
the time available” as no projects are implemented before the final deadline.

The remainder of the paper is organized as follows. In Sections I and II, we intro-
duce the model and characterize the equilibrium strategies. In Section III, we per-
form a welfare analysis for different deadline length and compare outcomes between 
settings where information about breakthroughs is private or public. In Section IV, 
we derive additional comparative statics results for common measures of team per-
formance such as expected time to implementation and expected project value as a 
function of the length of the game. Finally, in Section V, we discuss robustness and 
extensions. Section VI concludes. Proofs are provided in the Appendix.

I.  Setup

We consider a continuous time setup where t denotes the time of the game. Two 
agents are engaged in production for a joint project with common value.

Both agents can exert costly private effort e ∈ ​[ 0, ​e​ max ​ ]​ to stochastically gen-
erate “breakthroughs” or “successes” which increase the value of the joint proj-
ect. Each agent’s effort determines the exponential rate λe at which an additional 
breakthrough is generated. This rate is independent of the other agent’s effort. Each 
agent incurs a linear effort cost ce and an agent’s effort is unobservable to the other 
agent. This results in a standard moral hazard problem within the team; both agents 
would like to freeride on each others’ effort to produce breakthroughs. We call an 
agent successful at t if she has already produced a breakthrough at any time at or 
before t and unsuccessful if she has not produced a breakthrough at or before t.

Each agent can choose unilaterally, at any point in time, whether or not to imple-
ment the project. When the project is implemented, the common value of the project 
for each agent is realized and the game ends. As long as the project has not been imple-
mented at a time t, agents incur an additive delay cost δ. If the project is implemented 
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at a time t then the total delay cost is δt. If the project has not been implemented 
before, the game ends at a (possibly arbitrarily large) finite horizon time T.

Successful agents may verifiably reveal, at any point in time, that they have been 
successful, whereas unsuccessful agents are unable to verifiably reveal that they are 
unsuccessful. As we will see, it will be unnecessary to draw a distinction between 
a successful agent revealing (not revealing) a success to the other agent and a suc-
cessful agent unilaterally implementing (not implementing) the project. We discuss 
analogous equilibria in a setting where both types of agents may engage in cheap 
talk and the project requires joint implementation in Section B. Throughout the 
paper, we use the notation ~ (tilde) to denote the strategies of the other player and * 
(star) to denote equilibrium strategies and beliefs.

The common value of the project to each agent is a function of the number of 
breakthroughs agents generate prior to implementation. We denote this value by ​
V​0​ if no breakthroughs are achieved prior to implementation. We assume that the 
incremental returns to breakthroughs are decreasing where the incremental value 
of the n-th breakthrough is denoted by ​α​n​, implying ​α​n​ ≥ ​α​n+1​. We further assume  
​[ λ​α​1​ − c ]​ ​e​ max ​ > δ and c ≥ λ​α​2​, such that an agent would be prepared to exert 
effort to produce the first breakthrough but not the second breakthrough. Hence, we 
write e​( t )​ for the effort strategy of an unsuccessful agent, but do not include nota-
tion for the effort choice of a successful agent which is always 0. These simplify-
ing assumptions allow us to sharpen the focus of the analysis on the fundamental 
trade-off between incentives to exert effort and incentives to disclose information. 
We illustrate the robustness of the insights regarding this trade-off when agents are 
willing to individually generate up to two breakthroughs in Section IIB.

We consider symmetric perfect Bayesian equilibria of the continuous game with 
deadline T. The focus of this paper is on the setting where the production success 
of any agent is private information. This gives a successful agent the opportunity 
to conceal her own success to maintain motivation for her unsuccessful partner 
to continue exerting effort. We first analyze the incentives to exert effort when 
breakthroughs are publicly observable. This provides a natural benchmark for the 
case with private information. Notice that the first best outcome is for both agents 
to exert maximum effort until implementation. The project is implemented imme-
diately after the successful production of one breakthrough if ​( 2λ​α​2​ − c )​ ​e​ max ​ ≤ δ, 
and after the production of two breakthroughs otherwise. In the one-player version 
of the model, a player exerts maximum effort until she successfully produces one 
single breakthrough. When successful, she immediately implements the project.

A. Public Information

Under public information, it is common knowledge when a breakthrough has 
been achieved. Under our assumption that c ≥ λ​α​2​ the only equilibria of the con-
tinuation game after a breakthrough involve the immediate implementation of the 
project. Since one success immediately triggers implementation, we do not draw 
a distinction between a success occuring and implementation of the project in the 
public information case. However, as we will see, under private information this 
distinction will be central.
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We characterize the equilibrium effort strategy in terms of the continuation value 
of the game at time t for a successful and an unsuccessful agent, denoted by ​V​ S​​( t )​ 
and ​V​ U​​( t )​ respectively. The equilibrium effort strategy satisfies

(1) 	​  e​∗​(t)  ∈ ​  arg max    
e ∈ ​[ 0, ​e​ max ​ ]​

​ λe​( ​V​ S​​( t )​  − ​ V​ U​​( t )​ )​  −  ce.

When an agent’s success is public information, the added value of a breakthrough 
for an agent does not depend on whether or not she produced this breakthrough 
herself. As soon as one of the agents successfully produces one breakthrough, the 
production phase is immediately ended and the project is implemented. The value 
of being successful at time t thus equals the value of implementing the project with 
one breakthrough, ​V​ S​(t) = ​V​0​ + ​α​1​, where ​V​0​ denotes the value of implementation 
without any breakthrough and ​α​1​ is the incremental value of the first breakthrough.

For an unsuccessful agent, the continuation value of the game at time t depends 
on the probability that she or her partner will produce a breakthrough before the 
deadline. The probability that an agent has not produced a breakthrough by time s, 
provided that the production phase has not been ended before, equals

 	  1  −  F(s | t)  =  exp​( −​∫​ 
t
​ 
s

​λe​( x )​ dx )​ .
We denote the corresponding density by f (s | t). For her partner, we denote 

the probability and density by ​   F​(s | t) and ​̃ f ​ (s | t) respectively. In equation (2) the 
value of being unsuccessful at time t consists of three terms. The first and the 
second term are the expected payoffs when either the agent herself or her part-
ner is successful prior to the deadline. The payoff is the same in both terms and 
depends on the value of the implemented project, the delay cost, and the cost of 
effort exerted until the project is implemented. The density of a breakthrough by 
the agent herself is ​f​ *​(s | t)​( 1 − ​​   F​​ ∗​(s | t) )​ and the density of a breakthrough by 
her team member ​( 1 − ​F​ ∗​(s | t) )​ ​​ f ​​  *​(s | t). The third term is the expected payoff of 
reaching the deadline (without a breakthrough) which occurs with probability 
 ​( 1 − ​F​ ∗​(T  | t) )​​( 1 − ​​   F​​ ∗​(T  | t) )​. Hence,

(2) 	​ V​ U​(t) = ​∫​ 
t
​ 
T

​​[ ​V​0​ + ​α​1​ − δ​( s − t )​ − c​∫​ 
t
​ 
s

​​e​∗​(r) dr ]​ ​​f​  ∗​(s | t)​( 1 − ​​   F​​ ∗​(s | t) )​ ds

 	  + ​∫​ 
t
​ 
T

​​[ ​V​0​ + ​α​1​ − δ​( s − t )​ − c​∫​ 
t
​ 
s

​​e​∗​(r) dr ]​​( 1 − ​F​ ∗​(s | t) )​ ​​ f ​​  ∗​(s | t) ds

 	  + ​[ ​V​0​ − δ​( T − t )​ − c​∫​ 
t
​ 
T

​​e​∗​(s) ds ]​​( 1 − ​F​ ∗​(T  | t) )​​( 1 − ​​   F​​  ∗​(T  | t) )​.

The equilibrium strategies which are characterized in Proposition 1 depend on 
a threshold time interval Δ. When there is Δ time remaining until the deadline 
and both agents exert maximum effort for the time remaining, an agent is 
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exactly indifferent about exerting effort at time t = T − Δ. That is, Δ solves  
λ​[ ​V​ S​(T − Δ) − ​V​ U​(T − Δ) ]​ = c with ​e​∗​(t) = ​e​ max ​ for t ≥ T − Δ.

Proposition 1: When information is public, the strategies in the unique, sym-
metric subgame perfect equilibrium are:

	 (i)	 If T ≤ Δ, any unsuccessful player exerts maximum effort for all t.

	 (ii)	 If T > Δ, any unsuccessful player exerts low effort ​e​∗​(t) = δ/c for t ≤ T − Δ 
and maximum effort for t > T − Δ.

There are two distinct phases of equilibrium behavior. In one phase, when the 
deadline is close, it provides strong incentives for effort because there is a signifi-
cant chance that it will be reached without either agent being successful. When both 
agents exert maximum effort, the rate at which a breakthough occurs equals 2λ​e​ max ​. 
Hence, the difference between the continuation value of a successful and an unsuc-
cessful agent at time t when both agents exert maximum effort until the deadline T is

 	​  V​ S​(t)  − ​ V​ U​(t)  = ​ α​1​ exp ​[ −2λ​e​ max ​​( T  −  t )​ ]​

 	  + ​ ( c​e​ max ​  +  δ )​ ​ 
1  −  exp ​[ −2λ​e​ max ​​( T  −  t )​ ]​

   __  
2λ​e​ max ​

 ​  .

The first term captures the avoided loss of reaching the deadline without either 
agent being successful. The second term captures the avoided costs of effort 
and delay where the expected time until one of the agents is successful equals  
​( 1 − exp ​[ −2λ​e​ max ​​( T − t )​ ]​ )​/2λ​e​ max ​. The assumption ​( λ​α​1​ − c )​ ​e​ max ​ > δ implies 
that the difference ​V​ S​(t) − ​V​ U​(t) is strictly decreasing in the time remaining until 
the deadline T − t. The time length Δ is such that at the moment t = T − Δ the 
agent is exactly indifferent about exerting effort. From that time until the deadline at 
T, unsuccessful agents thus strictly prefer to exert maximum effort.

There is another phase of the equilibrium, when the deadline is far away (i.e., 
t ≤ T − Δ), during which both agents are indifferent about their chosen level of 
effort, but set it in such a way as to maintain the indifference of the other agent. The 
incentives for effort are determined by the incentive to bring forward the time at 
which a decision is made, thereby avoiding delay costs, and by the incentive to fre-
eride on the effort of the other agent, thereby avoiding effort costs. In equilibrium, 
these two effects exactly balance each other when the other agent exerts effort ​   e​ = ​ δ _ c ​. 
To see this, note that if an agent shifts effort by ε to the next instant, this allows her 
to avoid the expected effort costs λ​  e​ × cε, since the rate at which the other agent 
acquires information is λ​  e​. On the other hand, shifting effort to the next instant 
increases delay costs δ at the rate λε, hence the additional delay cost is λε × δ. 
These two effects exactly offset one another when

 	  λ​  e​  ×  cε  =  λε  ×  δ  ⇔ ​   e​  = ​  δ _ c ​.
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In sum, when production success is public information, agents try to freeride on 
each others’ effort provision. This results in low effort unless the deadline is close.7

B. Private Information

In the case of private information, it is necessary to distinguish between an event 
where an agent is successful and one where the project is implemented. Either a suc-
cessful or an unsuccessful agent may choose to implement the project. However, in 
equilibrium only the successful agent chooses to implement. To simplify our expo-
sition we suppress the notation for the implementation strategy of an unsuccessful 
agent and write d(t) for the mixed strategy of a successful agent to implement the 
project.8 Importantly, we verify that it is an equilibrium for an unsuccessful agent 
to never implement the project, and are thus only shortening the expressions below. 
We also note that if a successful agent reveals that she has been successful, the 
continuation game is identical to the continuation game under public information 
after one agent is successful. In both cases, the project is implemented immediately 
and hence it is without consequence that we do not distinguish between a success-
ful agent revealing a success and a successful agent (unilaterally) implementing 
the project. Further, upon common knowledge of a successful breakthrough, both 
agents would agree to implement the project immediately. We discuss this issue 
briefly in Section II.

Let ​   G​​( s | t )​ denote the implementation probability by the other team mem-
ber by time s conditional on the project not being implemented before time t and  
​   g​​( s | t )​ its corresponding density. From an agent’s perspective, the ex ante prob-
ability that the other agent will decide to implement by time t may be written as a 
weakly increasing function of time ​   G​​( t | 0 )​ and its corresponding density by ​   g​​( t | 0 )​.  
Since agents may decide not to implement the project after successfully generating a 
breakthrough, an agent updates her belief that her partner is still unsuccessful when 
the project has not been implemented. We denote this belief 9 which is the ratio of 
the breakthrough and implementation probabilities of the other player, by

 	  ϕ(t)  = ​ 
1 − ​   F​​( t | 0 )​

 _  
1 − ​   G​​( t | 0 )​

 ​.

In Section II, we show that in all symmetric perfect Bayesian equilibria, subject 
to the earlier caveat, the equilibrium decision strategy is described by a continuous  
​   G​​( t | 0 )​. In the interest of clarity, we will restrict our attention to mixing strategies 
which result in a continuous ​   G​​( t | 0 )​ in the main body of the paper and refer the 

7 The weak incentives to exert effort when the deadline is far away could also result in asymmetric equilibria 
with one agent exerting ​e​ max ​ and the other agent exerting 0. Our focus, however, is on symmetric equilibria. We 
briefly discuss this in Section II.

8 In Section II (and in greater detail in Section B.3 of the online Appendix), we show that no symmetric equilib-
ria involve unsuccessful agents unilaterally deciding to implement the project in equilibrium. The only exception is 
an equilibrium in which both types of agents decide to implement the project with certainty at a point in time, which 
is in effect, equivalent to a deadline supported by off-equilibrium beliefs.

9 The belief ϕ​( t )​ is the same for both a successful and an unsuccessful team member. The reason for this equality 
is that a personal success reveals no information about the likelihood of the other team member being successful.
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reader to the Appendix for the general specification. We describe an agent’s mixed 
strategy at different points in time by d​( t )​:[0, T ] → ​{ implement }​ × [0, ∞). If  
d​( t )​ = implement and ϕ​( t )​ = 1, the hazard rate at which the project is implemented 
is the rate at which unsuccessful agents become successful. Hence,

 	​  
​   g​(t | 0)
 _  

1 − ​   G​​( t | 0 )​
 ​  =  λe​( t )​  if  d​( t )​  =  implement  and  ϕ​( t )​  =  1.

Otherwise, for ϕ​( t )​ < 1, the hazard rate at which the implementation decision is 
made is described by d​( t )​ ∈ [0, ∞) and ϕ​( t )​ in the following way,

 	​  
​   g​​( t | 0 )​

 _  
1 − ​   G​​( t | 0 )​

 ​  =  d​( t )​ ​( 1  −  ϕ​( t )​ )​.

Bayesian updating implies that an agent’s belief evolves in the following way:

(3) ​ 
dϕ​( t )​

 _ 
dt

 ​  = 
⎧
⎨
⎩

0   if  d​( t )​ = implement and ϕ​( t )​ = 1,

​[ d​( t )​​( 1 − ϕ​( t )​ )​ − λe​( t )​ ]​ ϕ​( t )​  otherwise.

Hence, if d​( t )​ ​( 1 − ϕ​( t )​ )​ = λe​( t )​ and ϕ​( t )​ < 1 or d​( t )​ = implement and ϕ​( t )​ = 1 
the belief ϕ​( t )​ remains constant over time.

Perfect Bayesian Equilibrium.—The equilibrium strategy is the same for any con-
tinuation game starting at t and denoted by ​{ ​e​∗​​( t )​, ​d​ ∗​​( t )​ | t ∈ ​[ 0, T  ]​ }​. This is because 
any off-equilibrium strategy either ends the game or an earlier off-equilibrium effort 
choice cannot affect the beliefs of the other agent and is thus without consequence 
for the continuation game. The posterior belief ​ϕ​∗​​( t )​ is formed according to Bayesian 
updating for a given strategy profile as in (3).

To characterize the equilibrium implementation strategy, we use the equilibrium 
continuation value ​V​ S​(t) at time t for the successful player. For any t, this value con-
sists of the payoff from a project with just one breakthrough, of the expected payoff 
when the other individual implements the project prior to the agent doing so herself 
which occurs with density ​​   g​​  ∗​​( s | t )​, and of the expected payoff of implementing the 
project at time ​  t ​ which occurs with probability 1 − ​​   G​​∗​​( ​  t ​ | t )​. Thus,

(4) ​ V​ S​​( t )​ = ​V​0​ + ​α​1​

+ ​ max   
 ​  t ​∈​[ t, T  ]​

​​{ ​∫​ 
t
​ 
​  t ​

​[​α​2​ − δ(s − t)]​​  g​​  ∗​(s | t) ds + ​[ ​( 1 − ​ϕ​∗​(​  t ​ ) )​​α​2​ − δ(​  t ​ − t) ]​​( 1 − ​​   G​​∗​(​  t ​ | t) )​ }​.

The equilibrium implementation strategy ​d​ ∗​​( t )​ is determined as the solution of this 
optimal stopping problem. A successful player implements the project at t if her 
expected payoff in (4) is maximized at ​  t ​ = t and delays implementation if this 
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payoff reaches a maximum at a later time ​  t ​ > t. She may mix and implement at a 
rate ​d​ ∗​​( t )​ ∈ [0, ∞) only when she is indifferent between implementing and delay-
ing implementation at time t. Compared to the public information case, the option 
not to disclose her success may increase the continuation value for a successful 
player. She is willing to delay the implementation of the project to give her partner 
the opportunity to produce additional breakthroughs. When deciding how long to 
delay the implementation, the agent trades off the potential increase in the value 
of the project when an unsuccessful partner produces an additional breakthrough, 
against the expected cost from delaying the implementation. Just before the dead-
line, the incentive to delay the project implementation is approximately equal to

 	  λ​  e​​( T )​ ϕ​( T )​ ​α​2​ − δ.

The return to delaying only depends on the expected increase in breakthroughs, 
which occurs with the probability that a still unsuccessful partner will produce addi-
tional breakthroughs. We define ​​

_
 ϕ​​d​ as the belief for which a successful agent is indif-

ferent between delay and implementation when the other agent exerts maximum 
effort, i.e.,

 	  λ​e​ max ​​​
_
 ϕ​​d​ ​α​2​ = δ.

To characterize the equilibrium effort strategy, we use the continuation value  
​V​ U​(t) at time t for the unsuccessful player. This value is represented by three simple 
terms in equation (5). The first term is the player’s payoff in the event that her partner 
implements the project at time s without the player herself producing a breakthrough. 
In that case, the team implements the project with only one breakthrough. This event 
occurs with density ​( 1 − ​F​ ∗​(s | t) )​​​  g​​  ∗​(s | t) which depends on the equilibrium effort 
strategy of the player herself and the implementation strategy of her team partner. 
The second term is the expected payoff in the event that the player produces a suc-
cess at time s, which happens with a density given by ​​f​  ∗​(s | t)​( 1 − ​​   G​​ ∗​​( s | t )​ )​. In 
that case, the player obtains the continuation value of being successful. Finally, the 
last term is the expected payoff in the event that the deadline is reached without 
the player herself producing a breakthrough. The probability of this event equals  
​( 1 − ​F​ ∗​(T | t) )​​( 1 − ​​   G​​∗​(T | t) )​. While her partner has not implemented the project, 
she may still have realized a breakthrough with probability 1 − ​ϕ​∗​​( T )​. Thus, for 
any t, the equilibrium continuation value for the unsuccessful player equals

(5) 	​ V​ U​(t) = ​∫​ 
t
​ 
T

​​[ ​V​0​ + ​α​1​ − δ​( s − t )​ − c​∫​ 
t
​ 
s

​​e​∗​(r) dr ]​​( 1 − ​F​ ∗​(s | t) )​​​  g​​  ∗​(s | t) ds

 	  + ​∫​ 
t
​ 
T

​​[ ​V​ S​(s) − δ​( s − t )​ − c​∫​ 
t
​ 
s

​​e​∗​(r) dr ]​ ​f​  ∗​(s | t)​( 1 − ​​   G​​∗​(s | t) )​ ds

	 + ​[ ​V​0​ + ​( 1 − ​ϕ​∗​(T ) )​ ​α​1​ − δ​( T − t )​ − c​∫​ 
t
​ 
T

​​e​∗​(s) ds ]​
 	  ×  (1 − ​F​ ∗​(T | t))​( 1 − ​​   G​​∗​(T | t) )​.
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In contrast to the public information case, a player values a breakthrough differ-
ently depending on whether she or her partner produced it because she can capture 
informational rents when she is successful herself. This is reflected by the fact that, 
while the payoffs in the square brackets in the first and second term of equation (2) 
are identical, these payoffs differ in equation (5). The unsuccessful player’s continu-
ation value is written conditional on her not deciding to implement the project. To 
ensure that she does not have a strict incentive to decide to implement the project in 
the perfect Bayesian equilibrium, we verify that ​V​ U​(t) ≥ ​V​0​ + ​( 1 − ​ϕ​∗​(t) )​ ​α​1​.

Like in the public information case, the effort decisions satisfy

(6) 	​  e​∗​​( t )​  ∈ ​  arg max    
e∈​[ 0, ​e​ max ​ ]​

​  λe​( ​V​ S​(t)  − ​ V​ U​(t) )​  −  ce.

An unsuccessful agent is more willing to exert effort the more valuable the 
breakthrough she is trying to produce. Before the deadline, the value of success-
fully producing a breakthrough also depends on the cost of future effort and any 
further delay that is avoided. At the deadline, however, the value of becoming suc-
cessful only depends on the value of the achieved breakthrough. This value is lower 
when the partner has successfully produced a breakthrough as well. Evaluated at the 
deadline T, the marginal gain of effort equals

 	  λ​[ ϕ(T )​α​1​  + ​ ( 1  −  ϕ(T ) )​ ​α​2​ ]​  −  c.

Hence, at the deadline, an unsuccessful player is unwilling to exert any effort if the 
probability that her partner is unsuccessful ϕ(T ) is smaller than the threshold ​

_
 ϕ​, 

which is defined by

 	  λ​[ ​
_
 ϕ​​α​1​  + ​ ( 1  − ​

_
 ϕ​ )​ ​α​2​ ]​  =  c.

Assumption: At the deadline T, the incentives to exert effort are small relative to 
the incentives to delay, i.e., ​

_
 ϕ​ > ​​

_
 ϕ​​d​ = δ/(λ​e​ max ​​α​2​).

The above assumption implies that unsuccessful agents would stop exerting effort 
before successful agents stop delaying as the equilibrium belief ​ϕ​∗​​( T  )​ decreases. This 
assumption allows us to shorten the exposition by focusing on one of two cases. The 
equilibrium characterization, the implied welfare results and comparative statics are 
similar for both cases. We briefly describe the other case with ​

_
 ϕ​ ≤ ​​

_
 ϕ​​d​ in Section I.

II.  Equilibrium with Private Information

We now characterize the symmetric equilibrium strategies of the continuous 
time game with deadline T. Equilibrium strategies change as the agents approach 
the deadline at T. They also depend on how large T is, that is to say, how tightly 
the deadline is set at the start of the game. When the deadline is sufficiently tight 
(T is small), the unique equilibrium involves delay coupled with maximum effort 
throughout the game. When the deadline is sufficiently loose (T is large), any 
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equilibrium involves no delay coupled with low effort at the start of the game and 
full delay coupled with high effort close to the deadline.

The equilibrium strategies characterized in Proposition 2 depend on two thresh-
old time intervals X and Y where Y > X. There are three distinct phases depending 
on whether the time remaining until the deadline is (i) less than X, (ii) greater than 
X, but less than Y, or (iii) greater than Y. The first threshold X equals the amount 
of time after which the belief ​ϕ​∗​​( t )​ reaches ​

_
 ϕ​ when an unsuccessful partner exerts 

maximum effort, but discloses no information after successfully producing a 
breakthrough,

 	  exp ​( −λ​e​ max ​X )​  = ​
_
 ϕ​.

This threshold thus determines the maximum amount of time for which unsuccess-
ful players can be induced to exert maximum effort if a successful player does not 
disclose her success. The second threshold Y is the amount of time for which the 
total delay cost δY is exactly equal to the expected payoff for a successful player 
when his partner is successful (and thus ​α​2​ is realized) with probability 1 − ​

_
 ϕ​,

 	  δY  =  (1  − ​
_
 ϕ​) ​α​2​.

This threshold thus determines the maximum amount of time for which a success-
ful player is willing to delay implementation if the probability ϕ that her partner is 
unsuccessful falls from 1 to ​

_
 ϕ​.

Proposition 2: When information is private, the equilibrium strategies are: 

(i) If T ≤ X, any successful player chooses not to implement, while any unsuccess-
ful player exerts maximum effort.

(ii) If X < T ≤ Y, any successful player chooses not to implement, while any unsuc-
cessful player exerts an effort strategy which is sufficiently backloaded satisfying 
condition (8) and aggregates to

(7) 	  exp ​( −λ​∫​ 
0
​ 
T

​​e​∗​​( s )​ ds )​  = ​
_
 ϕ​.

(iii) If T > Y, any successful player chooses to implement immediately, while any 
unsuccessful player exerts low effort ​e​∗​​( t )​ = δ/c for t < T − Y. From t = T − Y 
onwards, the equilibrium strategies coincide with the strategies for T = Y in case (ii).

For (i) and (ii) the players’ beliefs evolve according to ​ϕ​∗​​( t )​ = exp​( −λ ​∫​ 
0
​ 
t

​​e​∗​​( s )​ ds )​ 
for all t. For (iii) they equal ​ϕ​∗​​( t )​ = 1 for t < T − Y. From t = T − Y onwards, 
they coincide with the beliefs for T = Y in case (ii).

Figures 1A to 1C illustrate the evolution over time t of the equilibrium effort ​
e​∗​ (lower panels), the implementation decision ​d​ ∗​, and the equilibrium belief ​ϕ​∗​ 
(upper panels) for different lengths of the deadline T. In Figure 1A, the deadline T is 
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relatively tight, corresponding to case (i) in Proposition 2 with T ≤ X. Unsuccessful 
agents exert maximum effort ​e​ max ​ over the entire course of the game and successful 
agents delay implementation. The belief ​ϕ​∗​ declines from the complete certainty at 
t = 0 that the other agent has been unsuccessful so far to ​ϕ​∗​ ≥ ​

_
 ϕ​ by the end of the 

game at T. This holds with equality ​ϕ​∗​ = ​
_
 ϕ​ at T if T = X, as shown in Figure 1A. 

Next, in Figure 1B, the length of the deadline T is longer, corresponding to case (ii) 
with X < T ≤ Y. While successful agents still delay implementation, unsuccess-
ful agents no longer exert maximum effort during the entire game. Instead, they 
choose to exert lower effort in such a way that the belief ​ϕ​∗​ is equal to ​

_
 ϕ​ at the end 

of the game. Effort is not fully tied down in equilibrium, but needs to be sufficiently 
backloaded as well, satisfying

(8) 	​  α​2​​[ 1  −  exp ​( −λ​∫​ 
0
​ 
t

​​e​∗​​( s )​ ds )​ ]​  ≤  δt  for all  t  ∈ ​ [ 0, T  ]​.

The gray lines depict the two extreme equilibrium paths with minimal (dashed line) 
and maximal (full line) backloading of effort for T = Y. Finally, in Figure 1C, we 
depict the equilibrium paths for loose deadlines, corresponding to case (iii) with 
T > Y. At the beginning of the game, unsuccessful agents exert effort ​e​∗​ = δ/c and 
successful agents decide to implement the project immediately. Thus, during this 
initial phase the belief ​ϕ​∗​ remains constant at 1. However, once enough time has 
elapsed the delay phase begins and the game proceeds as in Figure 1B.
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Figure 1A. Equilibrium for T ≤ X

Notes: The gray lines in the upper and the lower panel show the evolution of the equilibrium 
belief ​ϕ​∗​​( t )​ and the equilibrium effort ​e​∗​​( t )​ for t ∈ ​[ 0, T ]​. In equilibrium, any successful agent 
does not reveal a breakthrough and chooses to delay until the deadline at T.
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We now briefly discuss how the equilibrium dynamics emerge from the trade-off 
between the conflicting objectives of joint production and information sharing for 
the three cases in Proposition 2. Consider the first case where T is smaller than X. 
The incentives to provide effort originate from the value of additional breakthroughs 
when the project is implemented. Since successful individuals always delay until the 
deadline, this is entirely determined by the marginal value of an extra breakthrough 
at the deadline, that is ​ϕ​∗​​( T )​ ​α​1​ + ​( 1 − ​ϕ​∗​​( T )​ )​ ​α​2​. As long as the pursued 
breakthrough is likely to be the first, the incentives for effort are sufficiently high to 
support maximal effort. Since T is smaller than X, the belief ​ϕ​∗​ cannot fall below the 
threshold ​

_
 ϕ​ and the agent thus chooses to exert maximum effort ​e​ max ​.10 In response 

to this high effort choice, any successful agent prefers to delay the implementation 
because she benefits from the potential production of an additional breakthrough 
by a hard-working agent who has not been successful before. Note that since  
​e​∗​​( t )​ = ​e​ max ​ and ​d​ ∗​​( t )​ = 0, any agent correctly believes that, as time passes, it is 
more and more likely that the other agent has been successful.

10 It is important to emphasize that the maximum effort exertion of agents close to the deadline is the result of 
the increasing importance of becoming informed as the deadline draws closer. It is not caused by any discounting 
motive since such an incentive is explicitly ruled out in our discounting-free setup.
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Figure 1B. Equilibrium for X < T ≤ Y.

Notes: The gray lines in the upper and the lower panel show the evolution of the equilib-
rium belief ​ϕ​∗​​( t )​ and the equilibrium effort ​e​∗​​( t )​ for t ∈ ​[ 0, T ]​. The two extreme equilibrium 
paths with minimal (dashed line) and maximal (full line) backloading of effort for T = Y are 
depicted. In equilibrium, any successful agent does not reveal a breakthrough and chooses to 
delay until the deadline.
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For T larger than X (and smaller than Y ), in the equilibrium outlined in the previ-
ous case with maximal effort throughout the belief ​ϕ​∗​ would fall below the threshold ​_
 ϕ​, and unsuccessful agents would no longer be willing to exert such a high level of 

effort. Instead, in equilibrium, unsuccessful agents now choose lower effort lev-
els in a way that ensures that at time T the belief ​ϕ​∗​ is exactly at the threshold ​

_
 ϕ​, 

i.e., exp ​( −λ​∫​ 
0
​ 
T

​​e​∗​​( s )​ ds )​ = ​
_
 ϕ​. This belief at the deadline makes unsuccessful 

agents indifferent with respect to the level of effort they choose, both at and before 
the deadline. The difference in continuation values is

(9) 	​ V​ S​​( t )​  − ​ V​ U​​( t )​  = ​  c _ 
λ
 ​  +  exp ​( −λ ​∫​ 

0
​ 
T
​​e​∗​​( s )​ ds )​ ​( ​V​ S​​( T )​  − ​ V​ U​(T )  − ​  c _ 

λ
 ​ )​.

Incentives to exert effort exist at t, that is ​V​ S​​( t )​ − ​V​ U​​( t )​ ≥ c/λ, provided that they 
exist at time T, that is ​V​ S​​( T  )​ − ​V​ U​​( T  )​ ≥ c/λ. As a result, when an unsuccessful 
agent is indifferent about her effort choice at the deadline, ​ϕ​∗​​( T  )​ = ​

_
 ϕ​, she is also 

indifferent at any time t before the deadline. Hence, when increasing the length of 
the game, the aggregate effort exerted by unsuccessful agents remains the same, but 
their average effort intensity is lower. The equilibrium path of effort is not unique, 
but to ensure that successful agents are willing to defer a decision until the deadline 

Figure 1C. Equilibrium for T > Y

Notes: The gray lines in the upper and the lower panel show the evolution of the equilibrium 
belief ​ϕ​∗​​( t )​ and the equilibrium effort ​e​∗​​( t )​ for t ∈ ​[ 0, T ]​. The two extreme equilibrium paths 
with minimal (dashed line) and maximal (full line) backloading of effort are depicted. In equi-
librium, any successful agent chooses to reveal a breakthrough and implement early in the 
game (t ≤ T − Y ), but chooses to delay until the deadline later on (t > T − Y ).
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at any point during the game, unsuccessful agents need to backload their effort 
sufficiently. Hence, condition (8) can be reexpressed to provide a lower bound on an 
agent’s belief that her partner has not realized a breakthrough:

(10) 	​  ϕ​∗​​( t )​  ≥  1  − ​ δ _ ​α​2​ ​ t  for all  t  ∈ ​ [ 0, T  ]​.

Figure 1B illustrates the equilibria with minimal and maximal backloading for 
T = Y. With minimal backloading, an unsuccessful agent chooses effort such that ​
ϕ​∗​​( t )​ = 1 − ​( δ/​α​2​ )​ t for all t.11 With maximal backloading, an unsuccessful agent 
chooses effort ​e​∗​​( t )​ = 0 for t < T − X and ​e​∗​​( t )​ = ​e​ max​ for t ≥ T − X.12

For T larger than Y, successful agents no longer prefer to delay implementing the 
project from the start. While the aggregate benefit of delay that accrues from the 
potential generation of a breakthrough by a previously unsuccessful partner remains 
constant at (1 − ​

_
 ϕ​) ​α​2​ as seen in equation (7), the aggregate cost of delay δT increases 

as T increases. As a result, when T exceeds Y, a successful agent will initially, that is 
as long as t < T − Y, prefer to forego any delay costs and instead choose to imme-
diately implement the project upon the production of a first breakthrough. As in the 
public information case, the incentives for effort again consist of the incentive to 
bring forward the time of implementation, thereby avoiding delay costs, and of the 
incentive to freeride on the effort of the other agent, thereby avoiding effort costs. 
This leads to the low equilibrium effort ​e​∗​ = δ/c, which makes an unsuccessful 
agent indifferent about her effort choice. The effort level exerted during this phase 
of full disclosure is lower than the average effort level in the phase of no disclo-
sure, reflecting the fact that a close deadline overcomes the temptation to freeride.13 
Note also that when effort is low, ​​   e​​  ∗​ = δ/c, a successful agent is not willing to 
delay implementation since λ​( δ/c )​ ​α​2​ < δ. If the project has not been implemented 
before, the equilibrium is identical from t = T − Y onwards to the equilibrium for 
T = Y in case (ii) of Proposition 2.

Uniqueness.—In the online Appendix, we establish the uniqueness of the 
equilibrium described in Proposition 2 in the set of symmetric perfect Bayesian 
equilibria.14 We first show that the symmetric equilibria involving unsuccessful 
team members implementing the project involve both team members (irrespec-
tive of type) coordinating on implementing the project at a moment in time prior 
to the deadline. This is the only moment an unsuccessful team member is willing 
to implement the project. This is made possible in equilibrium by appropriately 
specifying off-equilibrium beliefs at the times immediately after this time. In 

11 Notice that ​e​ ∗​​( t )​ equals δ/(λ​α​2​) and δ/​( λ​α​2​​
_
 ϕ​ )​ for t = T − Y and t = T, respectively.

12 This indeterminacy is due to our assumption that the cost of effort is linear, which affords substantial 
tractability.

13 That is, δ/c < ​( X/Y )​ ​e​ max ​. This follows from λ​( δ/c )​​α​2​Y < δY = (1 − ​
_
 ϕ​) ​α​2​ = ​∫​ 0​ 

X​ λ​e​ max ​​ϕ​ ∗​​( t )​ dt​α​2​ < 
​∫​ 0​ 

X​ λ​e​ max ​ dt​α​2​ = λ​e​ max ​ X​α​2​.
14 Note, however, that in addition to the equilibrium discussed previously, there are also symmetric equilibria 

which involve strategies whereby both uninformed and informed agents decide to implement at the same instant 
of time with probability 1 conditional on reaching that time. We do not discuss these equilibria where individuals 
implement the project with certainty at a point in time because they are, in effect, equivalent to deadlines which are 
enforced by appropriately specified off-equilibrium beliefs.
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effect, this time acts as a de facto deadline and the on-equilibrium beliefs of agents 
are the same as if it is a deadline. The following proposition states that the set of 
equilibria we find is unique amongst the set of symmetric equilibria where unsuc-
cessful agents do not implement the project. Amongst the symmetric equilibria 
where unsuccessful agents do implement the project, our proposition character-
izes the possible on-equilibrium behavior.

Proposition 3: Suppose unsuccessful team members do not implement the proj-
ect. The set of equilibria described in Proposition 2 are then the unique sets of sym-
metric perfect Bayesian equilibria.

Thus, the withholding of information through delay in the lead-up to the deadline 
is a characteristic of all symmetric equilibria. This further allows us to consider 
comparative statics as well as the welfare implications of (optimal) deadlines.

III.  Welfare

In this section, we turn our attention to the effect of the deadline on the welfare 
of the agents. We find that there exists a finite and unique welfare maximizing dead-
line. Furthermore, we show that when information is private and the deadline is 
set optimally, the expected welfare at the start of the game is higher than when the 
breakthroughs are publicly observed.

A. Optimal Deadline

In the baseline case, the optimal deadline is set such that agents always delay the 
implementation of the project until the deadline, but still exert maximum effort. The 
following proposition formally characterizes the effect of the deadline on welfare.

Proposition 4: The expected utility of each partnership member is maximized for 
T = X. The expected utility is strictly increasing in the length of the deadline T for 
0 ≤ T ≤ X, strictly decreasing in T for X < T ≤ Y, and independent of T for T > Y.

The gray line in Figure 2 graphically illustrates how expected welfare at the start of 
the game varies with the choice of the deadline T and reaches a maximum at T = X. 
For very tight deadlines, T ≤ X, agents exert maximum effort and implement the 
project only when the deadline arrives. Thus, increasing the deadline improves wel-
fare because, even though it increases the time until implementation, it also allows 
the agents more time to intensely exert effort to generate breakthroughs. However, 
once T is larger than X, the aggregate effort exerted and the expected number of 
breakthroughs achieved prior to the deadline remain unchanged. The team members 
simply choose their effort in such a way that they are equally likely to be successful 
at the deadline, no matter whether the deadline occurs at X or Y or at any time in 
between. Consequently, any increase in the deadline over and above X only intro-
duces additional costly delay. For T between X and Y, the expected utility decreases 
linearly in T at rate δ. Finally, for loose deadlines, T > Y, the welfare of the agents is 
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independent of the deadline.15 Shortening the length of the game reduces the prob-
ability that one’s partner will be successful in producing a breakthrough. Her effort 
level during the phase of no delay is such that the value of this lost opportunity,  
λ​e​∗​​( 0 )​ ​[ ​V​ T​ S

 ​ ​( 0 )​ − ​V​ T​ U​​( 0 )​ ]​, is exactly offset by the foregone delay δ.16

Related to our findings that emphasize the beneficial incentive effects of short 
deadlines as well as the lack of delay associated with them, are the influential studies 
of strategic decision making of executive teams in the microcomputer industry by 
Bourgeois and Eisenhardt (1988) and Eisenhardt (1989). The authors document that 
indecision and delay can cost firms their technical and market advantages, and even, 
lead to bankruptcy. They further show that management teams that make fast deci-
sions due to strict deadlines also use high levels of information and develop many 
problem-solving alternatives. This fast and informed decision making avoids delay 
and is positively related to superior firm performance.

Corollary 1: The optimal length of the deadline T = X is decreasing in ​e​ max ​ 
and c, increasing in ​α​1​ and ​α​2​, and ambiguous with respect to λ.

15 Notice that the expected utility in the long horizon game, ​V​0​ + ​α​1​ − c/λ, exceeds the highest achievable 
expected utility in the one-player version, ​V​0​ + ​α​1​ − ​[ c​e​ max ​ + δ ]​/λ​e​ max ​. This is achieved when no deadline is 
imposed.

16 Since the project is immediately implemented when one agent becomes successful, the value of being suc-
cessful, ​V​ T​ S

 ​ ​( 0 )​ = ​V​0​ + ​α​1​, does not depend on the deadline in this stage. Moreover, both agents are indifferent with 
respect to the effort level they exert,

 			    λ​[ ​V​ T​ S
 ​ ​( 0 )​  − ​ V​ T​ U​​( 0 )​ ]​  =  c  for any  T > Y.

Hence, the value of being unsuccessful, ​V​ T​ U​​( 0 )​ = ​V​ T​ I
 ​ ​( 0 )​ − c/λ, does not depend on the deadline either.

Figure 2. Expected Welfare at t = 0 as a Function of T under Private (Gray Line) 
and Public (Full and Dashed Black Lines) Information

Notes: The full black line shows the case where welfare under public information is lower than 
welfare under private information for any T. The dashed black line shows the case where, for 
(inefficiently) short deadlines, welfare under public information is higher than under private 
information. In both cases, Δ denotes the time interval for which agents exert maximum effort 
under public information.
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The optimal deadline is affected by changes in the underlying model parameters. 
Remember that the threshold X equals the time it takes to reduce the probability of 
still being unsuccessful to ​

_
 ϕ​ when exerting the maximal effort level,

 	  exp ​( −λ​e​ max ​ X )​  = ​
_
 ϕ​,

where ​
_
 ϕ​ is the belief that makes an agent indifferent about the level of effort,

 	  λ​[ ​
_
 ϕ​​α​1​  +  (1  − ​

_
 ϕ​)​α​2​ ]​  =  c.

When the maximal effort ​e​ max ​ increases, it takes less time to reach this critical 
probability. Hence, the longest time that maximal effort can be induced decreases. 
An increase in the marginal productivity of effort, λ, has a similar effect in that 
it reduces the time needed for the equilibrium belief ​ϕ​∗​ to reach the threshold ​

_
 ϕ​. 

However, an increase in λ has a countervailing second effect because it also reduces ​_
 ϕ​ by making it more beneficial to exert effort. The aggregate effect on the opti-

mal deadline of a change in λ is, therefore, ambiguous. In contrast, an increase in 
the marginal cost c unambiguously shortens the optimal deadline by increasing ​

_
 ϕ​. 

When it is more costly to exert effort, an unsuccessful agent will only be indifferent 
between exerting and not exerting effort when it is more likely that the other agent 
has not been successful. Thus, maximal effort can be sustained for a shorter period 
of time. Conversely, increases in the value of the first breakthrough, ​α​1​, and of the 
second breakthrough, ​α​2​, both raise the marginal benefit of effort, and thus lengthen 
the optimal deadline by decreasing ​

_
 ϕ​. Finally, note that the optimal deadline is inde-

pendent of the delay cost δ. This independence result is due to our initial assumption 
that δ is sufficiently small for successful agents to be willing to delay implementa-
tion of the project.

B. Private versus Public Information

The ability to withhold information increases the private returns to successful 
production of a breakthrough and thus the incentives for effort. When informa-
tion is private and the deadline is set optimally—trading off effort incentives and 
inefficient delay—the expected welfare at the start of the game is higher than the 
highest achievable welfare when breakthroughs are publicly observed.

Proposition 5: The highest welfare achieved by optimally setting the deadline 
when information about breakthroughs is private exceeds the highest welfare when 
such information is public.

As long as the deadline is sufficiently far away, the effort strategies coincide, since 
agents fully disclose their breakthroughs, whether they are required to or not. For 
long games, welfare does not depend on the deadline, nor does it depend on whether 
breakthroughs are publicly or privately observed. For close deadlines, the incentives 
to exert effort are different in the two cases, since successful agents no longer disclose 
information about their production success when they are not required to. A priori, it 
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may seem that the change in the observability of production successes can increase or 
decrease the effort incentives. The private nature of this information provides stron-
ger incentives for unsuccessful players by allowing successful players to “rest on 
their laurels.” However, the fact that other players may already have been successful, 
decreases the value of additional breakthroughs and thus the incentives to exert effort. 
The first effect dominates the second effect in equilibrium. When breakthroughs are 
private information, incentives for maximum effort can be sustained throughout for 
games with longer deadlines than when such information is publicly available, i.e., 
X > Δ. This also implies that for games with long deadlines, the initial stage of low 
effort, e​( t )​ = δ/c, lasts longer when breakthroughs are publicly observable.17

Corollary 2: Incentives for maximum effort can be sustained for a longer 
period of time when information is private than when it is public.

Clearly, the higher effort incentives that arise from the private nature of informa-
tion about production successes increase welfare by mitigating the inefficiency due 
to freeriding. However, for short deadlines, T ≤ Δ, incentives are sufficiently strong 
for players to exert maximum effort, regardless of whether production successes are 
publicly or privately observed. Moreover, the option to withhold information about 
production successes also affects welfare through the delay of decisions. Successful 
players stop exerting effort and may delay implementation in the hope that their 
partner will be successful. Hence, both players may have stopped exerting effort, 
but may still delay implementation not knowing that their partner has already been 
successful in generating a breakthrough. This is clearly inefficient ex post. However, 
as any unsuccessful player would stop exerting effort if the information were dis-
closed, any opportunity to produce a second breakthrough is lost when production 
successes are publicly observable. This opportunity can only be valuable if it is 
socially efficient to produce a second breakthrough, ​( 2λ​α​2​ − c )​ ​e​ max ​ > δ. Hence, 
when the deadline is short and it is socially inefficient to produce a second break-
through, the team partners’ welfare is higher under public information.

Corollary 3: Welfare under public information exceeds welfare under private 
information if T ≤ Δ and ​( 2λ​α​2​ − c )​ ​e​ max ​ < δ.

In Figure 2, we also plot the expected welfare at t = 0 for different lengths of the 
deadline T under the public information case. The full black line shows the case where 
welfare under public information is always lower than under private information. In 
contrast, when production of a second breakthrough is socially inefficient and the 
deadline is set inefficiently short, welfare under public information can be higher than 
under private information as illustrated by the dashed black line. Still, keeping infor-
mation about production successes private is always preferable for the team when the 
deadline can be set optimally. That is, the stronger effort incentives that arise when 
breakthroughs are only privately known can be harnessed at the relatively low cost of 

17 Notice that equilibria exist for which ​e​∗, priv​​( t )​ ≥ ​e​​e​ 
∗​, pub​​( t )​ for any t. However, ​e​∗, priv​​( t )​ = 0 ​( < ​e​​e​ 

∗​, pub​​( t )​ )​ 
for some t may well be part of an equilibrium strategy for an unsuccessful player.



Vol. 6 No. 2� 185Campbell et al.: Freeriding and Information Revelation

inefficient delay by setting the appropriate deadline. As a result, partners would lose 
from public disclosure rules or any commitment to reveal successes they achieve.

It is instructive to relate our finding to other settings where deadlines are benefi-
cial. Deadlines have been previously highlighted as beneficial commitment devices 
to solve self-control problems (see, e.g., Ariely and Wertenbroch 2002; O’Donoghue 
and Rabin 1999, 2001; Brocas, Carillo, and Dewatripont 2004). In contrast, in our 
setting, deadlines resolve a freeriding problem. This is not sufficient to improve 
welfare as illustrated by our public information case in which deadlines necessarily 
decrease welfare. Bonatti and Hörner (2011) deviate from our public information 
case by introducing exogenous uncertainty about the feasibility of the project. In 
their setting, agents learn about the feasibility of the project too slowly due to sub-
optimal effort and a deadline raises welfare by increasing effort and hence the rate of 
learning. The learning component is instrumental. In contrast, in our model with dual 
decisions about effort and disclosure (in the private information case), the beneficial 
effect of a deadline is different. Our results show that the ability to conceal infor-
mation allows a deadline to provide stronger incentives for effort than in the public 
information case and improve welfare despite introducing some inefficient delay.

IV.  Setting Deadlines

We now analyze how the deadline affects outcomes other than welfare. We focus 
on two common measures of team performance: the expected time until the project is 
implemented and the expected value of the project. These measures are of interest to 
an outside party who is able to choose the length of the deadline, and may have differ-
ent preferences than the team members do. This further allows us to relate our results 
to existing evidence on the relationship between deadlines, delay, and performance.

A. Time to Implementation

The natural intuition is that tighter deadlines lead to less delay. We show that this 
need not be the case and that, instead, the expected implementation time may be 
nonmonotonic in the length of the deadline.

Proposition 6: For T ≤ Y, the expected time to implementation is increasing in 
T. For T > Y, the expected time to implementation is decreasing in T if and only if ​
α​2​/​α​1​ > ​

_
 ϕ​/​( 1 − ​

_
 ϕ​ )​ and increasing otherwise.

For tight deadlines, T ≤ Y, successful partners never disclose their breakthrough 
and the team always delays project implementation until the deadline. The time 
until the project is implemented thus equals T and a shorter deadline will always 
reduce the expected implementation time. The delay of implementation is strongly 
reminiscent of Parkinson’s Law. This widely accepted behavioral law, as stated in 
its original source (Parkinson 1955, 1957), posits that “the amount of time which 
one has to perform a task is the amount of time it will take to complete the task.” In 
our context, Parkinson’s Law manifests itself by the fact that the amount of time the 
team takes to implement the project is exactly equal to the amount of time it is given.
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For loose deadlines, T > Y, implementation may also occur earlier, namely after 
a successful breakthrough in the first phase of the game. Increasing the deadline T 
now decreases the probability that agents reach the second phase where implemen-
tation decisions are delayed until the deadline. The expected time until the project 
is implemented equals

 	  τ  = ​ ∫​ 
0
​ 
T−Y

​th​( t )​ dt  + ​ [ 1  −  H​( T  −  Y )​ ]​T,

where h​( t )​ = 2λ​( δ/c )​ exp ​( −2λ​( δ/c )​ t )​ is the probability that a breakthrough is 
produced at time t, when the two agents are exerting the low equilibrium effort level ​
e​∗​​( t )​ = δ/c. The derivative of the expected time to implementation with respect to 
the deadline is then given by

 	​   ∂ τ _ 
∂ T

 ​  =  h​( T  −  Y )​ ​[ ​ 1  −  H​( T  −  Y )​
  __  

h​( T  −  Y )​
 ​   −  Y ]​.

The overall effect of increasing the deadline is ambiguous as the combination of 
immediate implementation upon success (despite the slow arrival of successes) dur-
ing the first phase may be a slower or faster process than incurring the fixed delay of 
Y upon reaching the second phase. The expected implementation time τ is decreasing 
in the length of the game T if and only if ​[ 1 − H​( T − Y )​ ]​/h​( T − Y )​ < Y. Using 

the expression for Y, we find that this is the case if and only if ​α​2​/​α​1​ > ​
_
 ϕ​/(1 − ​

_
 ϕ​).

Taken together, our model predicts that teams either complete and implement 
projects relatively early on in the process or right at the deadline. Tight deadlines 
may increase the expected time to implementation by reducing the probability that 
projects are implemented early on. The relationship between delay, performance, 
and deadlines has been extensively studied both in laboratory and field settings in 
psychology with a myriad of tasks.18 In addition to delay, their findings also indicate 
that with longer deadlines work intensity and performance may suffer. We address 
these issues in the next subsection.

B. Project Value

In addition to influencing how long it will take a group to make a decision, the 
choice of deadline also affects the expected number of breakthroughs available to 
the agents when a project is implemented. When more breakthroughs are produced, 
the project has a higher value from which both partners benefit. One would expect 
that a longer deadline would always allow for more breakthroughs to be generated 
until the project is implemented, but this line of reasoning ignores that agents may 
choose to implement the project before the deadline.

18 See Bryan and Locke (1967), Peters et al. (1984), and Locke et al. (1981) for an overview of this large 
literature.
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Proposition 7: The expected value of the project at implementation is increasing 
in T for T ≤ X and it is constant for X < T ≤ Y. For T > Y, it is decreasing in T if 
and only if ​α​2​/​α​1​ > ​​

_
 ϕ​​ 2​/​​( 1 − ​

_
 ϕ​ )​​ 2​ and increasing otherwise.

For short deadlines, T ≤ X, an increase in the length of the game strictly increases 
the expected number of breakthroughs produced until the deadline, at which time the 
project will be implemented. Agents exert maximum effort throughout the game as 
long as they are unsuccessful and thus have more time to become successful if the 
game lasts longer. The expected value of the project when it is implemented is equal to

 	​  V​0​ + ​( 1 − ​ϕ​∗​​​( T  )​​2​ )​​α​1​ + ​​( 1 − ​ϕ​∗​​( T  )​ )​​2​​α​2​,

where the probability that an agent is still unsuccessful at the deadline, ​ϕ​∗​​( T )​  
= exp ​( −λ​e​ max ​T )​, is decreasing in T. For intermediate deadlines, X < T ≤ Y, an 
increase in the length of the game has no impact on the expected value of the imple-
mented project. The probability that an agent is still unsuccessful at the deadline 
equals ​ϕ​∗​​( T )​ = ​

_
 ϕ​, regardless of the length of the game. This is an even stronger 

expression of Parkinson’s Law, alternatively stated as: “Work expands so as to fill 
the time available for its completion.” The additional time granted to the agents has 
no impact at all on their total effort. This result is also found in a plethora of field and 
experimental studies that find no change in task completion time and demonstrate 
that effort (or work pace) is adjusted to the time available or the difficulty of the task 
(Bassett 1979; Locke et al.1981).

For long deadlines, T > Y, an increase in the length of the game may decrease the 
expected number of breakthroughs available at implementation. Agents may imple-
ment the project before the deadline is reached to avoid the costly delay that occurs 
when waiting for the other agent to produce additional breakthroughs. When T is 
large, it becomes more likely that a project will be implemented by a successful 
agent who has only one breakthrough. The key comparison is, therefore, whether 
the value of a single breakthrough is greater or smaller than the expected value of 
the project for a game with short deadline T ≤ Y, i.e.,

 	​  α​1​  ≷ ​ ( 1  − ​ ϕ​∗​​​( T  )​​2​ )​​α​1​  + ​​ ( 1  − ​ ϕ​∗​​( T  )​ )​​2​ ​α​2​.

When ​α​2​ is small compared to ​α​1​, the second breakthrough is of relatively little 
value, but the agents run a high risk of ending up with no breakthrough at all for short 
deadlines. Thus, the expected value of the project is increasing in T. Conversely, 
when the second breakthrough is sufficiently valuable, the expected value of the 
project is higher for T ≤ Y and hence the expected value is decreasing in T for 
T > Y if and only if ​α​2​/​α​1​ > ​​

_
 ϕ​​ 2​/​​( 1 − ​

_
 ϕ​ )​​ 2​.

Corollary 4: When it would be socially efficient for the team to produce only a 
single breakthrough, i.e., ​( 2λ​α​2​ − c )​ ​e​ max ​ < δ, the team inefficiently produces more 

than one breakthrough in expectation if ​α​2​/​α​1​ > ​​
_
 ϕ​​ 2​/(1 − ​

_
 ϕ​​)​2​ and X ≤ T ≤ Y.
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The above result shows that the expected value of the project can be inefficiently 
high. Agents may implement projects that use more breakthroughs than is efficient 
from an ex ante perspective. In particular, if it is socially efficient for the team to 
produce only a single breakthrough, i.e., ​( 2λ​α​2​ − c )​ ​e​ max ​ < δ, the agents will pro-
duce too many breakthroughs in expectation. While it is not surprising that agents 
may end up producing too many breakthroughs ex post given our assumption of pri-
vate information about effort exertion and production success, it is quite surprising 
that despite the agents’ freeriding problem, ex ante overproduction can occur in our 
model. Ex ante overproduction of breakthroughs may occur even when the deadline 
T is set optimally at X.

V.  Discussion and Extensions

Our basic framework identified a strong tension between the incentives to exert 
effort and to reveal information. In equilibrium, this resulted in two potential phases 
depending on the proximity of the deadline: a first phase of low effort and full dis-
closure, and a second phase of high effort and no disclosure. In this section, we 
provide a brief description of the case in which the incentives to exert effort for the 
unsuccessful agent exceed the incentives to delay for the successful agent at the 

deadline, i.e., ​​
_
 ϕ​​d​ ≥ ​

_
 ϕ​. We then discuss the robustness of the qualitative equilib-

rium characteristics and consider some extensions which are particularly relevant in 
group decision making processes.

A. Case with Large Effort Incentives (​​
_
 ϕ​​d​ ≥ ​

_
 ϕ​)

We briefly consider the case in which the incentives to exert effort for the unsuc-
cessful agent exceed the incentives to delay for the successful agent at the deadline, 
i.e., ​​

_
 ϕ​​d​ ≥ ​

_
 ϕ​. A complete discussion of this case is contained in Section B.2 of the 

online Appendix.
Like in the baseline case, there is a lower bound on the equilibrium belief ​ϕ​∗​​( t )​. 

The only difference is that this lower bound is now determined by the incentives to 
delay implementation rather than the incentives to exert effort. That is, in equilib-
rium, the belief ​ϕ​∗​​( t )​ does not fall below ​​

_
 ϕ​​d​. Otherwise, a successful player would 

strictly prefer to implement the project as it is too likely that her partner is already 
successful. However, a belief ϕ​( t )​ < 1 cannot be consistent with a successful play-
er’s pure strategy to implement at time t.19 By deciding to implement at a rate d​( t )​ 
such that ​( 1 − ϕ​( t )​ )​ d​( t )​ = λ​e​ max ​, a successful player keeps her partner’s belief con-
stant at ϕ​( t )​. A successful player, however, is only indifferent about implementing 
the project when her belief equals exactly ​​

_
 ϕ​​d​. This interplay introduces a new phase 

in equilibrium for games with length exceeding ​X​d​ where exp ​( −λ​e​ max ​​X​d​ )​ = ​​
_
 ϕ​​d​. 

After unsuccessful agents have exerted maximum effort for a length of time ​X​d​ and 
the belief ​ϕ​∗​​( t )​ has decreased to ​​

_
 ϕ​​d​, successful players start implementing at rate  

​d​ ∗​​( t )​ = λ​e​ max ​/​( 1 − ​​
_
 ϕ​​d​ )​ keeping the belief constant at ​​

_
 ϕ​​d​.

19 If d​( t )​ = implement and no player has decided to implement at t, the belief should be reset at 1, and thus, a 
successful player would again strictly prefer to delay the decision.
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The characterization of the equilibrium is thus very similar as in the baseline case 
except for this final phase of mixing delay coupled with maximum effort exerted by 
unsuccessful agents. This final phase maximally lasts up to a length of time Z. The 
length of time ​X​d​ + Z is the longest possible time for which maximum effort can 
be sustained throughout the game. When the length of the game exceeds ​X​d​ + Z, 
players will reduce their average effort during the first stage of the game such that 
the belief ​ϕ​∗​​( t )​ equals exactly ​​

_
 ϕ​​d​ for t = T − Z.

Figure 3 graphically illustrates the evolution of the strategies and beliefs over 
the course of the game. Equilibrium behavior of successful agents is divided into 
three distinct phases. As in the baseline case, agents decide to implement the project 
immediately upon successfully producing a breakthrough when the deadline is far 
away. However, once the deadline is sufficiently close, i.e., t ≥ T − (​Y​d​ + Z),20 
successful agents prefer to delay the implementation and thus the equilibrium belief ​
ϕ​∗​ falls until it reaches ​​

_
 ϕ​​d​. At that point, successful agents are indifferent between 

implementing and delaying the implementation, and thus, probabilistically choose 
one or the other until the conclusion of the game in such a way that ​ϕ​∗​ remains 
constant at ​​

_
 ϕ​​d​. As in Figures 1B and 1C the full and dashed gray lines for ​ϕ​∗​ are 

associated with the two extreme equilibrium paths for ​e​∗​ involving minimal and 
maximal backloading of effort. The evolution of effort in Figure 3 mirrors Figure 1C. 
Unsuccessful agents choose ​e​∗​ = δ/c during the initial decision phase and then start 
increasing their effort until they exert effort ​e​ max ​ at the end of the game.

The equilibrium description, both in the baseline case with small incentives for 
effort and the case with large incentives for effort, formally establishes that the 
implementation of the joint project may be significantly delayed. This is due to a 
lack of productive effort when the deadline is far away and due to a lack of informa-
tion sharing when the deadline is close. All remaining results regarding uniqueness, 
welfare, and deadlines continue to hold as well.

B. Robustness

While the tractability of our analysis owes much to the focus on a stylized model, 
the qualitative equilibrium characteristics of our model are robust to a number of 
modifications of the simplifying assumptions.

Previously, we did not distinguish between an agent revealing a success to the other 
agent and deciding to implement the project. We also assumed that one agent can 
decide to implement the project unilaterally. Both assumptions can be relaxed as long 
as both agents agree to implement the project once they believe there has been a suc-
cess, which is satisfied when c ≥ λ​α​2​. It is straightforward to show that there are cheap 
talk equilibria which are analogous to the equilibria we find in our earlier setting. On 
the equilibrium path, the timing of effort by successful and unsuccessful agents, the 
time at which projects are implemented, and the beliefs are the same and hence, allow-
ing communication does not alter the conclusions of our earlier setting.

20 ​Y​d​ is the maximum length of time a successful agent is (strictly) willing to delay to allow her partner to pro-
duce a second breakthrough with probability 1 − ​​

_
 ϕ​​d​.
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Our analysis has focused on symmetric equilibria. While the linear cost of effort 
and bounded maximum effort assumptions are particularly tractable for charac-
terizing the set of symmetric equilibria, it also introduces asymmetric equilibria. 
We previously noted that the weak incentives to exert effort when the deadline is 
far away (during the period of the symmetric equilibrium where agent’s exert a 
freeriding effort level) can result in asymmetric equilibria with one agent exerting 
maximum effort (and implementing the project immediately) and the other agent 
exerting no effort (and delaying in the off-equilibrium event of achieving a suc-
cess). However, in this type of equilibria, there is no interaction between providing 
effort and the incentives to disclose information because only one agent can become 
informed. Furthermore, from a welfare perspective, if ​e​ max ​ < 2 ​ δ _ c ​ these asymmetric 
equilibria will generate less welfare due to the foregone efforts of the idle player. In 
this case, the maximum effort of a single agent is less than the sum of the freeriding 
effort of two agents. Thus, even the low effort freeriding regime in the symmetric 
case generates greater welfare than an asymmetric equilibrium with one agent exert-
ing maximum effort and the other exerting no effort at all.21

21 Beyond these bang-bang equilibria, it is not obvious to us that there are other asymmetric equilibria where 
both agents exert nonzero effort. However, we have not been able to rule these out or find examples.

Figure 3. Equilibrium for T > ​Y​d​ + Z when ​
_
 ϕ​ < ​​

_
 ϕ​​d​ 

Notes: The gray lines in the upper and the lower panel show the evolution of the equilibrium 
belief ​ϕ​∗​​( t )​ and the equilibrium effort ​e​∗​​( t )​ for t ∈ ​[ 0, T  ]​. The two extreme equilibrium paths 
with minimal (dashed line) and maximal (full line) backloading of effort are depicted. In equi-
librium, any successful agent chooses to reveal a breakthrough and implement early in the 
game ​( t ≤ T − (​Y​d​ + Z ) )​, chooses to delay in the middle of the game ​( T − Z ≥ t > T − 
(​Y​d​ + Z ) )​, and to mix between delaying and implementing at the end (t > T − Z ).
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We continue to investigate the robustness of the qualitative characteristics of our 
model in a setting where there are more than two agents and where the agents would 
consider producing more than one breakthrough.

Number of Players.—We first consider how increasing the number of play-
ers influences the interactions of the members of the group. Adding more players 
decreases X, the longest deadline which can sustain maximum effort by all players, 
as an equilibrium. However, the effect on Y, the longest deadline for which the proj-
ect is not implemented until the deadline, is ambiguous.

The intuition for the first result is that, as more team members are added to the 
group and are exerting maximum effort in the face of a close deadline (T < X), it 
becomes more likely that other team members have been successful. As a result, an 
unsuccessful player has muted incentives for effort. Maximum effort can thus only 
be sustained for a shorter period before the deadline. We illustrate this by contrast-
ing the two-player case where the relationship which determines X is given by

 	  λ  exp ​( −λ​e​ max ​X )​ ​α​1​  +  λ​( 1  −  exp ​( −λ​e​ max ​X )​ )​ ​α​2​  =  c,

to the three-player case where the relevant threshold ​X′​ is defined by the following 
equation:

 	  λ​​( exp ​( −λ​e​ max ​​X′​ )​ )​​2​​α​1​  +  λ2  exp ​( −λ​e​ max ​​X′​ )​ ​( 1  −  exp ​( −λ​e​ max ​​X′​ )​ )​ ​α​2​

 	  +  λ​​( 1  −  exp ​( −λ​e​ max ​​X′​ )​ )​​2​​α​3​  =  c.

Since the probability weights on ​α​1​, ​α​2​, and ​α​3​ sum to one in both equations and ​
α​1​ > ​α​2​ > ​α​3​, it is the case that ​​( exp ​( −λ​e​ max ​​X′​ )​ )​​2​ > exp ​( −λ​e​ max ​X )​ and hence 
X′ < X.22

While the relationship between the amount of time during which unsuccess-
ful agents exert maximum effort and the number of team members is unambigu-
ous, the relationship between the length of time during which no decision is made 
until the deadline and the number of team members is ambiguous. The delay phase 
may increase or decrease when the team grows larger, depending on the value of 

22 More generally, consider any group of n members and add an additional group member. The relevant equa-
tions are now

	 λ ​∑​ 
k=0

​ 
n−1

​​( ​ n  −  1          
k
  ​ )​ ​​( 1  −  exp ​( −λ​e​ max ​​X​ n​ )​ )​​n−1−k​​​( exp ​( −λ​e​ max ​​X​ n​ )​ )​​k​​α​n−k​  =  c

and

	  λ ​∑​ 
k=0

​ 
n

  ​​( ​ n    
k
 ​ )​ ​​( 1  −  exp ​( −λ​e​ max ​​X​ n+1​ )​ )​​n−k​​​( exp ​( −λ​e​ max ​​X​ n+1​ )​ )​​k​​α​n+1−k​  =  c.

Note that λ​∑​ k=0​ 
n
  ​​( ​ n    k ​ )​​​( 1 − ϕ )​​n−k​ ​ϕ​k​ ​α​n+1−k​ is strictly decreasing in n since ​α​1​ > ​α​2​ > … > ​α​n​. Note further that 

this expression is increasing in ϕ. For both indifference conditions to be satisfied we again require that ​X​ n+1​ < ​X​ n​.
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additional breakthroughs. Consider the case of two and three team members where 
the thresholds are defined in the following way:

 	Y    = ​ 
​( 1  −  exp ​( −λ​e​ max ​X )​ )​ ​α​2​

  __  
δ
 ​  ,

and

 	​Y  ′​  = ​ 
​( 1  −  exp ​​( −λ​e​ max ​​X′​ )​​2​ )​ ​α​2​  + ​​ ( 1  −  exp ​( −λ​e​ max ​​X′​ )​ )​​2​​α​3​

     ____   
δ
  ​ .

When ​α​3​ = 0, we know from the indifference conditions for X and ​X′​ 
that ​​( exp ​( −λ​e​ max ​ ​X′​ )​ )​​2​ > exp ​( −λ​e​ max ​ X )​ and, hence, ​Y′​ < Y. The introduction of 
additional players makes it more likely that effort-exerting agents are not looking 
to produce the very first breakthrough for the group. When the value of additional 
successes is very low, effort incentives are only maintained if the probability that one 
is exerting effort for a valuable first success is increased. The aggregate effort by the 
team members must, therefore, decrease if the number of team members increases. 
This, in turn, decreases the incentives to delay implementation by successful agents. 
On the other hand, when ​α​3​ = ​α​2​, then from the indifference conditions for X and ​X′​ 
we have exp ​( −λ​e​ max ​ X )​ = ​​( exp ​( −λ​e​ max ​ ​X′​ )​ )​​2​, and so Y ′ > Y. This is the flipside of 
the previous result. When obtaining a third success is almost as valuable as finding 
a second success, the effort incentives for each unsuccessful team member do not 
decrease by much, but the presence of an additional team member who is exerting 
effort makes it more attractive for a successful agent to delay implementation.

Value of Breakthroughs.—Consider a setting where an individual is willing to 
produce a second, but not a third breakthrough, ​α​2​ > c/λ > ​α​3​. In contrast to the 
previous setting, agents may want to communicate that they have successfully pro-
duced a breakthrough without deciding to implement the project. Therefore, we 
allow agents to take an action ​w​i​ ∈ N at any instance of time, which verifiably 
reveals that an agent has produced at least ​w​i​ breakthroughs.

We consider the equilibrium for two extreme cases: a short deadline and an infi-
nite deadline. We describe only the main results here and refer the interested reader 
to the Appendix for an explicit characterization of the setting and propositions. We 
show that a symmetric equilibrium of a game with a short deadline (below a thresh-
old level) exhibits no information revelation ​w​ i​ ∗​ = 0 and pure delay ​d​ i​ ∗​ = 0. An 
agent exerts high effort when she has produced not more than one breakthrough 
before, ​e​ i​ ∗​​( t, ​n​i​ )​ = ​e​ max ​ for ​n​i​ = 0, 1, and no effort when she has produced two 
breakthroughs, ​e​ i​ ∗​​( t, 2 )​ = 0. These are characteristics shared by our earlier model 
where an unsuccessful agent exerts high effort provision and a successful agent 
exerts no effort. Similarly, pure delay (and hence lack of timely information shar-
ing) is also observed in our earlier model close to a deadline.

The infinite horizon case allows us to focus on a setting where there is no effect 
of a future deadline and, thus, avoids the complication of specifying the changes 
in behavior for the subgames as we transition from behavior far away from the 
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deadline to close to the deadline. We show that the symmetric equilibrium strate-
gies are similar to the equilibrium strategies in our earlier model far away from the 
deadline (i.e., for t < T − Y ). We find that there is immediate revelation of break-
throughs by each individual, ​w​ i​ ∗​ = ​n​i​. Hence, the project is implemented whenever 
the number of breakthroughs reaches two, ​d​ i​ ∗​ = implement if ​n​i​ + ​w​−i​ ≥ 2. This 
is similar to the earlier model where the agents immediately disclose their success. 
Individuals also exert less than the maximum effort level ​e​ i​ ∗​ = δ/c < ​e​ max ​, as in the 
earlier model, trading off freeriding incentives with incentives to bring forward the 
implementation. Although we do not have a complete characterization of this set-
ting, we conjecture on the basis of these two cases that the qualitative characteristics 
of our earlier model close to the deadline and far away from a deadline remain.

C. Alternative Mechanisms

Our model captures settings in which there may exist severe restrictions on the 
types of mechanisms and contracts that are available. There is a broad range of 
assumptions one can make about what can be contracted on or who can be commu-
nicated with to help address the incentive distortions of our model. To guarantee a 
welfare increase, contracts or mechanisms should increase incentives in one dimen-
sion, without hurting incentives in the other dimension.

A bonus paid to any agent who has successfully produced a breakthrough at the 
time a project is implemented would increase each agent’s incentive to exert effort. 
However, when a breakthrough is more likely to be produced, agents are also more 
willing to delay implementation, thus potentially negating the beneficial effects of 
the bonus. Instead, a payment scheme that depends on the order in which successes 
are revealed or that simply depends on time (e.g., a decreasing payment to the agents 
depending on when the project is implemented) strengthens both incentives for 
effort and for disclosure. Essentially, this contract increases the delay cost δ for each 
agent. If we take the case of a long deadline, then the freeriding effort level is δ/c. 
A relatively simple way to obtain maximum effort and immediate implementation 
would be to set the rate of decrease (increase) of a reward (punishment) for imple-
menting the project at a particular time equal to c​e​ max ​ − δ. The effective delay cost 
an agent then faces is c​e​ max ​. Hence, this contract fixes the freeriding effort at ​e​ max ​ 
and successes are revealed immediately as c​e​ max ​ > λ​e​ max ​​α​2​.23

We also concluded that the ability of agents to withhold information about their pri-
vate success may be beneficial for welfare. However, a clear inefficiency from keep-
ing successes private arises when both agents have produced a success prior to the 
deadline and thus have stopped exerting effort, but the implementation of the project 
is nonetheless delayed. There are potential gains from the introduction of a moderator 
who cannot exert effort (or whose effort decision is unaffected by any successes of 
the other agents), but is able to facilitate communication between the team members. 

23 However, when implementing this type of scheme, one must also check that agents still have an incentive 
to produce any breakthrough at all. This is satisfied in our original model by the assumption that ​α​1​ > c/λ + 
δ/​( λ​e​ max ​ )​. By adjusting the effective delay cost, this constraint may no longer hold and agents will simply imme-
diately implement the project. If ​α​1​ > 2c/λ, this will not occur.
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The role of this moderator is to avoid situations in which both team members are suc-
cessful, but neither is willing to reveal her success to the other agent. We previously 
showed that there is a unique optimal deadline T = X which maximizes the ex ante 
welfare of the players. It is straightforward to show that for this optimal deadline 
ex ante welfare can be further increased by introducing a moderator to whom a suc-
cess can be revealed. The moderator chooses when to implement the project, max-
imizing her own private value from the project and accounting for the delay cost. 
Team members are willing to disclose their information to the moderator because the 
moderator will decide to implement the project only when both agents have revealed 
their information, but will not implement the project before. The reason is that the 
expected gain for the moderator when an unsuccessful partner exerts maximum effort 
outweighs the cost of delaying the decision. In the game of length X without a mod-
erator, unsuccessful agents are exerting maximum effort throughout in equilibrium. 
With a moderator, the incentive to exert effort for an unsuccessful agent is even higher 
because an additional success may induce the moderator to implement the project 
before the deadline and thus reduces the expected time to implementation.24 However, 
a benevolent moderator who tries to maximize the social surplus, may not be able to 
convince agents to reveal their information. If it is socially inefficient to invest effort 
to produce a second breakthrough, the benevolent moderator will already implement 
the project after only one agent discloses her success. As a result, successful agents 
will be unwilling to reveal their information. Thus, a privately motivated moderator is 
more effective at inducing communication.

VI.  Conclusion

In private and public organizations, teams are often allocated the dual task of 
investing in joint projects and deciding when to implement the project. In this paper, 
we have investigated the link between the incentive to exert effort and the incentive to 
share implementation-relevant information. One clear lesson that emerges from our 
analysis is that team members are reluctant to disclose information that undermines 
the incentives of fellow team members to exert more effort. As a result, although a 
strict deadline provides strong incentives for agents to exert effort, it also mutes the 
incentives to reveal information and to facilitate timely implementation. Therefore, 
it is not too surprising that strict deadlines may sometimes be counterproductive 
when swift implementation is required. In our setting, the optimal deadline strikes a 
balance between providing strong effort incentives and limiting delay. Furthermore, 
we have shown that mutual monitoring in partnerships is not a panacea to solving 
incentive problems. In fact, the nonobservability to the partner of one’s success, 
in conjunction with joint control of the length of the deadline, is precisely what 

24 In the presence of a moderator, the optimal deadline is no longer equal to X. Without a deadline, an equi-
librium exists in which both agents exert maximum effort from the start until they are successful, which they 
immediately reveal to the moderator. The moderator implements the project only when both players have acquired 
a success. The option to freeride on the efforts of a partner is effectively eliminated if a moderator is committed 
not to take a decision until both agents are successful. Surprisingly, in the presence of a moderator, an approaching 
deadline could undermine incentives to exert maximum effort, since the deadline provides an alternative way to 
end the game.
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allows the partnership to circumvent the moral-hazard-in-teams problem. Finally, 
we emphasized that the design of communication and incentive structures of a part-
nership requires attention to detail: features that sharpen effort incentives may blunt 
disclosure incentives and vice versa.

Appendix

Proof of Proposition 1:
Since λ​α​2​ < c, no player exerts effort to produce a second breakthrough and 

hence, the game ends as soon as one player succeeds in producing one breakthrough. 
At time t, the value of being successful equals

 	​  V​ S​​( t )​  = ​ V​0​  + ​ α​1​.

The value of being unsuccessful at t, if all agents exert maximum effort until the 
deadline, equals

 	​  V​ U​​( t )​  = ​ V​0​  + ​ [ ​α​1​  − ​ ( ​ c _ 
2λ

 ​  + ​   δ _ 
2λ​e​ max​

 ​ )​ ]​​{ 1  −  exp ​[ −2λ​e​ max ​​( T  −  t )​ ]​ }​ .

Observe that ​α​1​ > ​ c _ λ ​ > ​ c _ 2λ ​ + ​  δ _ 2λ​e​ max ​
 ​ . Hence, ​ 

d​V​ U​​( t )​
 _ dt  ​ < 0. Since ​V​ S​​( t )​ is constant, 

this implies that ​V​ S​​( t )​ − ​V​ U​​( t )​ is increasing in t. Define Δ by

 	​  V​ S​​( T  −  Δ )​  − ​ V​ U​​( T  −  Δ )​  = ​  c _ 
λ
 ​.

At any time t > max ​{ T − Δ, 0 }​, unsuccessful agents exert maximum effort, since  
​V​ S​​( t )​ − ​V​ U​​( t )​ > ​ c _ λ ​. Notice that these equilibrium strategies are unique, since for a 
lower effort level by the other agent, the incentives to exert effort increase further. 
At any time t before the threshold T − Δ, each agent exerts ​e​∗​​( t )​ = ​ δ _ c ​, which makes 
every agent indifferent about how much effort to exert. This equilibrium strategy 
corresponds to the first stage in the private information case for long deadlines when 
successful players disclose their successes. The proof for uniqueness of these equi-
librium strategies is the same as for the private information case.

Proof of Proposition 2:
We consider the three different cases separately.

Case 1: T ≤ X.
�We start by writing out the implied continuation values of successful and unsuc-
cessful agents on the equilibrium path for the proposed equilibrium strategies. At 
the deadline, t = T, these are equal to the expected value of a project at that time,

 	​  V​ S​​( T )​  = ​ V​0​  + ​ α​1​  + ​ ( 1  −  exp ​( −λ​e​ max ​T )​ )​ ​α​2​,

 	​  V​ U​​( T )​  = ​ V​0​  + ​ ( 1  −  exp ​( −λ​e​ max ​T )​ )​ ​α​1​.
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For any t ∈ ​[ 0, T  ]​, the continuation values are

 	​ V​ S​​( t )​  = ​ V​ S​​( T  )​  −  δ​( T  −  t )​ ,

 ​ V​ U​​( t )​  = ​ [ 1  −  exp ​( −λ​e​ max ​​( T  −  t )​ )​ ]​ ​V​ S​​( T  )​  +  exp ​( −λ​e​ max ​​( T  −  t )​ )​ ​V​ U​​( T  )​

 	  − ​  c _ 
λ
 ​ ​[ 1  −  exp ​( −λ​e​ max ​​( T  −  t )​ )​ ]​  −  δ​( T  −  t )​ .

The difference in continuation values at and before the deadline equals

 	​ V​ S​​( T )​  − ​ V​ U​​( T )​  =  exp ​( −λ​e​ max ​T  )​ ​α​1​  + ​ [ 1  −  exp ​( −λ​e​ max ​T  )​ ]​ ​α​2​,

 	​  V​ S​​( t )​  − ​ V​ U​​( t )​  = ​  c _ 
λ
 ​  +  exp ​( −λ​e​ max ​​( T  −  t )​ )​ ​[ ​V​ S​​( T )​  − ​ V​ U​(T )  −  ​ c _ 

λ
 ​ ]​.

Strategy of Successful Player.— Check that the successful individual’s imple-
mentation strategy ​d​ ∗​​( t )​ = 0 is optimal by noting

 	​  V​ S​​( t )​  > ​ V​0​  + ​ α​1​  + ​ ( 1  −  exp ​( −λ​e​ max ​t )​ )​ ​α​2​  for all  t  <  X,

since X < Y = ​ ​[ ​( 1 − ​
_
 ϕ​ )​ ​α​2​ ]​
 _ δ  ​ . The right-hand side above is the value of implementing 

the project at time t for a successful player.

Strategy of Unsuccessful Player.— We check that the unsuccessful agent’s choice 
of effort ​e​∗​​( t )​ = ​e​ max ​ is optimal by noting that

​V​ S​​( t )​ − ​ V​ U​​( t )​ − ​  c _ 
λ
 ​

    =  exp ​( −λ​e​ max ​​[ T −  t ]​ )​ ​[ exp ​( −λ​e​ max ​T )​ ​α​1​ + ​ ( 1 −  exp ​( −λ​e​ max ​T )​ )​ ​α​2​ − ​  c _ 
λ
 ​ ]​

 	  >  0  for all  t <  T ≤  X,

since ​ϕ​∗​​( T )​ = exp ​( −λ​e​ max ​T )​ > ​
_
 ϕ​. We then check that the unsuccessful individual 

will not implement the project. Note that, because exerting effort is optimal, we have  
​V​ U​​( t )​ ≥ ​V​ U​​( T )​ − δ​( T − t )​, where the right-hand side equals the expected utility 
when not exerting any effort and not implementing the project either. Moreover,

 	​  V​ U​​( T )​  −  δ​( T  −  t )​  = ​ V​0​  + ​ ( 1  −  exp ​( −λ​e​ max ​T )​ )​ ​α​1​  −  δ​( T  −  t )​

 	  > ​ V​0​  + ​ ( 1  −  exp ​( −λ​e​ max ​t )​ )​ ​α​1​  for all  t  <  X,
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since X < Y = ​ ​( 1 − ​
_
 ϕ​ )​​α​2​ _ δ  ​ and ​α​1​ > ​α​2​. The right-hand side of the inequality above 

is the value of implementing the project at time t for an unsuccessful player.

Case 2: X < T ≤ Y.
�We again start by writing out the implied continuation values of successful and 
unsuccessful agents on the equilibrium path for the proposed equilibrium strate-
gies. At the deadline, we find

 	​  V​ S​​( T )​  = ​ V​0​  + ​ α​1​  + ​ ( 1  − ​
_
 ϕ​ )​​α​2​ ,

 	​  V​ U​​( T )​  = ​ V​0​  + ​ ( 1  − ​
_
 ϕ​ )​​α​1​.

For general t ∈ ​[ 0, T  ]​, the continuation values are

 	​  V​ S​​( t )​ = ​ V​ S​​( T )​ −  δ​( T −  t )​,

 	​  V​ U​​( t )​ = ​ ( 1 −  exp ​( −λ​∫​ 
t
​ 
T

​​e​∗​​( s )​  ds )​ )​ ​V​ S​​( T  )​ +  exp ​( −λ​∫​ 
t
​ 
T

​​e​∗​​( s )​  ds )​ ​V​ U​​( T  )​

 	  − ​  c _ 
λ
 ​ ​( 1 −  exp ​( −λ​∫​ 

t
​ 
T

​​e​∗​​( s )​  ds )​ )​ −  δ​( T −  t )​ .

Strategy of Successful Player.—We check that the successful individual’s imple-
mentation decision strategy ​d​ ∗​​( t )​ = 0 is optimal by noting that ​V​ S​​( t )​ ≥ ​V​0​ + ​α​1​ + 
​( 1 − ​ϕ​∗​​( t )​ )​ ​α​2​ when ​ϕ​∗​​( t )​ = exp ​( −λ​∫​ 0​ 

t
 ​​e​∗​​( s )​ ds )​ ≥ ​ δ _ ​α​2​ ​​( T − t )​ + ​

_
 ϕ​, which is true 

given the effort strategy specified.

Strategy of Unsuccessful Player.—We check that the unsuccessful agent is indif-
ferent about the level of effort to exert for all t ∈ ​[ 0, T ]​ by noting that for ​ϕ​∗​​( T )​ = ​

_
 ϕ​ :

 	​  V​ S​​( t )​  − ​ V​ U​​( t )​  − ​  c _ 
λ
 ​  =  exp ​( −λ​∫​ 

t
​ 
T
​​e​∗​​( s )​ ds )​ ​[ ​V​ S​​( T )​  − ​ V​ U​(T )  − ​  c _ 

λ
 ​ ]​

 	  =  exp ​( −λ​∫​ 
t
​ 
T
​​e​∗​​( s )​ ds )​ ​[ ​_ ϕ​​α​1​  +  (1  − ​

_
 ϕ​)​α​2​  − ​  c _ 

λ
 ​ ]​

 	  =  0.

Finally, the argument for the unsuccessful individual not to implement the project is 
the same as in Case 1.

Case 3: T > Y.
�Since for t ∈ [0, T − Y ] projects are implemented as soon as one player has 
successfully produced a breakthrough, the belief is ​ϕ​∗​​( t )​ = 1 for the subgame 
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starting at t = T − Y. Hence, the proof for the strategies being equilibria of that 
subgame are encompassed in Case 2. It remains to show that the strategies speci-
fied for t ∈ ​[ 0, T − Y ]​ also constitute an equilibrium. We write out the implied 
continuation values of successful and unsuccessful agents on the equilibrium 
path for the proposed equilibrium strategies for t ∈ [0, T − Y ],

 	​  V​ S​​( t )​  =   ​V​0​  + ​ α​1​,

 	​  V​ U​​( t )​  =   ​V​0​  + ​ α​1​  − ​  c _ 
λ
 ​,

where the continuation value of the unsuccessful player follows from

​V​ U​​( t )​ = ​∫​ 
t
​ 
T−Y

​ ​[ ​V​ S​​( s )​ − c ​∫​ 
t
​ 
s

​​e​∗​​( r )​ dr − δ​( s − t )​ ]​ × 2λ​e​∗​​( s )​ exp​( −2λ ​∫​ 
t
​ 
s

​​e​∗​​( r )​ dr )​ ds

 	  + exp​( −2λ ​∫​ 
t
​ 
T−Y

​​e​∗​​( r )​ dr )​​[ ​V​ U​​( T − Y )​ − c ​∫​ 
t
​ 
T−Y

​​e​∗​​( r )​ dr − δ​( T − Y − t )​ ]​.

Using the fact that ​e​∗​​( s )​ = ​ δ _ c ​ and ​V​ S​​( s )​ = ​V​ S​​( 0 )​ for s ∈ [0, T − Y ], we can further 
simplify the expression and find

 	​  V​ U​​( t )​  = ​ [ 1  −  exp ​( −2λ​e​∗​​( t )​ ​( T  −  Y  −  t )​ )​ ]​ ​( ​V​ S​(t)  − ​  c _ 
λ
 ​ )​

 	  +  exp ​( −2λ​e​∗​​( t )​ ​( T  −  Y  −  t )​ )​ ​V​ U​​( T  −  Y )​.

From Case 2, we know that

 ​ V​ U​​( T − Y )​ = ​V​ S​​( T − Y )​ − ​ c _ 
λ
 ​ − exp​( −λ​∫​ 

t
​ 
T
​​e​*​(s) ds )​ ​[ ​_ ϕ​​α​1​ + (1 − ​

_
 ϕ​)​α​2​ − ​ c _ 

λ
 ​ ]​

 	  = ​V​ S​​( T − Y )​ − ​ c _ 
λ
 ​.

Hence,

 	​  V​ U​​( t )​  = ​ V​ S​​( t )​  − ​  c _ 
λ
 ​    for    t  ∈  [0, T  −  Y ].

Strategy of Successful Player.— We prove that the successful agent’s imple-
mentation decision strategy ​d​ ∗​​( t )​ = implement is optimal. The payoff from 
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waiting until ​  t ​ < T − Y upon becoming successful at time t, which we denote by 
​V​ S​​( ​  t ​ | t )​, is

 	​ V​ S​​( ​  t ​ | t )​  = ​ ∫​ 
t
​ 
​  t ​

​​( ​V​0​  + ​ α​1​  + ​ α​2​  −  δ​( s  −  t )​ )​ λ​e​∗​​( s )​ exp ​( −λ ​∫​ 
t
​ 
s

​ ​e​∗​​( r )​ dr )​ ds

 	  +  exp ​( −λ​∫​ 
t
​ 
​  t ​

​​e​∗​​( s )​ ds )​ ​( ​V​0​  + ​ α​1​  −  δ​( ​  t ​  −  t )​ )​,

where the equilibrium effort is constant at ​ δ _ c ​ over the time interval ​[ t, ​  t ​ ]​. Using par-
tial integration to solve the integral, this simplifies to

 	​  V​ S​​( ​  t ​ | t )​  = ​ V​0​  + ​ α​1​  + ​ [ 1  −  exp ​( −λ​ δ _ c ​ ​( ​  t ​  −  t )​ )​ ]​ ​( ​α​2​  − ​  c _ 
λ
 ​  )​.

This is strictly decreasing in ​  t ​ since ​ c _ λ ​ > ​α​2​. Conditional on not waiting beyond 
T − Y, the optimal decision is therefore to implement at

 	  t  = ​ arg  max   
​  t ​≥t

  ​​V​ S​​( ​  t ​ | t )​.

Moreover, given the results in Case 2, the agent will not prefer to wait beyond T − Y. 
Hence, a successful agent optimally decides to implement, ​d​ ∗​​( t )​ = implement for 
t ≤ T − Y.

Strategy of Unsuccessful Player.— Note that the unsuccessful agent is indiffer-
ent about the level of effort to exert for all t ∈ ​[ 0, T − Y ]​ by noting that ​V​ U​​( t )​  
= ​V​ S​​( t )​ − ​ c _ λ ​. Furthermore, ​V​ S​​( t )​ − ​ c _ λ ​ > ​V​0​, so it is never optimal for an unsuc-
cessful agent to choose to implement the project.

All times are reached with positive probability in equilibrium and the only action 
an agent observes by the other agent is the action to implement the project which ends 
the game. The only off-equilibrium scenario agents may find themselves in is one in 
which they have not followed their own effort strategy previously. These effort costs 
are sunk and conditional on being successful or unsuccessful these off-equilibrium 
continuation games are identical to the continuation games for successful and unsuc-
cessful agents on the equilibrium path. The strategies and beliefs on the equilibrium 
path thus also describe these continuation games off the equilibrium path.

For completeness, note that X < Y is implied by ​
_
 ϕ​ > ​​

_
 ϕ​​d​ . When ​

_
 ϕ​ > ​​

_
 ϕ​​d​ , a suc-

cessful partner is willing to delay locally when ​ϕ​∗​​( t )​ ≥ ​
_
 ϕ​ and an unsuccessful part-

ner exerts e = ​e​ max ​. That is, for T = X,

 	  δ  <  λ​e​ max ​​ϕ​∗​​( t )​ ​α​2​  for all  t  ≤  T.
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Hence,

 	  δX  = ​ ∫​ 
0
​ 
X

​δ dt  < ​ ∫​ 
0
​ 
X

​λ​e​ max ​​ϕ​∗​​( t )​​α​2​ dt  = ​ ( 1  − ​
_
 ϕ​ )​​α​2​  =  δY,

where we used the expression ​ϕ​∗​​( t )​ = exp​( −λ​e​ max ​ t )​ to solve the integral.

Proof of Proposition 3:
See online Appendix.

Proof of Proposition 4:
Denote by ​V​ T​ U​​( 0 )​ the expected utility (when unsuccessful) at the start t = 0 of the 

game with a deadline at T,

​V​ T​ U​​( 0 )​ = 

⎧
⎪
⎨
⎪
⎩

​V​0​ + ​α​1​ − ​ c _ λ ​   for  T ≥ Y,

​V​0​ + ​( 1 − ​​
_
 ϕ​​2​ )​​α​1​ + ​​( 1 −​

_
 ϕ​ )​​2​ ​α​2​ − δT − ​( 1 − ​

_
 ϕ​ )​​ c _ λ ​   for  Y ≥ T > X,

​V​0​ + ​( 1 − ​ϕ​∗​​​( T )​​2​ )​​α​1​ + ​​( 1 − ​ϕ​∗​​( T  )​ )​​2​​α​2​ − δT − ​( 1 − ​ϕ​∗​​( T  )​ )​​ c _ λ ​  for  0 ≤ T ≤ X,

where ​ϕ​∗​​( T )​ = exp ​( −λ​e​ max ​T )​ and ​
_
 ϕ​ = exp ​( −λ​e​ max ​X )​. The linear decrease in 

expected utility ​V​ T​ U​​( 0 )​ when increasing T for X < T ≤ Y is immediate since the 
aggregate effort and hence expected number of breakthroughs are independent of 
the deadline, but the delay cost increases with the length of the deadline. For T ≥ Y, 
the expected utility is independent of T, hence the result is immediate as well. Now, 
for 0 ≤ T ≤ X, we find that

 ​ 
d​V​ T​ U​​( 0 )​

 _ 
dT

 ​   =  2λ​e​ max ​​[ ​α​1​​ϕ​∗​​( T  )​  + ​ α​2​​( 1  − ​ ϕ​*​(T ) )​  − ​  c _ 
2λ

 ​ ]​exp ​( −λ​e​ max ​T )​  −  δ.

At T = X, we have ​ϕ​∗​​( T )​ = ​
_
 ϕ​. Hence, we find that li​m​ T→X​    ​ ​ d​V​ T​ U​​( 0 )​

 _ dT  ​ = ​e​ max ​ c​
_
 ϕ​ − δ. 

Moreover, since ​e​ max ​​​
_
 ϕ​​d​ ​α​2​ > ​ δ _ λ ​ > ​ δ _ c ​ ​α​2​, we find ​e​ max ​ c​​

_
 ϕ​​d​ > δ. By assumption, in the 

case of small incentives, we have ​
_
 ϕ​ > ​​

_
 ϕ​​d​ and thus li​m​ T→X​    ​ ​ d​V​ T​ U​​( 0 )​

 _ dT  ​ > 0. Note further 
that

 ​  ∂ _ 
∂T

 ​​( ​ d​V​ T​ U​​( 0 )​
 _ 

dT
 ​  )​ = 2λ​e​ max ​ ​{ −λ​e​ max ​​ϕ​∗​​( T  )​ ​[ ​α​1​​ϕ​∗​​( T  )​ + ​α​2​​( 1 − ​ϕ​*​(T ) )​ − ​ c _ 

2λ
 ​ ]​

	 − ​​( λ​e​ max ​​ϕ​∗​​( T  )​ )​​2​​( ​α​1​ − ​α​2​ )​ }​ < 0.

Hence, ​ 
d​V​ T​ U​​( 0 )​

 _ dT  ​ > 0 for all T ∈ [0, X ).
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Proof of Proposition 5:
For the case of public information, the continuation values at the beginning of the 

game are given by

​V​ T​ U, pub​​( 0 )​ = 
⎧
⎨
⎩

​V​0​ + ​α​1​ − ​ c _ 
λ
 ​   for  T ≥ Δ,

​V​0​ + ​[ ​α​1​ − ​( ​ c _ 
2λ

 ​  + ​   δ _ 
2λ​e​max​

 ​ )​ ]​​[ 1 − exp ​( −2λ​e​ max ​T )​ ]​  for  T < Δ.

Together with the results in Proposition 4, this implies the following relations for 
any ​T ′​ > max ​{ Y, Δ }​:

 	 ​  max    
T
  ​ ​ V​ 

T
​ U​​( 0 )​  > ​ V​ ​T​ ′​​ 

U
 ​ ​( 0 )​  = ​ V​ ​T​ ′​​ 

U, pub​​( 0 )​  = ​ max   
T
  ​ ​V​ 

T
​ U, pub​​( 0 )​ .

Hence, ma​x​T​ ​V​ T​ U​​( 0 )​ > ma​x​T​ ​V​ T​ U, pub​​( 0 )​.

Proof of Proposition 6:
Denote by τ the expected time at which the project is implemented. For T ≤ Y, 

τ  = T. Hence, ​ dτ _ dT ​ > 0. For T > Y,

 	  τ  = ​ ∫​ 
0
​ 
T−Y

​t 2λ ​ δ _ c ​  exp ​( −2λ ​ δ _ c ​t )​ dt  +  exp ​( −2λ ​ δ _ c ​ ​( T  −  Y  )​ )​ T

 	  = ​   1 _ 
2λ​ δ _ c ​

 ​​[ 1  −  exp ​( −2λ​ δ _ c ​​( T  −  Y  )​ )​ ]​  +  exp ​( −2λ​ δ _ c ​ ​( T  −  Y )​ )​ Y.

Hence,

 	​   dτ _ 
dT

 ​  =  2λ​ δ _ c ​  exp ​( −2λ​ δ _ c ​​( T  −  Y )​ )​ ​( ​  1 _ 
2λ​ δ _ c ​

 ​  −  Y )​ .
It follows that ​ dτ _ dT ​ < 0 if and only if ​  1 _ 

2λ​ δ _ c ​
 ​ < Y. Substituting for Y = ​ ​( 1 − ​

_
 ϕ​ )​ ​α​2​ _ δ  ​, this 

condition can be restated as ​ ​α​2​
 _ ​α​1​ ​ > ​  ​

_
 ϕ​
 _ 

1 − ​
_
 ϕ​
 ​, or, in terms of the primitives of the model, 

as ​α​1​ − ​ c _ λ ​ > ​ ​α​1​
 _ ​α​2​ ​​( ​ c _ λ ​ − ​α​2​ )​. Notice that since ​α​1​ > ​ c _ λ ​ > ​α​2​, by assumption, both 

sides of the inequality are positive and the relationship is satisfied for ​ c _ λ ​ close to ​α​2​ 
and violated for ​ c _ ​ ​λ​ ​ close to ​α​1​.

Proof of Proposition 7:
If T ≤ X, agents only decide to implement at the deadline and unsuccessful 

agents are exerting maximum effort until the deadline. Hence, the expected number 
of generated breakthroughs is strictly increasing in T. If X < T ≤ Y, agents still 
only decide to implement at the deadline and unsuccessful agents are exerting the 
same aggregate amount of effort until the deadline. Thus, the expected number of 
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breakthroughs is the same for any T in this range. Finally, if T > Y, agents may 
decide to implement before the deadline. They exert effort ​ δ _ c ​ and immediately 
decide to implement when successful. Thus, for large T, the expected number of 
breakthroughs when the project is implemented is approximately equal to 1 and the 
associated expected value is ​V​0​ + ​α​1​. In contrast, for T ≤ Y, the team may produce 
a second breakthrough, but they may also end up without any breakthrough. The 
associated expected utility when implementing the project at the deadline is equal to

 	​​  ( 1  − ​
_
 ϕ​ )​​2​​( ​V​0​  + ​ α​1​​  + ​ α​2​ )​  +  2​( 1  − ​

_
 ϕ​ )​​
_
 ϕ​(​V​0​  + ​ α​1​)​​

_
 ϕ​​ 2​​V​0​ .

Thus, for T > Y, the expected value of the project is a weighted sum of the expres-
sion above and ​V​0​ + ​α​1​. By increasing T, weight is shifted from the first to the 
second term. Hence, the expected value is increasing in T for T > Y if and only if

 	 (1  − ​
_
 ϕ​​)​2​​( ​V​0​ + ​α​1​ + ​ α​2​ )​  +  2​( 1 −​

_
 ϕ​ )​​
_
 ϕ​​( ​V​0​  + ​ α​1​ )​  + ​​

_
 ϕ​​ 2​​V​0​  < ​ V​0​  + ​ α​1​.

This simplifies to ​ ​α​2​ _ ​α​1​ ​ < ​  ​​
_
 ϕ​​ 2​
 _ 

​​( 1 − ​
_
 ϕ​ )​​2​

 ​. This condition can be satisfied given the 

restrictions on the parameters. For, ​α​1​ = ​ 2c _ λ ​ and ​α​2​ = ​ c _ 2λ ​, we have ​ ​α​2​ _ ​α​1​ ​ = ​ 1 _ 4 ​ and  

​
_
 ϕ​ = ​ 

​ c _ 
λ
 ​ − ​α​2​

 _ ​α​1​ − ​α​2​ ​ = ​ 1 _ 3 ​. Hence, ​  ​​
_
 ϕ​​ 2​
 _ 

​​( 1 − ​
_
 ϕ​ )​​2​

 ​ = ​ 1 _ 4 ​ = ​ ​α​2​ _ ​α​1​ ​. Thus, for slightly smaller (larger) 

values of ​α​1​, the expected, value of all available breakthroughs when the project is 
implemented will be decreasing (increasing) in T for T > Y.25
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