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Abstract

Baggerly (1998) showed that empirical likelihood is the only member in the Cressie-Read power
divergence family to be Bartlett correctable. This paper strengthens Baggerly’s result by showing
that in a generalized class of the power divergence family, which includes the Cressie-Read family
and other nonparametric likelihood such as Schennach’s (2005, 2007) exponentially tilted empirical
likelihood, empirical likelihood is still the only member to be Bartlett correctable.

1 Introduction

Since Owen (1988), empirical likelihood has been used as a device to construct nonparametric likelihood

for numerous statistical problems and models as surveyed by Owen (2001). In spite of its nonparametric

construction based on observed data points, empirical likelihood shares similar properties to parametric

likelihood. For example, the empirical likelihood ratio statistic obeys the chi-squared limiting distri-

bution, so-called Wilks’ phenomenon. Another distinguishing feature of empirical likelihood is that it

admits Bartlett correction, a second-order refinement based on a mean adjustment. This point was

first made by DiCiccio, Hall and Romano (1991) and extended to other contexts, such as quantiles

(Chen and Hall, 1993), time series models (Kitamura, 1997; Monti, 1997), local linear smoothers (Chen

and Qin, 2001), among others. Also Bartlett correctability has been studied for other constructions of

nonparametric likelihood. Jing and Wood (1996) showed that exponential tilting (or empirical entropy)

likelihood is not Bartlett correctable. Corcoran (1998) constructed some Bartlett correctable nonpara-

metric likelihood based on a Taylor expansion of empirical likelihood. Baggerly (1998) strengthened

Jing and Wood’s (1996) result by showing that empirical likelihood is the only member in the Cressie

and Read (1984) power divergence family to be Bartlett correctable.
∗The authors would like to thank Elvezio Ronchetti for helpful comments.
†E-mail: lorenzo.camponovo@unisg.ch. Address: Bodanstrasse 6, 9000 St.Gallen, Switzerland.
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The Cressie-Read type nonparametric likelihood is computed by choosing a tuning constant to define

both the shape of the criterion function and the form of weights allocated to data points. Schennach

(2005, 2007) suggested to choose different tuning constants for the shape of the criterion and the form

of weights, and proposed a more general class of nonparametric likelihood. In particular, Schennach

(2005) showed that exponentially tilted empirical likelihood (where the criterion is log-likelihood but

the weights are computed by exponential tilting) can emerge as a valid likelihood function for Bayesian

inference by a limiting argument. Also Schennach (2007) argued that when generalized estimating

equations are misspecified, the point estimator based exponentially tilted empirical likelihood shows

some robustness compared to the one based on empirical likelihood. Given this background, it is of

interest to extend Baggerly’s (1998) analysis to accommodate such new likelihood constructions and to

study their Bartlett correctability.

In this paper, we confirm that in a generalized class of the power divergence family containing

two tuning constants, empirical likelihood is still the only member to be Bartlett correctable. This

result not only includes Baggerly’s (1998) result as a special case, but also implies that Schennach’s

(2005, 2007) exponentially tilted empirical likelihood is not Bartlett correctable. Technically we follow a

conventional approach based on the Edgeworth expansion (DiCiccio, Hall and Romano, 1991). We focus

on characterizing the third and fourth order joint cumulants of the signed root of the test statistic based

on the generalized power divergence family, and show that those cumulants vanish at sufficiently fast

rates only when we employ the empirical likelihood statistic. We illustrate the theoretical findings by a

small simulation study, which indicates that the empirical likelihood statistic with Bartlett correction

has better coverage properties than other statistics.

2 Generalized power divergence family

We begin by introducing the generalized power divergence statistic. Consider a scalar random variable

X drawn from an unknown distribution F0 with mean µ0. Following Owen (1988), the log-empirical

likelihood ratio statistic for the mean is written as

`EL (µ0) = −2 max
p1,...,pn

n∑
i=1

log (npi) , subject to
n∑
i=1

pi = 1,
n∑
i=1

piXi = µ0.

It is known that under suitable regularity conditions the statistic `EL (µ0) converges in distribution to

the χ2
1 distribution (Owen, 1988) and admits Bartlett correction, which yields a confidence interval with

coverage error of order O
(
n−2

)
(DiCiccio, Hall and Romano, 1991).

Baggerly (1998) adapted the Cressie and Read (1984) power divergence family for goodness-of-fit to

the present context and considered the test statistic in the form of

`γ (µ0) = min
p1,...,pn

2

γ (γ + 1)

n∑
i=1

{
(npi)

γ+1 − 1
}
, subject to

n∑
i=1

pi = 1,
n∑
i=1

piXi = µ0, (1)
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if γ 6= −1, 0, otherwise `−1 (µ0) = minp1,...,pn −2
∑n

i=1 log (npi) and `0 (µ0) = minp1,...,pn 2n
∑n

i=1 pi log (npi).

Here γ ∈ R is a user-specified tuning constant. The empirical likelihood ratio statistic `EL (µ0) corre-

sponds to the case of γ = −1. The case of γ = 0 is often called the exponential tilting or empirical

entropy statistic. Other popular choices for γ include the Neyman’s modified χ2 (γ = 1), Hellinger

or Freeman-Tukey (γ = −1
2), and Pearson’s χ2 (γ = −2). Baggerly (1998) showed that the power

divergence statistic `γ (µ0) converges in distribution to the χ2
1 distribution for any γ, and that `γ (µ0)

is Bartlett correctable only for the case of γ = −1, the empirical likelihood ratio statistic. As Bag-

gerly (1998) argued, a key insight of (lack of) Bartlett correctability is that the third and fourth order

cumulants of the signed root of `γ (µ0) do not vanish at sufficiently fast rates when γ 6= −1.
From different perspectives, Schennach (2005, 2007) introduced the exponentially tilted empirical

likelihood statistic

`ETEL (µ0) = −2
n∑
i=1

log (npET,i) ,

i.e., the criterion function is defined by `γ (µ0) with γ = −1, where pET,1, . . . pET,n solve the minimization

problem of `γ (µ0) with γ = 0,

min
p1,...,pn

n∑
i=1

pi log (npi) , subject to
n∑
i=1

pi = 1,
n∑
i=1

piXi = µ0.

Schennach (2007) considered generalized estimating equations and studied asymptotic properties of a

point estimator based on this statistic. Also Schennach (2005) argued that the function `ETEL (µ) can

be interpreted as a valid likelihood function for Bayesian inference. It should be noted that the statistic

`ETEL (µ0) does not belong to the power divergence family (1). Therefore, Bartlett correctability of the

statistic `ETEL (µ0) is an open question.

In order to address this issue, we generalize the power divergence statistic as follows

`γ,φ (µ0) =
2

γ (γ + 1)

n∑
i=1

{
(npφ,i)

γ+1 − 1
}
, (2)

if γ 6= −1, 0, otherwise `−1,φ (µ0) = minp1,...,pn −2
∑n

i=1 log (npφ,i) and

`0,φ (µ0) = minp1,...,pn 2n
∑n

i=1 pφ,i log (npφ,i), where pφ,1, . . . pφ,n solve

min
p1,...,pn

`φ (µ0) , subject to
n∑
i=1

pi = 1,
n∑
i=1

piXi = µ0. (3)

Here γ, φ ∈ R are user-specified tuning constants. Note that the shape of the criterion function in (2)

is given by `γ (µ0) but the probability weights {pφ,1, . . . , pφ,n} are computed by `φ (µ0). If γ = φ, this

statistic reduces to the power divergence statistic `γ (µ0). Also this statistic covers the exponentially

tilted empirical likelihood statistic `ETEL (µ0) when γ = −1 and φ = 0.

By adapting the argument in Baggerly (1998) and Schennach (2005), we can see that the statistic

`γ,φ (µ0) converges in distribution to the χ2
1 distribution under the same conditions in Baggerly (1998,

Theorem 1). The goal of this paper is to study Bartlett correctability of the generalized statistic `γ,φ (µ0).
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3 Bartlett correctability

To investigate Bartlett correctability of the generalized power divergence statistic `γ,φ (µ0), we follow

the conventional recipe of DiCiccio, Hall and Romano (1991) and Baggerly (1998), among others. In

particular, we first derive the signed root of the statistic `γ,φ (µ0) based on a dual problem of the

minimization in (3), and then evaluate the third and fourth order cumulants of the signed root. Based

on these cumulant expressions, we verify for which values of γ and φ these cumulants vanish at sufficiently

fast rates to admit Bartlett correction.

To simplify the presentation, we focus on the case where Xi is scalar and standardized as µ0 =

E [Xi] = 0 and V ar (Xi) = 1. Although the presentation and technical argument become more com-

plicated, a similar result holds for the case where Xi is a vector and the parameter of interest is a

smooth function of the mean of Xi. Hereafter we only present the main result. Technical details for the

derivations are available from the authors upon request.

We use the following definitions

αj = E
[
Xj
i

]
, Aj =

1

n

n∑
i=1

Xj
i − αj ,

for j = 1, 2, . . .. Note that α1 = E [Xi] = 0, α2 = V ar (Xi) = 1, and Aj = Op
(
n−1/2

)
for any j as far

as sufficiently higher order moments exist.

First, we find the signed root of `γ,φ (µ0) with µ0 = 0. By applying the Lagrange multiplier method,

the solution of (3) is

pφ,i =
1

n
(1 + s+ tXi)

1
φ ,

for φ 6= 0 and pφ,i = 1
ns exp (tXi) for φ = 0, where s and t solve

1

n

n∑
i=1

(1 + s+ tXi)
1
φ = 1,

1

n

n∑
i=1

(1 + s+ tXi)
1
φ Xi = 0, (4)

for φ 6= 0 and solve 1
n

∑n
i=1 s exp (tXi) = 1 and 1

n

∑n
i=1 s exp (tXi)Xi = 0 for φ = 0. From Baggerly

(1998), we can see that s = Op
(
n−1

)
and t = Op

(
n−1/2

)
. Expansions of (4) and repeated substitutions

yield expansions of s and t as follows

s =
1

2
φ (1 + φ)A2

1 +
1

6
φ (1 + φ) (1− φ)α3A

3
1 −

1

2
φ (1 + φ)A2

1A2

+
1

2
φ (1 + φ)A2

1A
2
2 −

1

2
φ (1− φ) (1 + φ)α3A

3
1A2 +

1

6
φ (1− φ) (1 + φ)A3

1A3

+
1

8
φ

{
(1 + φ)3 + (1− φ)2 (1 + φ)α2

3 −
1

3
(1− φ) (1 + φ) (1− 2φ)α4

}
A4

1 +Op

(
n−5/2

)
.

and

t = −φA1 −
1

2
φ (1− φ)α3A

2
1 + φA1A2

−φA1A
2
2 +

3

2
φ (1− φ)α3A

2
1A2 −

1

2
φ (1− φ)A2

1A3

−1

2
φ

{
φ (1 + φ) + (1− φ)2 α2

3 −
1

3
(1− φ) (1− 2φ)α4

}
A3

1 +Op
(
n−2

)
.
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By inserting these expressions to an expansion of `γ,φ (µ0),

n−1`γ,φ (µ0)

= A2
1 +

1

3
(1− γ)α3A

3
1 −A2

1A2 +A2
1A

2
2 − (1− γ)α3A

3
1A2 +

1

3
(1− γ)A3

1A3

+

{(
1

4
+
γ

2
+
γφ

2
− φ2

4

)
+

(
1

4
− γ

2
+
γφ

2
− φ2

4

)
α2
3 +

(
− 1

12
+
γ

4
+
γ2

12
− γφ

2
+
φ2

4

)
α4

}
A4

1

+Op

(
n−5/2

)
.

Therefore, the signed root of the statistic n−1`γ,φ (µ0) is obtained as

n−1`γ,φ (µ0) =
(
R

(1)
γ,φ +R

(2)
γ,φ +R

(3)
γ,φ

)2
+Op

(
n−5/2

)
,

where

R
(1)
γ,φ = A1, R

(2)
γ,φ = −1

2
A1A2 +

1

6
(1− γ)α3A

2
1,

R
(3)
γ,φ =

3

8
A1A

2
2 −

5

12
(1− γ)α3A

2
1A2 +

1

6
(1− γ)A2

1A3

+

{(
1

8
+
γ

4
+
γφ

4
− φ2

8

)
+

(
1

9
− 2γ

9
− γ2

72
+
γφ

4
− φ2

8

)
α2
3 +

(
− 1

24
+
γ

8
+
γ2

24
− γφ

4
+
φ2

8

)
α4

}
A3

1.

Note that R(j)
γ,φ = Op

(
n−j/2

)
for j = 1, 2, 3. We can confirm that for the empirical likelihood case (i.e.,

φ = −1 and γ = −1), this signed root expression coincides with the one in DiCiccio, Hall and Romano

(1991).

Next, to investigate Bartlett correctability of the generalized power divergence statistic, we evaluate

the third and fourth order cumulants (denoted by κ3 (γ, φ) and κ4 (γ, φ), respectively) of the signed root

Rγ,φ = R
(1)
γ,φ +R

(2)
γ,φ +R

(3)
γ,φ. In particular, if the cumulants satisfy

κ3 (γ, φ) = O
(
n−3

)
, κ4 (γ, φ) = O

(
n−4

)
, (5)

then the conventional argument based on the Edgeworth expansion guarantees Bartlett correctability

of the statistic n−1`γ,φ (µ0). After lengthy calculations, the third order cumulant is obtained as

κ3 (γ, φ) = E
[
R

(1)
γ,φ

]
+ 3E

[(
R

(1)
γ,φ

)2
R

(2)
γ,φ

]
− 3E

[(
R

(1)
γ,φ

)2]
E
[
R

(2)
γ,φ

]
+O

(
n−3

)
= −1

2
(1 + γ)α3

{
E
[
A4

1

]
−
(
E
[
A2

1

])2}
+O

(
n−3

)
.

It is interesting to note that the third order cumulant κ3 (γ, φ) does not depend on the tuning constant

φ. From this expression, we can see that the first requirement in (5) is satisfied only when γ = −1.
Therefore, to evaluate the fourth order cumulant, we focus on the case of γ = −1. To this end, it is

useful to note that for γ = −1, it holds

R
(1)
−1,φ = R

(1)
−1,−1, R

(2)
−1,φ = R

(2)
−1,−1, R

(3)
−1,φ = R

(3)
−1,−1 −

1

8
(φ+ 1)2

(
1 + α2

3 − α4

)
A3

1.
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By utilizing these relationships, the fourth order cumulant κ4 (γ, φ) with γ = −1 is obtained as

κ4 (−1, φ) = 4E

[(
R

(1)
−1,−1

)3
R

(3)
−1,φ

]
− 12E

[(
R

(1)
−1,−1

)2]
E
[
R

(1)
−1,−1R

(3)
−1,φ

]
+(terms involving moments of R(1)

−1,−1and R
(2)
−1,−1only)+O

(
n−4

)
= −1

8
(1 + φ)2

(
1 + α2

3 − α4

) (
4E
[
A6

1

]
− 12E

[
A2

1

]
E
[
A4

1

])
+O

(
n−4

)
.

From this expression, we can see that the second requirement in (5) is satisfied only when φ = −1.
Therefore, in the class of the generalized power divergence statistic `γ,φ (µ0) considered in this paper,

only empirical likelihood (i.e., the case of φ = −1 and γ = −1) is Bartlett correctable. This result also
implies that the exponentially tilted empirical likelihood statistic (i.e., the case of γ = −1 and φ = 0)

considered by Schennach (2005, 2007) is not Bartlett correctable.

4 Discussions

It is interesting to investigate other properties of the generalized statistic `γ,φ (µ0) for different values of

γ and φ. For example, Baggerly (1998) argued that the weight pφ,i given by (3) can be negative when

φ > 0, and Schennach (2007, p. 641) conjectured that lack of
√
n-consistency of the point estimator

under misspecified generalized estimating equations can occur for any φ ≤ 0. Also, if some weight pφ,i
takes zero, the statistic `γ,φ (µ0) diverges when γ ≥ −1 but is finite when γ ≤ 0. From a practical point

of view, it should be noted that the minimization in (3) has an explicit solution when φ = 1.

This paper shows that in the class of generalized power divergence family, only empirical likelihood

(φ = γ = −1) admits Bartlett correction, which yields a confidence interval with coverage error of

order O
(
n−2

)
. This result also confirms the finding of Jing and Wood (1996), exponential tilting

likelihood (φ = γ = 0) is not Bartlett correctable. However, recent research has shown an attractive

multiplicative feature of the coverage error of the exponential tilting-based confidence interval. In

particular, Ma and Ronchetti (2011) show that in measurement error models, the coverage error of the

exponential tilting-based confidence interval takes the form of
{
1− Fχ2 (·)

}
Op
(
n−1

)
, where Fχ2 (·) is

a distribution function of some χ2 distribution. As pointed out in Ma and Ronchetti (2011), since the

term
{
1− Fχ2 (·)

}
is often very small in hypothesis testing, the relative error

{
1− Fχ2 (·)

}
Op
(
n−1

)
may be potentially more meaningful than the absolute error. It is interesting to extend this study to

the generalized power divergence family considered in this paper, and determine the values of γ and φ

to admit the multiplicative form of the coverage error.

5 Simulations

In this section, we study through Monte Carlo simulations the accuracy of generalized power divergence

statistics. We adopt the same settings analyzed in DiCiccio, Hall and Romano (1991) and consider

testing for mean E [X] where X is generated from (a) standard normal, (b) chi-squared with one degree

6



of freedom, and (c) t-distribution with five degree of freedom. To illustrate our theoretical findings, we

compare six test statistics: (i) empirical likelihood (EL), γ = φ = −1, (ii) empirical likelihood with

exponential tilting probability weights (EL-ET), γ = −1 and φ = 0, (iii) exponential tilting (ET),

γ = φ = 0, (iv) exponential tilting with empirical likelihood probability weights, (ET-EL) γ = 0 and

φ = −1, (v) empirical likelihood with theoretical Bartlett correction (correction factor is computed by

assuming knowledge of the population moments) (EL-B), and (vi) empirical likelihood with empirical

Bartlett correction (correction factor is estimated by sample moments) (EL-EB). Using these statistics,

we construct confidence intervals by employing chi-squared critical values.

Table 1 reports empirical coverages of these confidence intervals. The nominal coverage probabilities

are 90%, 95%, and 99%. In Table 1, we observe that overall the generalized power divergence statistics

provide valid inference for the mean. Indeed, the empirical coverages of all the statistics under investi-

gation are reasonably close to the nominal coverage probabilities. However, it is interesting to note that

the test statistics with γ 6= φ (i.e., EL-ET and ET-EL) typically do not outperform power divergence

statistics with γ = φ (i.e., EL and ET). Finally, as expected, we observe that both Bartlett corrected

statistics (i.e., EL-B and EL-EB) are more accurate than other statistics. In particular, the empirical

coverages of the theoretically Bartlett corrected statistic are always very close to the nominal coverage

probabilities. In sum, generalized power divergence statistics provide valid inference for mean. However,

they do not outperform the Bartlett corrected empirical likelihood statistic.
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Case (a) N (0, 1)

n = 10 90% 95% 99% n = 20 90% 95% 99%

EL 0.8466 0.9093 0.9528 EL 0.8733 0.9300 0.9821

EL-ET 0.8340 0.8887 0.9432 EL-ET 0.8659 0.9206 0.9751

ET 0.8452 0.8997 0.9542 ET 0.8685 0.9242 0.9782

ET-EL 0.8348 0.8892 0.9464 ET-EL 0.8613 0.9163 0.9721

EL-B 0.8735 0.9220 0.9642 EL-B 0.8878 0.9408 0.9851

EL-EB 0.8662 0.9166 0.9619 EL-EB 0.8859 0.9402 0.9847

Case (b) χ2
1

n = 20 90% 95% 99% n = 40 90% 95% 99%

EL 0.8393 0.8941 0.9533 EL 0.8697 0.9190 0.9762

EL-ET 0.8315 0.8883 0.9484 EL-ET 0.8643 0.8952 0.9733

ET 0.8382 0.8852 0.9422 ET 0.8655 0.9162 0.9661

ET-EL 0.8331 0.8806 0.9377 ET-EL 0.8602 0.9120 0.9625

EL-B 0.8846 0.9294 0.9705 EL-B 0.8899 0.9387 0.9828

EL-EB 0.8549 0.9062 0.9579 EL-EB 0.8789 0.9301 0.9783

Case (c) t5
n = 15 90% 95% 99% n = 30 90% 95% 99%

EL 0.8506 0.9066 0.9666 EL 0.8713 0.9282 0.9784

EL-ET 0.8365 0.8922 0.9543 EL-ET 0.8623 0.9199 0.9720

ET 0.8498 0.9094 0.9680 ET 0.8719 0.9271 0.9768

ET-EL 0.8390 0.8978 0.9594 ET-EL 0.8634 0.9196 0.9725

EL-B 0.9079 0.9510 0.9857 EL-B 0.9018 0.9463 0.9865

EL-EB 0.8662 0.9208 0.9723 EL-EB 0.8836 0.9343 0.9815

Table 1: Empirical Coverages. We report empirical coverages for (i) empirical likelihood (EL), (ii) empirical likelihood

with exponential tilting probability weights (EL-ET), (iii) exponential tilting (ET), (iv) exponential tilting with empirical

likelihood probability weights (ET-EL), (v) empirical likelihood with theoretical Bartlett correction (EL-B), and (vi)

empirical likelihood with empirical Bartlett correction (EL-EB). The nominal coverage probabilities are 90%, 95%, and

99%. In the first panel, data are drawn from the standard normal with sample sizes n = 10 and 20. In the second panel,

data are drawn from the chi-squared distribution with one degree of freedom with sample sizes n = 20 and 40. In the third

panel, data are drawn from the t-distribution with sample sizes n = 15 and 30. The number of Monte Carlo replications

is 10,000.
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