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Structural Transformation,
the Mismeasurement of Productivity Growth,

and the Cost Disease of Services

Abstract

If workers self-select into sectors based upoir tieéative productivity in different tasks,
and comparative advantage is aligned with abseldv@ntage, then as a sector's employment
share increases (decreases) the average efficétsyasrkforce will fall (rise). This provides a
potential explanation for the differential in theasured productivity growth of contracting
goods and expanding services. Using changes @nslefexpenditures as an exogenous shifter of
employment shares, | estimate that the elasti¢ityasker efficacy with respect to employment
shares is substantially negative. While conveumti@stimates indicate that productivity growth
in goods is .8% and 1.4% faster than in servicekerlJS and the OECD, respectively,
regression point estimates suggest that the tftexehce might lie between a .5 percent
advantage for goods and a .4 percent advantageirfaices. Taking the middle of this range, the
view that goods and services have similar produgtgrowth rates provides a plausible
alternative characterization of growth in developednomies.

Alwyn Young*
Department of Economics
London School of Economics
This Draft: October 2013

*| am greatly indebted to Martin Eichenbaum, HongeSi and anonymous referees for
many helpful comments.



[. Introduction

One of the strongest and seemingly most acculateacterizations of the process and
problems of growth in advanced economies is WillBaumol's "Cost Disease of Services."
Baumol's argument, begun in papers as early as d@éSontinuing to this very day (e.g.

Baumol 1965, 1967, 1985 and 2012), starts fronpthenise that productivity growth is
inherently more difficult to achieve in the prodoct of services than in the production of goods.
With the two industries competing for factors obguction in the same factor markets, the
relative cost of producing service output ineviyatides. If the demand for services were income
inelastic and price elastic, these trends wouldoose a problem, as the share of services in
nominal GDP would decline. Alas, precisely the agife is true, and services garner an
increasing share of nominal output. Aggregate petdity growth, equal to the nominal output
share weighted average of sectoral productivitywgie, must steadily declirfe.

Decades of data on productivity growth in goods services have confirmed Baumol's
thesis turning it, for all intents and purpose$; ia stylized fact of economic growth.

Productivity statistics, however, are based orfianeamental assumption that each new worker
is qualitatively the same as every old workef.workers self-select into industries based upon
unobservables, this assumption may create a systeois, as the type of workers present when
an industry is small may not be the same as whemttustry becomes large, and vice versa.

In his "Thoughts on the Distribution of EarningRby (1951) identified the mechanism

central to this paper. Workers select the industwhich they have the highest relative

Although not mentioned in the papers cited abawglicit in Baumol’s argument is the notion thatdee
output is relatively non-tradeable. Otherwise, lonoductivity growth in services could be met,e#dt at the
individual country level, by exporting more manutaes for services.

“To be sure, more sophisticated analyses divide everikto categories based upon observable detentsina
of human capital such as age and education, bhinnétach category the assumption is ultimately nbdeall
workers are identical.



productivity, i.e. a comparative advantage. Ifiudbal productivity in different tasks is
uncorrelated or at worst weakly correlated, thetividuals having a comparative advantage in
an industry will on average also have an absoldt@a@tage in that sector. As a sector expands
by offering higher wages to prospective workergwlgere in the economy, it will draw in
individuals with both a lower comparative advantagd a lower absolute advantage in the
sector, while leaving individuals with the highestmparative and absolute advantage in
competing sectors. Consequently, productivitydpasmding sectors will appear to decline and
productivity in contracting sectors will appearige. In sum, in a Roy world the apparent
disparity in the productivity growth of goods arehdces may come about because services
expand by drawing in people who are, as exampss,ddept at finance, law and medicine,
while goods sectors contract by shedding the Ealstfarmers, manufacturers and miners, all of
which is not taken into account in measures of petidity growth. Underlying true levels of
productivity growth, i.e. taking into account theseage efficacy of the workers present in the
two sectors, might not be all that different.

Figure I, which graphs the relative supply and dedifor services, summarizes the
argument made in this paper. Baumol's supply cisressentially a horizontal line, determined
by the relative productivity of the two sectdré\s goods experience more rapid productivity

Baumol

growth, this supply curve shifts up, frd&f*™ to S, , exemplifying the cost disease of
services. Atthe same time, as a consequence oélftively higher income elasticity of demand
for services, the relative demand curve shiftsfiaurh Do to D;. The equilibrium moves frorgy

to E;, with a higher relative output and price of seegicwhich consequently has a growing

%f the capital income shares (i.e. factor inteesitiof the two sectors differ, the supply curve b
upward sloping even without the effects Roy dessibHowever, as discussed in Appendix A, empisicak
capital income shares of goods and services itiheconomy are almost identical and the upwardesiophe
supply curve attributable to this effect is nedllgi i.e. an increase in relative prices of .4 ¢ percent as relative
output goes from 0 t@. In the sources cited above Baumol and his chemstnever emphasize a relative price
effect emanating from relative factor intensitiesl ain this regard, appear to be completely correct



Figure I: Alternative Views of Relative Supply
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nominal share of the economy. An alternative higpsis, however, is that the supply curve is
substantially upward sloping because of the caicgldbetween comparative and absolute
advantage Roy describes. As drawn in the figine Roy supply curv&® intersects botk,

andE;. This describes a situation in which productigtpwth is the same in both sectors, so the
supply curve does not shift, but the relative desineurve shifts out as incomes rise. Here the
rise in the relative price of services is drivemgby by the changing efficacy of the average
worker in each sectdr.

Figure | makes clear that the Roy model does any dhe rise in the relative price of
services, it merely explains it with a differentehanism. Figure Il illustrates why this matters.
Panel (a) draws the linear production possibilifiestier implied by the Baumol model, which
rotates out as goods experience more rapid pradiyogrowth® Panel (b) draws the Roy
production possibilities frontier, which shifts awtiformly when productivity growth is identical
in both sectors. This panel shows that the sam#il@ium price and quantity relations can be
explained with equiproportional shifts of the irtepts of the production possibility frontier and a
movement along its concave surface. For the pegpotheuristically illustrating welfare
implications, the diagrams also include socialfiiedence curves which, under the assumption of
competitive markets, are tangent to the produgiimssibilities frontiers. Aggregate total factor
productivity growth is the proportional increasele length of the ray from the origin to the

tangent line on the production fronti@\(/V in the figure)® In the Baumol model, as the share

“As Figure | makes clear, for Baumol’s argumeniiesi not matter whether or not the relative regbwiunf
services is rising (only that its nominal sharsmigeasing), but for the Roy argument it does. rBaluet al (1985)
argue that there is no change in the relative duipgoods and services. This is actually not.trAe discussed in
Section lll, US and OECD data clearly indicatergdarise in the relative real output of servicethie post-war era.

°For the purposes of this expositional diagramslage that factor supplies are constant.

®To see this, note that if inputs are constant §asmed in the diagram), we can describe the probfem
maximizing GDP as one of maximizingdP+ P,Y s.t. 0 >F(X,Y,t). Differentiating the binding production
possibilities constraint, we have (g)dX + RdY + Rdt = 0. Rearranging and making use of the firdeor
conditions from the maximization probleFx=Px, etc), one finds that:
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of services in total expenditure grows, the grovetie of this vector slows. In the Roy model, the
proportional growth rate remains constant. Oweetthere is a growing discrepancy in the
instantaneous rate of welfare growth predictedhgytivo models.

This paper draws its inspiration from recent iegtin the macro implications of Roy’'s
model. Lagakos and Waugh (2011) argue that seteeffects of the type described in this paper
can explain the greater relative productivity ofiagitural workers to non-agricultural workers in
countries with larger non-agricultural sectors.igdsHurst, Jones and Klenow (2012) calculate
the inefficiency associated with the historical centration of women and African-Americans in
particular occupations using a Roy model and atigaethe gradual elimination of barriers to the
participation of these groups in other occupaticars explain as much as 1/6f post-war US
aggregate wage growth. Kuralbayeva and Stefa@8ki3), independent of the early draft of this
paper, argue that the decrease of manufacturinmubbtought about by the appreciation of the
real exchange rate associated with resource wisdjaherates a spurious rise in manufacturing
productivity as the contraction of the sector leagrly the most productive workers behind.
This paper extends these Roy-related analyse® tgetheral consideration of the relative
productivity of goods and services. Along the wiagstablish the theoretical bias in
conventional measures of sectoral and aggregatigtivity and clarify the mathematical
conditions necessary for Roy effects to be pre@entfor average worker efficacy to be
declining in a sector’s employment share). WHilke papers above calibrate their models, this

paper estimates the size of Roy effects using ssgre techniques.

Urep = —AF,/GDP =6, g, + 6,9,

where) is the value of relaxing the PPF constraihtthe GDP share of product i, agdhe growth of the output of
i. Thus, total factor productivity growth, the partionate value of the time trend relaxation & BPPF constraint,
equals the GDP share weighted increase of the bafmach product. (a) above, however, holds wdrette dX &
dY are the observed values or imposed values sithdX =g*X & dY = g*Y. Thus, regardless of the bias of TFP
growth, one can equally say tltatr = Oxg + 6vg = g. gis the proportionate increase in the length ofvetor
(with slope determined by the current productiondiea) from the origin to the production possibdgifrontier.



With regards to empirically estimating the elasfiof average worker efficacy with
respect to the sectoral employment share, the &sgnpeter in the macro implementation of the
Roy model, there has been little prior researctpafial exception is provided by McLaughlin
and Bils (2001), who use PSID data to show thatwhges of entrants or leavers are lower than
those of continuing workers. However, as showthimrbelow, the PSID data used in that paper
mostly concern simultaneous entry and exit (a foframployment churning) and are
uncorrelated with changes in sectoral employmeattesh This paper focuses directly on the
impact of changes in sectoral employment, usingapei sector employment changes driven by
changes in military spending to identify the elaisfiof average worker efficacy with respect to
sectoral employment.

Zvi Griliches, in his presidential address (19843 earlier (1992), brought to the
profession’s attention the shortcomings of US messsaf service sector output, such as those
which extrapolated inputs, eliminating productivifsowth by construction. Since his time,
however, there have been vast improvements inatienal income accounts measures of service
sector activity, particularly in regards to theaettime period (1987-2010) which is the focus of
this paper’s analysis. Triplett and Bosworth (200#vide a review of these developments and
the problems which remain. This paper takes asngilie official measures of sectoral output,
focusing on the systematic bias brought about byfdHure to consider the relation between
employment shares and average worker efficacy.

The paper proceeds as follows: | begin in Sedtity presenting a simple Roy model,
showing how the bias in sectoral measures of fatabr productivity growth and the slope of the
relative supply curve depend upon a key parameterelasticity of average worker efficacy
within a sector with respect to that sector’s sludr®tal employment. Section Il also shows how

correlation between an individual's productivitydifferent activities can eliminate the positive



association between comparative advantage andubsalvantage, overturning Roy’s

prediction that average worker efficacy is inveyselated to a sector's employment share. Thus,
the relation between worker efficacy and sectomgbleyment depends upon the process
generating individual productivity draws, i.e.stultimately something that needs to be estimated
empirically rather than identified theoretically.

Section Il presents industry level evidence thatelasticity of worker efficacy with
respect to sectoral employment is, indeed, subatiymegative. Projecting the Bureau of
Labour Statistics KLEMSmeasures for the United States private sectodeivinto 60 sectors,
and the University of Groningen’s KLEMS measuraspiovate sector activity in 18 OECD
countries divided into 29 sectors, on a varietinefruments, | find that defense spending is the
only instrument that robustly satisfies the dugluieements of 1 stage significance and®stage
exogeneity (the exclusion restriction) necessaryvio stage least squares (2SLS). Estimates of
the long run elasticity of worker efficacy with pest to the sectoral employment share range
from -.5 to -1, with most observations concentratethe more negative half of this range. | also
find that an elasticity of -.75 equalizes goods sexvices productivity growth in the US and the
OECD at large. It produces a stable Roy supplyewhich matches the historical US and
OECD data on relative goods and services priceqaadtity growth, as heuristically illustrated
in Figure | above.

Section V concludes the body of the paper. AppeAdrovides mathematical proofs of
all of the claims made in Section 1. While the Bhdjusts its aggregate economy-wide
measures of labour input growth for compositioritdats, it does not do this in the sectoral
KLEMS data base. Appendix B describes how | dgveletailed sectoral measures of labour

composition which | use to adjust the BLS measoféetal factor productivity growth and the

"Capital (K), labor (L), energy (E), materials (Mjcapurchased service inputs (S).



sectoral measures of changing employment shatieally; Appendix C provides a review of the
PSID data used in the McLaughlin and Bils papertioaed above, showing that it concerns
simultaneous entry and exit, rather than the olvergansion and contraction of sectoral

employment, which is the focus of Roy’'s model amd paper.

Il. Structural Transformation and the Mismeasurement of Productivity

In this section | present the main theoreticaliltssof the paper. Throughout the analysis
| focus on supply relations alone, leaving the gelnequilibrium closure of the model with
preferences and demand unspecified. This islbethuse | do not want to take a stand on the
nature of preferences and demand (including trad®) because it is unnecessary to do so. All
of the implications of the Roy model can be und®rgtin terms of the supply curve and all of
the theoretical analysis can be understood in tefmsovements along that curve, movements
whose causes, while obviously related to demandotmeed to be specified. To focus on
intuition, | confine the mathematical proofs of ttleims made in this section to Appendix A.

(a) A Simple Model

Consider an economy with two perfectly competiiiv@ustries, goods (G) and services
(S). Value added in industry i (= G or S) is proed with capital and labour:

M Q= AFi[Ki, Ia(u)J

uriSet,
whereS; is the set of workers labouring in industry i angd(u) is the efficacy or productivity of
individual u when working in industry i. Each worker is endoweth a pair of industry
productivities ¢, zs) which is drawn from some joint cumulative distriion functionG(zg, zs).

Workers move to the industry providing the higHesincial reward. Thus, wity,



denoting the wage per unit of effective labour @ftein industry i, the set of individuals
choosing to work in that sector is given by:

(@ Set; ={ulwz (L) >w,z )}
where j is the sectoral complement of i. Definas the probability a worker selects industry i
or, equivalently, the share of the labour forcenofustry i. WithL denoting the total labour
force,L;, the number of workers in industry i, equals. For a given distribution oz, zs)
draws,r; is determined in a general equilibrium that inesiéd specification of demand, with
drmi/dw > 0, wherev = wi/w;.

Define the expected efficacy of a worker in secti.e. their productivity conditional on
working in that sector, as

Izi (u)du Izi (u)du

€)) Z :E(Zi(u)lumseti):uusetij‘du :UDSTL*H

ulSet;

As proven in Appendix A, regardless of the disttiba function generating the paired draws
(zs, Z5) , the elasticity of expected worker efficacy wigspect to the sectoral employment share

is greater than -1:

@ =225
dr z,

From (3), we see that if we ignore the numeraterefasticity ofz with respect to is -1. The
numerator, however, is increasingrinas anything that increases the total number okere

will increase the cumulative sum of their produitiés. Consequently, the overall elasticity of
Z with respect tor; will be greater than -1 (examples for particulandtional forms are provided
in Appendix A). None of the empirical estimatesganted later in Section 1l rejects this

prediction. WhileZ may be positive or negative, Roy (1951), as expldiin the Introduction,
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argued that it should be negative, i.e. averag&evafficacy declines as a sector expands and
draws in less productive workers. For the momientll assume this to be true.

Aggregate labour input in an industry is a prodafdhe number of workers times the
average efficacy per worker, so the production tionds usefully reexpressed as:

®) Q= AFi(Ki , Lizi)
From this, we see that total factor productivitpwgth, properly calculated, is givenby

6) Altrue) =Q -OK, -0, ([ +3)
where a ” denotes a proportional change@n@&nd®,; are the factor income shares of capital
and labour in sector i, respectively. Unfortunatel estimating total factor productivity growth
growth accountants treat each new worker as thiwaqut of existing worker3 estimating total
factor productivity growth to be

(1) A(est) =Q -0, K -0, = A(true)+0,7 = Al(true) +£0, 71
If average worker efficacy depends inversely oe@a®@’s share of the labour forcg< 0),
growth accountants will systematically overestinaiductivity growth in sectors whose labour
share is contracting, such as goods industriessgstdmatically underestimate it in sectors
whose labour share is expanding, such as services.

In a world in which heterogeneous workers chobse& bccupation based upon their
unobserved productivity in different tasks thereyraso be biases in conventional measures of

aggregate economy-wide total factor productivityvgth. Aggregate productivity growth equals

®The derivation is the usual one for total factardurctivity calculations. With perfect competitithe
capital rental and wage per unit of effective labegual the value marginal product of each fatorthe elasticity
of the production function with respect to eactidaequals the factor income share.

°A more refined practice is to differentiate workar® types based upon observable characterisiits as
age and education. Within each type, however, makgvorkers are treated as identical to averageevs,
producing the same problem, as | show when | extieaanodel further below.
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the sum of sectoral productivity growths weightgdheir shares of aggregate value added:

A — A _RQ
) A(true)—ZQiA(true) where Q, = Q GDP

and GDP =) PQ,

As proven in Appendix A, regardless of the chanasties of the joint distribution from which
the paired individual productivitiegd, zs) are drawn or the elasticity of average workeicaffy
with respect to the employment shafg the growth accountant's estimate of aggregate

productivity is related to actual productivity griwby the formul&
9 Aest) =) QA (est) = Aftrue) + ZG—[L)PWde = Altrue) + Y. Q0,7

wheredr; is the change in sector i's share of total emp&yandW, = w z equals the average
earnings of a worker in sector i.

While the last equality in (9) expresses the asrms of the traditional proportional
changes of growth accounting, the next to last iguwith its emphasis on average earnings, is
more illuminating. Within the standard growth agobng framework, which treats all workers
within a sector as identical, any difference inrage sectoral wages is an indication of
inefficiency, an inequality in the value marginabguct of labour. Consequently, growth
accountants implicitly treat the movement of woskiEom sectors with low average wages to
those with high average wages as an improvemeaggnegate efficiency, a "gain from
reallocation”. In a Roy model the marginal worlkdds that his value marginal product is
equalized across sectovgz(u) = wjz(u), but there is nothing forcing the average valuegmal
product of workers in a secto =w,z ) to be equalized across industries. Average malgi

products reflect characteristics of the infra-maagjdistribution of heterogenous talent within

From (7) and (8) one can see that the aggregasedrbialves some weighted sum of changes in sectoral
average worker efficacies. The proof in the appesgidows how these can be transformed into a wagghted
sum of changes in employment shares.

12



industries. They may equalize across sectorsajagdns to be the case whenzhere draws

from fréchet distributions, or they may not, athis case for draws from exponential distributions
(see Appendix A), but gaps in these average prechaither reflect the degree of inefficiency
nor potential gains from reallocation. As it sppans, in US and OECD data of the past few
decades the average wages of goods and servicens@ie quite similar (see Section Ill), so |
find little aggregate bias in estimates of totakdéa productivity growth for these countries, but
these issues could be quite relevant in the stiigyoauctivity growth and structural change in
developing countries where, for example, thereoften large differences between agricultural
and non-agricultural wages.

Finally, | turn to the derivation of the shapetlué relative supply curve. | make two
empirical assumptions which, although not univectaracteristics of the model, approximately
characterize the US and OECD economies (see e®dation 11l below): (1) average wages per
worker are proportional across sectors; and (2pfancome shares are the same in the two
sectors. Mathematically, these amount to:

rKs rKy

0 W. =w.z. Ow.z. =W. and
(1) G G -G S<S S WGI—G WSI—S

SO W —Wg=Zs -7, and Kg —L, =Kg-Lg
where r is the common rental per unit of capitat Q = AF,(K;,L,z) andL, = L7, we have
1) Qs ~Qs = A, ~A+0, (Ko -Ky)+0, (L + 2, - L5 - Z)
= A=A+ - 7)+ 0, (2~ 2) = A - A+ (UE+0,)(% - Z)
From the dual measure of total factor productigitywth A =©,f +0,W -P ' so

12) P, -P, =0, (Ws —W) +(A; —A)) =0, (2, — Z5) + (A, - A)

UTotally differentiatingPQ, = rK, + WL Z: P+Q =0, (f +K,)+O_(W +L, +Z) . Substituting for
Q gives the equation in the text.

13



Finally, substituting forﬁG - is using (11), we derive the shape of the Roy suppiye:

09 8 -8 = L2001 b fA-A) o

The first term on the right-hand side of (13) gitles slope of the supply curve; the
second term gives the vertical shift associated withange in relative total factor productivities.
For 0 >¢ > -1, the supply curve is upward sloping, as drawfigure | of the Introduction. In
the special case whefe= 0 and average worker productivity does not weiti the sectoral
employment share, labour is, for all intents angppses, homogenous and the supply curve
reduces to:

a4 I5S - I5G = ﬁb - AS [Baumo]
With Ps/Pg independent oQs/Qg, this is, of course, Baumol's horizontal relasupply curve.

Equation (13) highlights the fact that, in the atzseof differences in productivity growth
rates, there is a limit to the relative price growtat can be explained by Roy’s model of self
selection. With the labour share of 2/3 observetthée US and OECD economies Zagoes from
0 to -1 the slope paramet® £/(1-0.&) goes from 0 to 2. Thus, the Roy supply curvelmano
steeper than 2, i.e. the historical growth of #lative output of services to goods has to be at
least %2 the historical growth of the relative piiicene wants to eliminate Baumol type effects
from the story. As it so happens, the historicalngh rates of relative goods and services
outputs and prices in the US and the OECD at lapgear to be about equal (see Section lll),
which can be explained, in the absence of anyrdifiees in productivity growth, with&of -.75.
This value is comfortably within the range of lamgp estimates using defense spending as an

instrument reported later in Section 11l
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(b) Comparative and Absolute Advantage and the Sigof ¢

In Appendix A | prove that sufficient conditionsri§ the elasticity of average worker
efficacy with respect to a sector’s share of tetaployment, to be less than zero are that (a) the
sectoral productivity draws are independent of each other; and (b) the eigstitthe
cumulative distribution function for each of thexdss,(dG/d2)* (ZG), is decreasing in the
productivity of the draw. The latter charactedss true of all of the popular distribution
functions defined on non-negative numbers, i.ecthesquared, exponential, F, fréchet, gamma,
lognormal, pareto, rayleigh, uniform and weibuBtdbutions'? so | relegate a discussion of its
role to the appendix. The assumption of indepecel&more problematic, so | explore its role
here with a simple example and diagram.

Consider a two sector example where the draw fdoseis deterministically related to
that of sector j by the equatia= z", with z drawn from any distribution function. Workers
will select sector i ifv z > w; z or, equivalentlyw; /w; > z'". Figure Ill illustrates how the
characteristics of the resulting equilibrium variyhw;. Panel (a) considers the case whgetr®,
i.e. the productivity draws are negatively corretht The upper quadrant of the diagram shows
that there exists a marginal drawsuch that all workers with draws greater taawork in
sector j and all workers with draws less th,élwork in sector i. The productivity of workers in
sector i is illustrated in the lower quadrant, wehttre axis, despite its location below the
horizontal line, should be read as representingipesiumbers. Witly<0, the productivity of

workers in sector i is negatively related to théraws. z. is given by the average of the workers

J

to the right ofz,-*, while Z is given by the average of the workers below §oeith of)z = z*".

2While this condition may be true for all of the Wehown distributions, | should note that it ishérd to
think of distribution functions where it is not.his, the distribution function G(z) = (exp(z)-1x46€¢1)-1) defined on
[0,1] violates the condition and, in a simple tvezt®r example, produces regions where the averageigtivity of
workers in a sector is rising in the sector’s stdrotal employment. | should also note thattfa uniform
distribution defined on [a,b], for a > 0 the elesi of the cumulative distribution is strictly deasing in z but for
a =0 itis constant and a weaker form of the theoapplies{ is hon-positive).
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Figure Il Correlated draws, z,=2
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As w; /w; increases, sector j sheds workers with less theaterage productivity in that industry,
while sector i gains workers with less than therage productivity in that sector. Average
productivity rises in the sector losing workers &aits in the sector gaining workers, &o< 0.

Turning to panel (b) of the figure, we consider tiase where the draws are positively
correlated, sd > # > 0. With a positive relationship betwegrandz, z; is once again given
by the average of the workers to the righz,-*quut Z now equals the average of the workers
abovez . Aswi/w; rises, industry j sheds workers with less tharaetferage productivity in that
sector, but industry i gains workers with more titaraverage sectoral productivity.is still
negative for sector j, but it is now positive fexctor i.

Returning to the trade terminology used in theodtiction of this paper, if there is a
positive correlation between comparative advangagkabsolute advantage, then marginal
workers entering or exiting an industry will haess$ than the average sectoral productivity. If,
however, the correlation between comparative asdlate advantage is negative, marginal

workers will have more than the average produgtivih panel (a) of Figure IIl, workers who

BFor the casg > 1, rearrange = z"asz = zY" renamei as jand j as i and proceed with diag®m
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choose to work in industry i or j (a consequencearhparative advantage) are absolutely more
productive in that sector than workers who choossdrk in the other sector, so comparative
advantage is positively correlated with absoluteaathge. In panel (b), this is true for sector j,
but it is no longer true for sector i. In the ca$sector i, workers who choose to work in the
industry (those witlz, lying north ofz™ on the vertical axis) are absolutely less prodwedin that
sector than those who choose to work elsewhersétiithz lying south ofz” on the vertical
axis), so comparative advantage is negatively taige with absolute advantage.

Roy argued that if a worker’s productivities infdient sectors are independent of each
other, then the marginal worker entering or exitmgndustry will be less efficient than the
average worker in that sector. The theorem desgrdbove and proven in Appendix A shows
that, modulo a technical density condition, Royosjecture is true. Figure Ill shows that
positive correlation between an individual’s protikity in different sectors undermines the
association between comparative and absolute aalyanproducing an indeterminate association
between average and marginal productivities. hstrocting total factor productivity growth
estimates, as discussed shortly below, the groedbumtant typically adjusts for observables
such as age and education that create positivelabons in individual productivity across
industries and tasks. These adjustments are, leway no means exhaustive and it remains an
empirical question whether or not comparative ath@ais positively or negatively correlated
with absolute advantage. The empirical resulthefext section, interpreted in the light of the
Roy model, provide some evidence in favour of tieenthat the elasticity of average worker
efficacy with respect to a sector's employment shaunegative, i.e. that by and large
comparative and absolute advantage are indeedvebgitorrelated.

(c) Practical Extensions

A modest amount of notational and algebraic conmplenust be added to the model to
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bring it to the data. To this end, imagine tharéhare N sectors with gross output in each sector
i a function of J types of labour input and M tyméother inputs:

15 Q=AF| [2W), [ZW), ... [FW). M} M7 . M

uDSet! uDSet? uDSet;

where | now use superscripts to denote the typepoft and subscripts the industry. The switch
from value added to gross output reflects thettaat my data sources, the BLS and Groningen
KLEMS, measure total factor productivity growthtla¢ sectoral level, using the gross output
concept, so the list of M additional inputs movegdnd capital and includes intermediate inputs
such as materials, services and energy. Goodassnof total factor productivity growth
typically adjust for "labour quality" by decompogitabour into mutually exclusive categories
based upon observable determinants of human capithlas sex, age and education. This
decomposition not only produces more accurate measi total factor productivity growth, it
also implicitly controls for factors that produc@asitive correlation in individual productivity
across tasks, as noted above.

While the Groningen KLEMS adjust for labour qualitye BLS KLEMS measures do not
adjust for labour quality, using only total labdwurs as the measure of labour input. Using
Current Population Survey data, | have construntedsures of labour input for each of the 60
KLEMS sectors cross-classified by sex, age (6 categ) and education (5 categories). | follow
a methodology very similar to that used by the Bi.roducing its measures of labour quality
for the aggregate economy, using the CPS datatéondime the distribution of workers by
characteristic, but benchmarking the sectoral $atdhours and workers using the BLS Current
Employment Statistics data. Details are provigdedppendix B. | use these estimates to adjust

the BLS TFP growth measures for the changing coimipn®f the workforce and to calculate
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the changing shares of workers by characterisia §17) below. The main results, however,
can just as easily be found with the unadjusted Bai8, as reported in footnotes later.

To extend the model to this environment, let esolker of type j be endowed with a set
of N industry productivitiegz',z} ,...,z),) drawn from some joint distribution function and le
Wij denote the wage per unit of effective labour oktym industry i. A worker chooses to work
in sector i ifw/ z' (u) >w]z) (u) O k#i. Total factor productivity growth in each sedi®r

given by
16) A(true)=Q -> 0l (Ll +2z)-Y opM"
j m

where Lij is the number of workers of type j employed in sectz' is their average efficacy, and
the Oii and O}, represent the factor income shares of workergp#f f and other inputs of type

m in sector i, respectively. Conventional measofédstal factor productivity growth, by

ignoring changes in the average efficacy of worklease a bias equal to:
@7 Afest)=Q - Y OLL - ORM = A(true) + 3 ,0/2/
] m j
= A(true) + &Y 0,77
j

Growth accounting calculations intrinsically assutimat all workers of a given type are the same.
Unless the list of observable worker charactesstmmpletely exhausts the determinants of
individual productivity, the productivity of the mginal worker entering or exiting an industry

will generally be different than that of the seelaverage for that type of worker. If the
elasticity of average worker efficacy with respecthe employment share is negatige(),*

conventional growth accounting will under or ovatstproductivity growth in sectors with

1417) assumes thétis the same for all sectors and types at all timigss is precisely true for some
distribution functions (e.g. independent draws frieréchet distributions with the same dispersiorapeter).

Otherwise, one must takeas an average of the differing elasticities.
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expanding or contracting employment shares, resjegt

Finally, | note that for productivity measures é&@sipon gross output the appropriate
measure of economy-wide productivity growth andhitas in conventional estimates are once
again given by equations (8) and (9) earlier, ektiggt, withQ; now denoting gross-output rather
than value added, the sectoral weights P,Q;/GDP are the "Domar weights" (Domar 1961,
Hulten 1978) and sum to more than one in aggredaeause sectoral output is also used as an
input in other industries, rather than simply a poment of final demand, each sector's
productivity growth has a multiplied effect on aggate productivity. We can define aggregates
for goods and services, separately, by using thE Gilyinating in each sector as the

denominator:

A A _PQ ~ ~ GDP, ~ GDP,
18) A = Q. where Q ="~ ,and A= +
( ) i imlz(j) |A i GDP] Ab GDP AS GDP

and wherd(j) is the set of industries in sector j = G or S @®shown, aggregate productivity
growth is the GDP share weighted average of gondsarvices productivity growth. | use this

formula in my calculation of total goods and seesiproductivity growth in Section 1P,

lll. Industry Evidence on the Elasticity of Worker Efficacy with Respect to
Employment Shares

(a) Empirical Specification
| use the following two stage least squares sjatibn to explore the bias in sectoral

measures of total factor productivity growth broughout by changing labour allocations:

15Since TFP growth measured using the value addemagipequals the ratio of sectoral gross output to
sectoral value added times TFP growth measured tisengross output approach, (18) transforms thesgoutput
TFP measures into a value added share weightedfsectoral value added TFP measures. For theeggty
economy, Domar's method aggregates sectoral gutgatol FP measures into the implied aggregate \adiged
TFP measure. (18) is a simple extension of hiwateto allow the calculation of sub-total value edigdneasures.
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@9 YAict =0+ Oy + yicljct + <t>2ict * &g
X =0 +35 + iUy + B2+ E(Eiglla) 20

where\?ict is total factor productivity growth in industryf country c in period t, the. are
industry x country dummies capturing mean produtgtigrowth by sector and thg; are country
x year dummies capturing economy-wide fluctuationgverage productivity growth. There is a
well known association between the business cyulenaeasured productivity growth, driven
perhaps by mismeasurement due to changes in capét#ation and the role real technology
shocks play in producing the business cycle. Whidecountry x year dummies account for
mean economy-wide changes, the In change in thenaaunemployment rate]d, entered
separately by industry x countryc(is an industry x country effect), corrects for tyelical
variation in relative industry productivity growthat might otherwise appear as correlation with
other variables. Finally}?ict equals the labour income share weighted sum afttaage in
national employment shares by worker type, as showme right-hand side of (17) earlier. The
coefficient£, by the theory described earlier above, is thstieity of worker efficacy with
respect to employment shares, the principal olojeictterest in the regressidh.

The OLS relation between productivity and emplogtrghares potentially has both
exogenous and endogenous components. On the nderhavements in relative industry
demand, due to the growth of aggregate income anéhonmothetic preferences, will lead to
exogenous changes in relative employment sharaghéother hand, the response of relative
demand to relative price movements brought abouyrbgluctivity growth may lead to an
endogenous response of employment shares to prnatiugtowth. There are special cases

where these effects disappear, such as with hotnothtdity and unitary income elasticities of

This specification estimates a singlebut it is compatible with a world in whichvaries, say, by industry
(&). As long as the variation is independent ofrtbbt hand side variables, there is no bias ana¢tienated value
of £ can be interpreted as the mean value ofth&stimatings by industry is not sensible, as the resulting damp
sizes are tiny (e.g. 20+ observations per industtiie US), while the properties of 2SLS rely ograptotics.
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demand (no exogenous variation of relative demand)ith Hicks-Neutral technical change and
unitary price elasticities of demand (no endogenauition of factor allocations with sectoral
productivity growth), but it seems reasonable tovalfor the existence of both in the dafaAs
shown in the second line of (19), to correct forgmdial endogeneity | run a first stage regression
in which the labour income weighted changes inaatemployment shares are regressed on the
exogenous variables of the total factor produgtiejuation plus an excluded instrument. The
relation of the excluded instrument wm is allowed to vary across industries and countries
(Bic varies by industry x country). Variation by inthysis necessary, as for an instrument to
influence employment shares it must raise employnmesome industries at the expense of
others, and variation by countries allows for défeces in the composition of otherwise
nominally “identical” sectoral aggregates. Becaitlseinstrument is interacted by industry x
country, i.e. appears multiple times in the regoegst is possible to perform a valid
overidentification test of the exclusion restricti@ven though only “one” instrument appears in
the regressioft

| draw on two datasets which provide comprehensigeasures of private sector total
factor productivity broken down by sectoﬁc(above). First, | use data on total factor
productivity growth by sector drawn from the Buredl abor Statistics’ KLEMS (capital,

labour, energy, materials and business serviceapdse, which provides estimates of US private

Y"Ngai-Pissarides (2007) provide an analysis of #seavith homothetic utility, Hicks-Neutral techrlica
change and inelastic demand, where all of theioeldtetween labour allocations and productivitgmslogenous.
Homothetic utility, however, provides a poor chaegization of demand, as it implies that relativentities fall
with relative prices whereas, as discussed belosvptrerwhelming trend in the OECD is for relativeaqtity to rise
with relative price (reflecting non-unitary incorakasticities). Hicks-Neutral technical change mssiiteresting
interactions between factor biased technical chamngethe elasticity of substitution. For exam@estos,
Caprettini & Ponticelli (2013) show that despiteiafinite elasticity of demand (free trade), labaugmenting
technical change in the presence of a low elagtafifactor substitution can actually lead to auetibn in sectoral
employment.

'8 est the reader think there is an error here, fiourthe exactness of the overidentification tesing
simulated data that satisfy the exclusion restnictas discussed further below.
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sector productivity growth disaggregated into 6fpoehensive industries from 1987 to 2010.
As noted earlier, these data do not adjust fockti@ging composition of the labour force, so |
use Current Population Survey data to develop tnglesvel measures of the distribution of
workers by sex x age x education and use thesdjustahe total factor productivity growth and
calculate a compositionally adjusted measure ofigimg labour shares, as described in
Appendix B!® Second, | use the EU KLEMS database, developehebyniversity of

Groningen with a consortium of diverse partnersictidivides private sector productivity
growth in a variety of advanced economies into @@prehensive sectof$. After removing
transition economies, where productivity growth &mctor allocations are likely to be driven by
considerations outside this paper, the sample stsnsf 18 countries, namely: Australia, Austria,
Belgium, Canada, Denmark, Finland, France, Irel¢tatl;, Japan, Korea, Luxembourg,
Netherlands, Portugal, Spain, Sweden, the Unitedj#om, and the United States. The
productivity estimates run from 1970 to 2005, witie available years varying by country. |
shall refer to these data as the OECD or OECD ffpkr notwithstanding their development in
the European Union. Measures of annual unemployfoethe US and the OECD countries are
drawn from the Federal Reserve St. Louis FRED detab

Turning to potential instruments, | consider simpleasures of my own alongside the

The adjusted and unadjusted industry measuresadffeetor productivity growth are available on my
website. My calculations indicate that adjustmdotghe changing sex x age x education composiicahe labour
force lower economy-wide private sector total fagmductivity growth between 1987 and 2010 fromagarage of
.0125 per annum to .0097 per annum.

2’There are actually 31 private sectors, but twoi¢gte households with employed persons” and “extra-
territorial organizations”) are relatively minorcado not appear in all instances. Employment shaire always
calculated relative to national totals (includithg fpublic sector). Although the EU KLEMS TFP cddtions adjust
for the composition of the workforce, the data fded only allow for the calculation of the distrimn of total
workers by sector (not workers by type), so | Uselabour income share times the change in thedotployment
share as th¥ variable, as in egn (7) above. (7) and (17) deetical if the distribution of workers by type is
proportional to the industry share of total empleymi.e.L;’ =(L/L). For the US KLEMS, I find that substituting
the changing shares of total employment for thenghmey shares of employment by worker type yieldtusaily
identical results, as reported in a footnote below.
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more sophisticated constructions of others. UBIR&D, Stockholm International Peace
Research Institute (SIPRI) and World Bank datajrieuments | prepare are: (1) the In change
in country defense expenditures over GDP; (2) tregagge In change in metal prices (aluminum,
copper, iron ore, lead, nickel, platinum, tin amt), and (3) the average In change in oil prices
(Dubai and West Texas Intermediate). Changesfende expenditures, driven by events such
as the collapse of the Soviet Union and 9/11, egaably exogenous to sectoral productivity
growth. There is less reason to feel confideth@exogeneity of metals and oil prices.
Productivity change in key producing or using irtdes in the US and the OECD countries,
which are large actors in the global markets festhmaterials, might produce endogenous
responses in prices. While US defense spendingraelrials and oil prices are available for all
years of my TFP data, because of changes in caneaptcoverage, the SIPRI data on OECD
country military expenditures only extend back @88

| expand the list of potential instruments by addati 15 of the non-technology shock
instruments considered by Stock and Watson (201&)eir dynamic factor model analysis of the
US economy. Covering oil prices, monetary polioycertainty, liquidity and fiscal policy, these
are?? (1) Hamilton’s (2003) measure of the increasthefoil price PPI relative to the max of
the previous 3 years, available for 1962-2010K(an’s (2008) measure of OPEC production
shortfall from wars and civil strife, available f871-2004; (3) the residuals of Ramey & Vine’s

(2010) measure of full gasoline prices regresseldgyed macroeconomic variables, based on

ZIThe SIPRI website notes that SIPRI has not beentalonstruct a consistent series extending lmck t
earlier dates, and the SIPRI data has now becoengtdindard, reproduced in other on-line sourcesh(as the
World Bank) to the exclusion of any other infornoati | tried to construct an alternative seriemmgfown using
historical paper issues of The Military Balancet, ltimately concluded that SIPRI’s concerns almmverage and
data quality are correct.

“In most cases | use the data provided on-line bgksand Watson and follow their procedures (e.g.
AR(2)s, regressions on lagged macro variablestetopnstruct the instruments. The dataset, howeoeatains a
major misreporting of the Ramey-Vine figures (fotawurather than values were copied into the StotKason
spreadsheet), so | use the updated data from ¥dReniney’'s website.
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their updated spreadsheet (available 1959-2011Rd¢mer and Romer’s (2004) residual of Fed
monetary intentions regressed on internal Fed &stsq1969-1996); (5) Smets and Wouters’
(2007), updated by King and Watson (2012), meastiiee shock to the monetary policy
reaction function in a dynamic stochastic genegailéorium model (1959-2004); (6) Sims and
Zha's (2006) monetary policy shock estimated itracsural VAR (1960-2002); (7) Gurkaynak,
Sack and Swanson’s (2005) measure of surprise esanghe federal funds rate (1990-2004);
(8) innovations in an AR(2) of the VIX, as suggestsy Bloom (2009) (1962-2011); (9)
innovations in an AR(2) of Baker, Bloom and Davi@912) policy uncertainty index calculated
from media references to economic policy (1985-20@MD) innovations in an AR(2) of the TED
spread, as provided by Stock & Watson (1971-20(1); innovations in an AR(2) of Gilchrist-
ZakrajSek’s (2012) bond premium (1973-2010); (1ay&ett et al's (2011) measure of
unpredictable changes in bank-level lending stadgl¢i992-2010); (13) Ramey's (2011)
measure of news of changes in the net present valmditary spending divided by nominal

GDP (1959-2010); (14) Fisher and Peters’ (2010)sumesmof excess returns on stocks of military
contractors (1959-2008); and (15) Romer and Ron{2040) measure of tax changes relative to
GDP (1959-2007). | average quarterly or monthlycgis to annual levels.

With the exception of Kilian’s oil production shfafl, the Stock & Watson instruments
listed above are US-centered and not appropriatenf@ECD analysis. However, as shown in
the pages below, none of these instruments perfatralt well in the analysis of the US
KLEMS. Hence, undertaking the monumental taskesetbping similar instruments country by
country is not likely to be profitable. In fadhet only instrument that consistently satisfies the
first stage requirement of significance and th@rdcstage exclusion restriction is defense
spending. Thus, my main point in using Stock & ¥dats extensive list is to highlight the

difficulty of finding alternative instruments foestoral labor allocations.
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(b) Results

| begin by evaluating the suitability of the varsinstruments to the problem at hand. In
Table | below | run the®istage regression of the specification of equatl®) using one
instrument at a time, reporting the p-value offttest on the instrumeritand the total number
of observations. In the case of the OECD, | ordg my instruments and Kilian’s oil production
shortfall, which can be considered part of globahtls. There are two notable aspects of Table I.
First, virtually all of the factors considered bip& and Watson (instruments d through r) are not
meaningful determinants of labour allocations. yahk oil price max measure and Federal
Funds surprises are significant at the 5% level,thase results are suspect as other measures of
oil prices and monetary policy are quite insigrafit. Second, in the OECD sample none of the
instruments are even close to being significant.

Table I's results are perhaps not terribly surpgs To generate a significant reallocation
of labour across sectors, an instrument must noélgnshift macroeconomic supply and demand,
it must substantially alter relative industry syppt demand away from the norm. Many shocks
which have strong aggregate macroeconomic consegsi@md serve as good instruments for the
analysis of macro aggregates might not have safftty strong relative effects for the objective
of this paper. In this regard it is noteworthgttRamey’s (2011) measure of news of changes in
the NPV of military spending is insignificant. Raynargues that, in explaining changes in
macroeconomic aggregates in the United States)dves variable dominates actual defense
spending changes. The macroeconomic influenceaofdy’s news variable, however, most
likely represents the response of private econ@ciiors to the foreseen aggregate consequences

(e.g. on demand and tax burdens) of that spendiumtinuity of private demand suggests that

ZAlthough in each case there is only one instrunientoefficient is allowed to vary by industry auntry,
hence an F-test rather than a t-statistic.
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Table I: f' Stage P-value in Regression of Weighted EmployrBkare Changes on Instrumenls

(instruments evaluated one at a time using spatidic of eqn 19)
United States OECD 18
60 sectors 29 sectors
1987-2010 1970-2005
F p-v. N F p-v. N
(a) A In Country Defense Expenditures/GDP .000 1380 192 8049
(b) A In Metals Prices .000 1380 374 | 12109
(c) A In Qil Prices .833 1380 367 | 12109
(d) Qil Price Increase Over Prior Maximum (Hamil2®03 ) .005 1380
(e) OPEC Qil Production Shortfall (Kilian 2008) .253 1020 762 | 11617
() Residual of US Gasoline Prices (Ramey & Vind@0 .965 1380
(g) Monetary Policy Shock (Romer & Romer 2004) .866 540
(h) Monetary Policy Reaction Shock (Smets & Woug067) .084 1020
(i) Monetary Policy Shock (Sims & Zha 2006) .884 900
() Fed. Funds Surprises (Girkaynak et al 2005) .000 900
(k) VIX Innovation (Bloom 2009) .863 1380
() Policy Uncertainty Index Innovation (Baker ¢2812) .092 1380
(m) TED Spread Innovation (Stock & Watson 2012) 1.00 1380
(n) Bond Premium Innovation (Gilchrist & KayrajSae12) 1.00 1380
(o) Bank Lending Shocks (Basett et al 2011) .992 1140
(p) NPV Defense Spending News/GDP (Ramey 2011) .104 1380
(q) Excess Returns on Defense Stocks (Fisher &$264.0) 432 1260
(r) Tax Changes/GDP (Romer & Romer 2010) .108 1200
Notes: F p-v. = F-test p-value on the industrypurry coefficients associated with the instrumeMt= observationg,
sample changes with the availability of the instemt Instruments (d) — (r) calculated using datanfStock and
Watson 2012; instruments (a)-(c) based upon FREEREBand World Bank data, as described in the t&ech
regression follows the®Istage specification given in (19), with industrgountry and country x year fixed effects anl
the national unemployment rate change and instrtsvetiered separately for each industry x courititye dependent
variable is the labour share weighted change irstiaee of employment by worker type. Each roweasents a separaje
analysis with the indicated instrument alone.

these are unlikely to have large effects on thiidigion of economic activity, even if they affect
levels. In contrast, actual defense spendingsstii& pattern of demand away from the private
norm, resulting in more significant changes in gedtemployment shares. Thus, Ramey’s
finding for macroeconomic aggregates need not eitemy analysis of labour allocations.

When entered jointly with actual defense spendimanges in the®istage regression for the US,
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| find the p—value on the F-test of Ramey’s newsalde to be .313, while that on actual defense
spending changes remains .000. The insignificahdefense spending in the OECD regressions
stems from the fact that for 3358 of the 8049 olet@yns defense spending changes are zero.
Defense spending as a share of GDP is extremddiestamost OECD countries and, with low
values and one decimal precision in the SIPRI datasudden changes that do occur are mostly
likely reflective of rounding error (e.g. movingfn .9 percent of GDP previously to 1.0 percent
ever after in one year in Japan).

Table Il presents"d stage results using each of the four instrumehtsiware significant
at the 5% level in the®stage regressions for the United States in Tafi#&JIKLEMS results
are presented later). Aside from the estimate tfe elasticity of worker efficacy with respect to
the sectoral employment share, | also report thelpe of the 1 stage F-test (which will vary
across specifications) and th¥ 8tagey® overidentification test! In the top panel, which
follows the baseline specification of equation (tBjee of the four instrumental variables
estimates of are substantially negative, although the onlyigttaslly significant estimate is that

found using defense expenditures. Defense spendowgever, is the only instrument which

%As noted earlier, an overidentification test isgibke with one instrument because, since it isredte
separately for each industry, there are technieatdtyally | (equal to the number of industries}insients. The
overidentification test is whether these instruradrave any predictive value in the regression beybair
association with changes in employment shares.

As the reader might worry that this is somehow eceetrically wrong, | have used Monte Carlo
simulations to confirm the accuracy of the testistia. Using the covariance of the residuals fithe first and
second stage regressions of the baseline speificaith defense expenditures, | produce 500,06kited draws
of the data under the assumption that (modulo th#tirence on employment shares) defense expeeditne
exogenous in the second stage regression. Thiémgsest statistic is nearly exact, i.e. the noatirejection values
are very close to the actual rejection probabdi{eee the next paragraph).

I should also note that Basmann (1960) arguestieattandard (Sargan 1958)overidentification test is
too conservative (i.e. rejects the null too fredlydrin finite samples and proposes a small saragjastment to the
test statistic. | have confirmed his argumentfigrcase, using the Monte Carlo simulations desdrétbove. | find
Sargan’s/® test to be grossly conservative (rejecting, asrgstes, 15.5% of the time at the 5% level and 4.6%h®
time at the 1% level), while Basmann’s small sangolgection is only slightly conservative (rejegtis.8% of the
time at the 5% level and 1.3% of the time at thel@9l) but very close to being exact. Conseqyettiroughout
this paper | use Basmann’s statistic as the owstifitsation test.
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Table Il: Annual TFP Growth on Changes in Emplogtrghares
(United States: 60 sectors x 1987-2010)

OoLS 2SLS by type of instrume
A Defense A Metals Oil Price Fed Funds
Spending Prices Maximum Surprises
(1) Baseline specification (equation 19)
& (s.e) -.218(.108) -.922 (.266) -.546 (.318) .8334) -.468 (.318)
F &y p-v. .000 & .148 .000 & .004 .005 & .000 .000@0
N/K/L 1380 1380/199/59 1380/199/59 1380/199/59 200/59
(2) Dropping unemployment controls by industry (bhass cycle adjustment)
& (s.e) -.167 (.100) -.359 (.226) -.245 (.452) .8396) - 742 (.412)
F &y p-v. .000 & .031 .440 & .000 .033 & .000 371@02
(3) Substituting In changes in capacity utilizatfonunemployment controls
& (s.e) -.240 (.100) -.689 (.222) -.465 (.346) .8835) -.654 (.343)
F &y p-v. .000 & .009 .003 & .478 .029 & .000 .044%50
(4) Adding In changes in capacity utilization tceamployment controls
& (s.e) -.207 (.109) - 771 (.254) -.457 (.332) .8BB4) -.596 (.319)
F &y p-v. .000 & .260 .000 & .427 .003 & .000 .000@63
(5) Dropping country x year dummies (common compoé TFP growth)
& (s.e) -.257 (.107) -1.03 (.263) -.738 (.318) .8320) -.541 (.317)
F &y p-v. .000 & .146 .000 & .001 .007 & .000 .000@0
(6) Dropping one industry at a time
Max & (s.e.) -.119 (.107) -.812 (.264) -.300 (.325) .6341) -.045 (.315)
Min & (s.e.) -.328 (.113) -1.13 (.312) -.915 (.318) 7.0386) -.872 (.363)
Max F p-v. .000 .015 .048 .003
Min F p-v. .000 .000 .001 .000
Max y* p-V. .582 .067 .004 .000
Min % p-v. .075 .001 .000 .000
(7) Adding 4 lags of employment share changes
Y E(s.e.) -.685 (.209) -.750 (.283) -.547 (.338) 32348) -.621 (.359)
F & ° p-v. .000 & .068 .048 & .002 .083 & .009 .000@0

Notes: & (s.e) = coefficient (standard error) on labowarshweighted changes of employment shares by wor
type. F & Xz p-Vv. = p-value on 1 stage significance and%tage overidentification tests. N/K/L = number of
observations/number of regressors frsfage/excluded instruments i#f &tage. Because of the joint year and
industry dummies, one of the industry coefficidioiseach of the variables entered by industry (iremployment
and capacity changes and instruments) is co-liwéhrother variables and is dropped in all speatfiens other
than those without year dummies. Thus, there a9 excluded instruments in the baseline speatifin. Y & =
sum of the coefficients on current & four lags afighted employment share changes.
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does not strongly reject th&%&tage exclusion restriction. | confirm the likelydogeneity of the
oil price instrument by correlating it§' stage industry coefficients with the average epesfre
of gross output in those industries. If this instent represents exogenous shifts in prices, then
its effect should be substantially negatively clatex] with the energy intensity of production, i.e.
industries which are more energy intensive shoeddtkeir relative employment share fall with
exogenous increases in oil prices, as their sugyolyes shift up. In practice, | find a correlation
coefficient of .232. While not significant (p-v&u .077), the correlation is of the wrong sign.
This might occur if some of the increases in theeof oil represent an endogenous positive
response to rising energy demand in using indsstrile sum, of 18 potential instruments, only 1
(defense expenditures) satisfies the dual requinesvaf £ stage significance and®stage
exogeneity, and that instrument produces a stramgfjative (-.922) estimate &f

The lower panels of Table Il examine the sensitigitthe results to the specification. In
panel (2) | remove the unemployment rate entereiddiystry. This has a very large impact on
the estimates, dramatically reducing the estimbtefor both defense expenditures and metal
prices, raising it for Federal Funds surprises, r@ndering both metals prices and Fed surprises
completely insignificant in the®Istage regression. In panel (3) | substituteFémeral Reserve's
estimate of aggregate mining, manufacturing arldies capacity utilization for the
unemployment rate, interacting it by industry aswane for unemployment. As shown, this
movesé back to the estimates of panel (1), although #ieesusing defense expenditures (-.689)
is less extreme than in the baseline specificgti®22). The Fed’s measure of capacity
utilization, however, does not exhaust the assiociatf industry productivity and labour
allocations with the business cycle. Adding theasuge of aggregate capacity utilization to the
baseline specification with unemployment and dedespending, | find that the industry

coefficients on the unemployment rate in both tharid 2° stage regressions remain highly
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significant (F p-values of .000 & .003, respectyekuggesting that the business cycle
characteristics of relative industry productivitydeemployment may go beyond capacity
utilization and mismeasurement to something r&ale estimate of from defense spending in
this specification is -.711 (panel 4). In genecahtrolling for the association between the
business cycle and relative labour allocationsgmoductivity seems appropridteand this
matters in the regression because the correlagtmden defense spending changes and changes
in the unemployment rate in this time period istejstrong (.652 with a p-value of .001).
Nevertheless, the reader looking to see whethedefense spending results can be rendered
insignificant need look no further than panel (Panel (5) of Table Il shows that removing the
year dummies, but retaining the unemployment césitgenerally increases the magnitudé,of
with the negative estimate using metals prices appearing significant.

Panel (6) of Table Il explores whether identificatand significance come from one
particular industry by rerunning the baseline sfieation 60 times, removing one industry each
time, and reporting the maximum-minimum range eféistimates aof and the F & p-values.
As shown, the estimates &based upon the non-defense instruments vary enstgdut the
range for defense expenditures is much more limifdo of note is the stability of thé'and
2" stage tests for defense expenditures. Regamiflegsich industry is removed, defense
spending is always found to be highly significanthie £'stage regression and exogenous in the
2" stage overidentification test. In fact, removiiligpossible combinations of two and even
three industries, the’''stage p-value on defense spending never risee#h8x1F, the p-value
on its 29 stage overidentification test never falls belodL0and the coefficient never becomes

less negative than -.590 (274). Thus, the coroglatbetween defense expenditures, employment

%To see this, the reader might introspect and censieir reaction if | had informed them that tiséiraate
of & was substantially negative, but only when measofése business cycle aggcluded from the regression.
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and productivity that lie behind the significanefficients reported in the top panel of Table II
go far beyond one, two or even three key industries

The estimates using annual data in Table Il mightnovide an accurate representation
of long run effects. On the one hand, it is pdsdibat short run coefficients overstate the
negative influence of the employment share on salcppoductivity as workers entering a sector
are likely to be less productive initially than yheill be in the long run, once they acquire sector
specific human capital. On the other hand, itasgible that short run coefficients actually
understate the negative effect of the employmeautesbn sectoral productivity. Worker
reallocations come about through changes in equitiboutput, either due to a shift of supply or
demand. A sudden increase in output will leadntanflux of workers and, typically, a transitory
rise in capacity utilization, producing a transjteverstatement of productivity. Thus, this
mismeasurement of productivity will be positivelyrelated with the movement of workers into
a sector, understating the negative influencedtfisrwise has on measured producti@ity.

Panel (7) in Table Il addresses the issue of fongeffects by adding four lagged values
of the labour share weighted change in employmeertes as pre-determined exogenous right-
hand side variables to the baseline specificatiati, current employment reallocations
instrumented with the instrument specified in eealumn. The cumulative effect on long run
measured productivity is given by the sum of theent and lagged coefficients, which is

presented in the table. Comparing these with #seline results at the top of the table, one sees

%%This applies even for instruments that shift thepdyicurve, provided they satisfy the exclusion
restriction, i.e. are not directly correlated withal factor productivity growth. If something &kithe supply curve
down without changing fundamental productive catyadiwill lead to an expansion of output whicliprg with the
rise in the employment share, should produce a&itay increase in capacity utilization.

?’As there are now a variety of mismeasurementsplilshclarify. The object of interest in this pajigthe
mismeasurement of productivity due to the failarat¢count for the changing efficacy of workers agetor’s
employment share expands. The transitory mismeasant due to capacity utilization, however, wadrkthe
opposite direction and may temporarily concealdtfiect I'm studying.
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that& is now somewhat smaller in magnitude in the defengenditures analysis (-.750 vs. -.922
earlier), while the oil price maximum, which earlreported an insignificant positive coefficient,
is no longer 1 stage significant and now produces a negativet gsiimate of. The metals
prices coefficient is unchanged, while that for Bedorises is more negative.

Table Il also reports OLS results, running eadtgation without instruments.
Although the baseline OLS relation between emplayisbare changes and productivity (-.218)
is small, the long run cumulative association,\adenced by panel (7)'s regression with lags of
past employment changes, is much more negativés(.at is difficult to explain how past
employment changes relate negatively to currerdymrtivity growth within a framework where
employment shares reflect the endogenous respduissrand to shifts of the supply curve
brought about by productivity change. The resu#tasier to comprehend, however, if one moves
to a framework where changes in employment shaftect exogenous shifts of the demand
curve brought about by non-unitary income elaséisiof demand and other shocks to relative
demand. When demand shifts out in an industpratiuces a transitory rise in capacity
utilization and a spurious rise in productivity,mmizing the negative effect of employment
shifts on measured productivity. Over time, howegapacity adjusts and the full impact is
revealed. Evidence in favour of this argumentloafound by regressing total factor
productivity growth on industry output growth, witlhdustry, year and unemployment x industry
controls as in the baseline specification. Witlyaurrent output growth in the regression, the
OLS coefficient (s.e.) is .219 (.025). With foagk of past output in the regression, the
cumulative OLS coefficient is .076 (.058). Thuaspoutput increases, like past employment
increases, lead to lower current productivity giowthich is consistent with the capacity

utilization story outlined above.
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Table lll: Response of Capacity Utilization ana@Rrctivity
to Output and Employment Share Changes (22 in@sstt987-2010)
X variable A Output A Employment Share
Y variable ACap U ATFP A Cap U ATFP
(1) OLS: Current value of X
Coef (s.e.) .548 (.028) .186 (.036) 1.70 (204) (315)
(2) OLS: Adding four lagged values of X
> Coef (s.e.) .035 (.050) -.096 (.084) -.364 (.343) -1.11 (.420)
(3) 2SLS: Current value of X instrumented wihilefense expenditures
Coef (s.e.) .070 (.086) -.192 (.097) -.030 (.487) 1.57 (509)
F &y p-v. .000 & .891 .000 & .103 .000 & .929 .000X36
N/K/L 506/85/21 506/85/21 506/85/21 506/85/21
(4) 2SLS: Adding four pre-determined lagged valoeX

> Coef (s.e.) -.041 (.060) -.248 (.100) -.234 (.399) -1.78 (.509)

F &y p-v. .000 & .568 .000 & .087 .005 & .771 .005 &33

N/K/L 418/85/21 418/85/21 418/85/21 418/85/21

Notes: A Cap U = In change in Federal Reserve Board’s neasfuiindustry capacity utilizatiomy TFP = In
change in TFP index, adjusted for labour qualigp@hdent variable in Tables | and Il); Coef (s.epefficient
(standard error) on the current X variaieCoef = sum of the coefficients on current & foags ofthe X variable,
F & y° p-v.and N/K/L as in Table II.

Table 11l supports the preceding argument usiegRéderal Reserve Board’s industry
level measures of capacity utilization, definectagent output over maximum sustainable
output?® These measures are only available for the 22ngjmhanufacturing and utilities
industries in the 60 sector KLEMS disaggregatioprofate sector activity. In this table I run
regressions with either the change in capacitjzatibn or total factor productivity growth as the
“Y” variables, and either the growth of output betlabour income share weighted change in the

share of economywide employment by type, the rigtrte side variable of interest in the

These measures are based upon the Survey of Ripati and are defined as “the greatest level of
output the plant can maintain within the framewofla realistic work schedule after factoring in mat downtime
and assuming sufficient availability of inputs toeoate the capital in place” (Gilbert, Morin & Raub 2000, p.
194). The survey measures are then regressedme &end, In capital and dummies which correctdutliers.
This suggests that the reported series is basiaapoothed version of the original data, allowongjiers that the
Fed believes represents real changes.
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regressions reported above, as the “X” variablachEegression includes a complete set of
industry and time dummies and the change in thenpteyment rate entered separately by
industry, as in the baseline specification of eiqua{19). Aside from results with the current
value of “X” alone, | also report the cumulativensof the coefficients in a specification with the
current value and four predetermined lags of “X.”

| begin by taking both X variables as exogenousning OLS specifications in the top
two panels of the table. In the first two columwves see that an increase in current output raises
both capacity utilization and measured total fapt@ductivity growth, but that the cumulative
long run effect, once lags are allowed, is insigatifitly different from zero in both cases. In the
third column of the table, we see that a 1% in@aa® sector’s labour income share weighted
employment share is associated with a large 1.7 sln rise in capacity utilization, but has no
long run effects. Regarding measured TFP, indheth column, an increase in the sectoral
employment share has no significant short run immpagroductivity, but a very large (-1.1) long
run effect. These results are completely condistith a view of exogenous demand fluctuations
producing transitory movements in capacity utii@atwhich obscure the true effect of labour
allocations on measured productivity.

The preceding is intended to be heuristic, and Ishoot be taken completely literally. In
particular, one cannot interpret the results agserily indicating thall changes in equilibrium

quantity demanded (and labour allocations) are exogs to productivity. To proceed more

2%0One can try to use the Fed’s industry capacityzation measures to directly adjust productivityt this
raises additional issues. First, an OLS regresgpmmoach is unsuitable, because industry capatiitzation is
endogenous to industry productivity, but instrursefior industry level capacity utilization are haodind, as
defense spending is uncorrelated with capacitizatibn (see below). Second, one can use theatiihn estimates
to mechanically adjust productivity, but this regsi some assumptions about what is being over aterutilized
(capital, capital and labour, or capital, laboud aome material inputs like energy) and what wdalde to be
changed to reach sustainable output. For my pesd®wever, it is sufficient to simply show thatcapacity
utilization effects disappear in the long run, @IeS relation between employment shares and prodtyckiecomes
decidedly negative.
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carefully, the third and four panels of Table Hsirument each X with defense expenditures, the
instrument which | have previously found to be dstemtly £'stage significant and'?stage
exogenous. As before, | enter the instrument seglgrfor each industry, and as before tfe 1
and 29 stage test statistics satisfy the requiremen&StfS in an admirably robust and consistent
fashion.

Turning to coefficient estimates, the first notatdsult is that the first and third columns
of panels (3) and (4) indicate that defense experedi, while moving around output and labour
allocations, have absolutely no effect on indulswel capacity utilization. This is consistent
with Ramey’s (2011) argument that defense spenchiagges are well anticipated by public
news announcements. While Ramey’s news varialderipletely insignificant in the®Istage
regressions for this sample, as it was before nf@iely confirms that the timing of news is
different than the timing of actual expenditufésNevertheless, actual expenditures, when they
arrive, may be well anticipated, so that capadiiyzation expands evenly with production
needs. Because defense spending has no obsemablet on capacity utilization, the long and
short term coefficients for productivity growth, time second and fourth columns, are virtually
identical. The elasticity of observed productiwith respect to output is estimated to be around
-.2 (s.e. of about .1). The coefficient on labshare weighted changes in employment shares,
which following the theory above is interpretabsetie elasticity of average worker efficacy with

respect to the employment share, is found to batalich in this sample of only 22 industries

%0Using Ramey’s variable as the instrument in tstage regressions for output and employment share
changes, | get p-values on the F-tests of .16148RIrespectively. Running Ramey’s instrumenttjgiwith
current expenditures in these regressions, | getlges of .837 and .992 on her news variable a@ abdd .000 on
actual expenditures. As emphasized earlier abovge of this invalidates Ramey’s point that her sigariable
does a better job of explaining changes in macmemic aggregates, which will be influenced by thaction of
private economic actors to the anticipated futunesequences of those expenditures. This is adistiowever,
from moving actual patterns of production away friiva private norm, in which actual expendituresehawmore
significant effect.
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(s.e. of about .5). This is greater in absolutgmtade than the maximum of -1 allowable by
theory, but not (statistically) significantly so.

To summarize the results for the US KLEMS, out ®fpbtential instruments, defense
spending is the only one that consistently anchsisosatisfies the dual requirements fstage
significance and"™ stage exogeneity. Long and short term effectslééense spending are quite
similar, as defense spending does not have muah oiffluence on capacity utilization. The
long term OLS association between changing lablbacations and measured productivity is
much more negative than the short term relatiod,this appears to reflect transitory capacity
utilization changes consistent with exogenous simfidemand. The long term OLS estimate of
the elasticity of worker efficacy with respect tmgoyment shares in the total US KLEMS
sample (-.685 in Table Il) is not significantly féifent from that arrived at using defense
expenditures as an instrument (-.750). Thus, whiee may be some endogeneity of labour
allocations, it probably accounts for a relativetgall share of the total variation (exogenous plus
endogenous) in this variabilé.

Turning now to the EU KLEMS OECD data, as | do have any instrument that i§ 1
stage significant in the analysis of the entireadsst, | focus on country specific results. Since
defense spending is a robustly significant and erogs instrument in the US KLEMS data, |

begin by running country by country $tage regressions using defense spending as an

%1As noted earlier, while the preceding analysisaisenl upon my labour composition adjustment of BLS
TFP growth and my estimates of changing sectorpl@yment shares by type, results are quite sinfilause the
original BLS data on productivity and labour allboas without differentiation by worker type. Fexample, using
defense spending as an instrument, | get the fallpwstimates (s.e.) @ffor the panels in Table II: Panel I: -1.06
(.275); II: -.373 (.218); llI: -.722 (.218); 1V1-03 (.275); V: -1.17 (.269); and VII: -.769 (.292hese follow the
patterns presented in the table. The corresporstiog term and long term OLS results (panels |18 ¥re -.377
(.122) and -.809 (.218). In Table I, lookingatiumns (4)-(6) in panels IIl and IV, where emplamh share
changes are instrumented with defense expenditugesnsignificant short and long term coeffidieffior capacity
utilization of -.062 (.475) and -.390 (.376), shand long term coefficients for BLS measured TF&gh of -1.82
(.502) and -1.84 (.514), and short and long tereffaments for capacity utilization adjusted BLS Higrowth of -
1.75 (.540) and -1.45 (.580). Again, these reqadtsilel those reported above.
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Table IV: Country level analysis using EU KLEMStBa
(29 sectors, 1970-2005)
Australia Finland Netherlands United Kingdom
(1) Baseline specification (equation 19) witldefense expenditures/GDP as instrument
& (s.e) -1.09 (.185) -.310 (.359) -.264 (.335) 86.8.153)
F &y p-v. .004 & .901 .000 & .841 .005 & .290 .000 & .631
N/K/L 493/100/28 493/100/28 493/100/28 493/100/28
(2) Dropping one industry at a time
Max & (s.e.) -1.03 (.176) -.079 (.395) .152 (.406) -.727 (.165)
Min & (s.e.) -1.18 (.193) -.682 (.406) -.472 (.366) -1.10 (.198)
Max F p-v. .012 .004 .038 .001
Min F p-v. .002 .000 .002 .000
Max y* p-V. .960 .941 .691 .809
Min % p-v. 653 712 .026 534
(3) Adding 4 lags of employment share changes
Y E(s.e) -1.15 (.307) -.801 (.424) -.560 (.407) 5.9206)
F &y p-v. .014 & .873 .000 & .728 .001 & .272 .000 & .928
Notes: Asin Table Il.

instrument. | then proceed to th¥ &tage analysis for the four non-US countries whére
defense spending to b& dtage significant at the 5% level (namely Aus&rafiinland, the
Netherlands and the United Kingdom). As shownabl& IV, in each of these countries defense
spending satisfies thé%stage exclusion requirement and produces negesiimates ot,

although only the large point estimates of Austraind the United Kingdom are statistically
significant. Removing one industry at a timenidfithat defense spending robustly satisfies the
1%'and 2 stage significance and exclusion requirement® p¥dint estimates @fvary greatly

for Finland and the Netherlands and much lessisAdstralia and the United Kingdom, in
keeping with their relative standard errors inltlseline specification. Adding lags of
employment share changes to the regression produtegh larger estimate of the cumulative

negative effect of reallocation on productivityyteularly for Finland and the Netherlands.
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The EU KLEMS data base has two sets of estimatethé United States, one covering
1977-2005 based upon the current NAICS (North Acaerilindustry Classification System) used
in the US KLEMS, and another covering 1970-200%tdagoon the historical SIC (Standard
Industrial Classification). The industrial sectordoth series share the same nominal titles and
have TFP estimates grouped into the same 29 piseater division that | use in the general
analysis of (SIC-based) EU KLEMS data for otherredas? Both of these series provide a
longer time series than the BLS’ US KLEMS (coverir887-2010) and appear to be developed
independently of that source. As in the case @B KLEMS, | run 1 stage regressions for
each of the 18 instruments in Table | and theng®ddo a a stage analysis with those
instruments which are significant at the 5% level.

Table V reports second stage results for thersittaments which are'stage significant
at the 5% level in the EU KLEMS US NAICS data. 8mde expenditures operate much as in the
analysis of the US KLEMS, producing an extremetgdéanegative estimate §fin the baseline
specification, T and 29 stage significance and exclusion test statistiasare quite robust to the
removal of one industry at a time, and (once lagsaacounted for) a somewhat smaller estimate
of the cumulative effect of employment changese ®ih price maximum, which produced a
positive point estimate d@fearlier in Table I, generate€af -1.1 in this case. However,
notwithstanding its statistical significance in theeseline specification, with the removal of one
industry this coefficient is easily made positivEhe remaining four instruments produce a
cornucopia of insignificant results in the baseliegression, are often quite sensitive to the
removal of one industry at a time and, when empkaynechange lags are added, produce big

cumulative negative estimatesépénd are found to be utterly insignificant in tiiestage

$2Whenever | refer to results using all of the EU HILE data, as in Table I'S"stage regressions, | use the
SIC version of the US data, in keeping with the 8&finitions used for other countries.
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Table V: US analysis using NAICS based US daBUrKLEMS (by instrument)
(29 sectors, 1977-2005)
A Defense A Oll Oil Price  Smets/Wouters Sims/Zzha TED Spread
Spending Prices Maximum M Shock M Shock Innovation
(1) Baseline specification (equation 19)
E(s.e) | -1.06(425) -838(.424) -1.13(.331) O7413) .932(.476) .047(.328
F&y* p-v.| .003&.524 .003&.000 .000&.000 .002&.307 70®.869 .000 & .001
N/K/L 812/111/28 812/111/28 812/111/28 783/110/28 25/108/28 812/111/28
(2) Dropping one industry at a time
Max & (s.e.)| -.873(.427) .667 (.554)  .282(.404) -.520 (.426) .081(.510)  .241 (.361)
Min & (s.e.)| -1.20 (.455) -1.43(.435) -1.72(.363) -1.10(.463).763 (.530) -.380 (.333
Max F p-v. 012 155 .000 .079 .048 .000
Min F p-v. .001 .002 .000 .000 .003 .000
Maxy® p-v. .697 .001 011 440 .942 .009
Min XZ p-v. .362 .000 .000 .205 .693 .000
(3) Adding 4 lags of employment share changes
YE(s.e) | -.851(.394) -2.16(.500) -1.86(.404) 4.9456) -.626 (.607) -.809 (.457
F&y* p-v.| .045&.528 .339&.020 .018&.082 .271&.066 586.988 .396 & .000
Notes: Asin Table II.

regression. In sum, as in the analysis of the BSXata, only defense spending consistently

satisfies the fand 2 stage tests, and that instrument produces anatstiof, close to -1.

Table VI reports second stage results for thensituments which are’stage significant

at the 5% level in the EU KLEMS US SIC data. Thoééhese instruments (defense spending,

oil price maximum, and the TED spread) overlap i list for the EU KLEMS US NAICS

data. While the oil price maximum and TED sprpeatiuce results that are similar to those in

the preceding table, those with defense expenditane dramatically different. Although defense

spending is ¥ stage significant and'®stage exogenous in the baseline specificatigmpiluces

a small and statistically insignificant estimate of With lags, however, the coefficient becomes

considerably more negative, albeit not statistycsigjnificant. With regards to the remaining
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Table VI: US analysis using SIC based US dataUrKEEMS (by instrument)

(29 sectors, 1970-2005)

A Defense Oil Price Residual Romer/Romer Fed Funds TED Spread
Spending Maximum Gas Prices M Shock Surprises  Innovation
(1) Baseline specification (equation 19)
& (s.e) -118 (.251) -.821(.350) -.329(.413) .16823) -.234(.485) .086 (.326
F&y* p-v.| .000&.151 .000&.000 .031&.000 .036&.385 108.000 .000 & .644
N/K/L 1015/118/28 1015/118/28 1015/118/28 754/189/2 435/98/28  1015/118/2
(2) Dropping one industry at a time
MaxE (s.e.)| -.048 (.240) -.173(.369) -.035(.400) .358(.472).412 (.557) .251 (.320)
Min & (s.e.)| -.191 (.468) -1.14(.399) -2.49(.981) -.006 (.384).599 (.483) -.072(.446
Max F p-v. .000 .004 .926 .058 .013 .000
Min F p-v. .000 .000 .019 .003 .000 .000
Max y* p-V. 723 .000 .008 .676 .004 .876
Min ¥ p-v. .009 .000 .000 191 .000 .363
(3) Adding 4 lags of employment share changes
Y E(s.e) | -550(.449) -1.55(.395) -1.42(.459) 41(BH32) -.351(.640) -.760 (.384
F&y* p-v.| .034&.540 .000& .000 .048&.000 .206&.748 208©.000 .000 & .879

Notes: Asin Table Il.

instruments, the point estimates are generallyegénsitive to the removal of one industry or the

1% stage regression is rendered insignificant onge &ae introduced. With the introduction of

lags the cumulative effect of employment changesimes much more negative, although the

TED spread is the only instrument in this specitf@athat is strongly significant and exogenous.

Its estimate o€ is both substantially negative (-.760) and staadly significant.

As Tables V and VI suggest, there are peculideathces between the SIC-based and

NAICS-based EU KLEMS data for the United Stateke Torrelation between the annual

industry x year total factor productivity growthame dataset and the other, for the 29 nominally

identicaf large private sector industry groupings and thge28s that the two datasets overlap,

%E.g. “mining & quarrying”, “education”, “rubber ammlastics”, etc.
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is only .502 (i.e. an Rof .25), despite the fact that they ostensibly snea exactly the same
thing. The labour income share weighted laboutaeation measures, however, are much more
similar, with a correlation of .860 {R= .74). Not surprisingly, this produces radicallfferent
regression results. There are also some distugbiognalies in the EU KLEMS SIC based US
data and in the EU KLEMS data set as a wibI8uch concerns are, however, somewhat beside
the point, as it cannot be taken as altogetherrising that a single instrument, such as defense
spending, will in some specifications or some d&ts produce weaker results.

Before concluding, | present the OLS results lhier EU KLEMS data. As shown in Table
VII, the results here closely parallel those far thnited States. Whether in the four European
countries examined in the tables above, eithen®&IC and NAICS versions of EU KLEMS US
data, or the EU KLEMS database as a whole, thecedgm between employment share changes
and productivity growth is negative, but becomesimonore so when past employment share
changes are added to the regression. As in tieeofdbe US data, the difference between the
current and cumulative coefficients lends itselftte interpretation that exogenous movements in
demand produce transitory changes in capacityatibn which obscure the strongly negative

long term association between employment sharesn@adured productivity. The cumulative

%For example, between 1970 and 1981, accordinget&th KLEMS SIC data, the relative value added
price of private sector services to goods in théddnStates fell 27%, while the relative quantige by 25%, for a
-2% change in relative nominal value added. Adowydo the current official US National Income dpibduct
Accounts, however, during this same period thdikeaalue added price of private sector servicegaods actually
declined only 5% (reflecting rising energy priceshile the relative quantity rose by 14%, for a +6B&nge in
relative nominal value added (Chain47on.xls and ¥@v.xIs available attww.bea.goy. The historical SIC series
on the BEA website (GDPbyind_VA_SIC.xls) does natvide real indices back to 1970, but in the 199841
period it shows an 8% increase in relative realiserquantity and 5% decrease in relative pricai{ar to the
current series 7% and 3% figures for the same ggnighile the EU KLEMS SIC data show a 15% increiase
relative quantity and 13% decline in relative pride making these comparisons, | follow the BEA&inition of
goods (agriculture, mining, manufacturing and cartdion) and services (all other private sector).

As another example, in the EU KLEMS data one fitthdd in 3% of the observations with total factor
productivity estimates capital income is negatargraging -.14 of value added and -.05 of grosguttnd ranging
as far as -5.7 times value added or -.33 of gragsud. In these observations, appearing in 16 @) one gets
very close (R2 =.985) to the EU KLEMS estimateadél factor productivity growth by dropping capitgowth
while using the gross output shares of intermedigtets and labour (i.e. weights which combined reweed 1) to
calculate the contribution of these inputs to ougpowth.
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Table VII: OLS Regressions using EU KLEM® sectors, 1971-2005)

Australia Finland Netherlands UK US NAICS USSIC OECD 18

(1) Baseline specification with employment sharanges (equation 19)

¢(s.e.) | -.875(.061).266 (.095)-.485 (.092) -.777 (.068) -.518 (.119) -.344 (.094) -.422 (.023
N 667 1015 754 986 812 1015 1210¢

(2) Adding 4 lags of employment share changes

Y £ (s.e.) | -.941 (.202).726 (.148) -.756 (.181) -1.05 (.126) -.946 (.197) -.929 (.196) -.615 (.048
N 551 889 638 870 696 899 10025

Notes: As in Table Il.

OLS coefficients are in most cases quite clos@eacbrresponding cumulative coefficients using
2SLS, suggesting that much of the variation in lalsihares is exogenous. | recognize of course
that this interpretation, taking employment sha®®eing exogenous and OLS coefficients as
accurate representations of causal relations, fisligveonvenient in a paper which struggles to
find more than one robust instrument.

The EU KLEMS results, by and large, confirm thalgsis using the US KLEMS.
Defense spending is the only instrument which issisiently i' stage significant,rﬁ stage
exogenous and robust, both in terms of test dtatiahd coefficient point estimates, to the
selective removal of industries. Long term OLSsetdties are more negative than short term
relations. The cumulative estimatefpboth OLS and 2SLS with defense spending, is adway
more negative than -.5 and often much closer tahberetical limit of -1. Standard errors,
however, are very large and coefficient estimatgsairticular specifications and samples are not
significantly different from zero. Thus, while thpeeponderance of evidence suggests that
average worker efficacy does indeed fall with a@&xemployment share, there is substantial
uncertainty regarding the precise magnitude okthsticity.

I conclude by simply considering how differentwed ofé change our assessment of
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Table VIII: Average Total Factor Productivity Grdwwith Roy Adjustments

United States 18 OECD countries
(1987-2010, based on US KLEMS)| (1970-2005, based on EU KLEMS)
& Goods Services Aggregate Goods Services Aggrepate
0.00 .0157 .0073 .0097 .0157 .0017 .0070
-0.25 .0134 .0078 .0094 .0131 .0036 .0072
-0.50 .0110 .0084 .0091 .0104 .0055 .0074
-0.75 .0087 .0090 .0088 .0077 .0074 .0076
-1.00 .0064 .0095 .0085 .0051 .0094 .0079

Notes: Goods, services and aggregate calculiaedBLS KLEMS and EU KLEMS 60 sector and 29
sector, respectively, gross output TFP measureg @gjuation (18), with adjustments for bias as
indicated by equation (17) earlier above.

relative goods and services productivity growth.Table VIII | combine the 60 sector US
KLEMS and 29 sector EU KLEMS sectoral estimategrofs output private sector productivity
growth into goods & services value added aggregatéish ang of 0, i.e. no adjustment for Roy
effects, the US and EU KLEMS data indicate thatlpadivity growth is .8 % faster per annum in
goods than services in the United States and Xfas#ér per annum in the OECD 18 as a whole.
Moving down, as becomes more negative the gap between goods anceseproductivity
growth narrows until, at a value of -.750, it digaprs altogether in both sampfesAggregate
productivity growth is relatively insensitive &i.e. there is not much aggregate bias, reflecting
the fact that average wages per worker are relgtagual across the two sectdfs.

In the US National Income and Product Accountsyben 1947 and 2011 the In relative
price of services to goods increases at an avenageal rate of .0083, while the In relative
guantity increases by .0090. According to the BLIEKIS data, between 1970 and 2005 the In

relative price of services to goods in the OECDri8eases at an average annual rate of .0114,

%The Domar weighted sum of sectoral reallocatiodariger in the OECD 18 than in the US alone, and
hence eliminates a larger productivity gap witheiastingly, the same value &f

%In the US KLEMS the In average annual wage per i®wW59 higher in goods, with a time trend of
-.0014 (.0005). Inthe EU KLEMS, across 471 coyrtyear observations In relative goods wages .agt-lower
than in services and, with country dummies, showararual trend of .0052 (.0004).
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while the In relative quantity rises by .0106. $hthe long run rate of increase of the relative
price of services to goods is roughly equal toldimg run rate of increase of their relative
quantity. Section Il earlier showed that, under @&issumptions of equal sectoral factor income
shares and proportionate wages, assumptions wtediolarably satisfied in the datathe slope

of the Roy supply curve equal®</(1+0.&). Settingd®, equal to 2/3 ang to -.75, one gets a
slope of 1. As the Roy supply curve shows, tlz@esbounds on the explanatory power of the
Roy model. If¢ is to lie within its theoretical limit of -1, themust be a sufficient movement of
relative quantity and, more precisely, labour aloans relative to the observed sectoral relative
price and (measured) productivity movements. Bloighsimple back-of-the-envelope calculation
and the more careful computations of Table Vlillghbat these movements exist.

The reported difference in goods and servicesuymtodty growth in the US and the
OECD is .8 and 1.4 percent per annum, respectiekamining the values in Table VIII f@r
from -.5 to -1, the range of defense spending basegirun elasticities found earlier, the adjusted
difference ranges from +.5 percent in favour ofdpto +.4 percent in favour of services. Thus,
while it provides indications that the productivggowth gap between the two sectors is grossly
overstated, this paper does not have a definitowet gstimate to deliver to the reader. A value
of £ equal to -.75, however, lies in the middle of plmént estimates, and allows for the
reinterpretation of historical productivity, prie@d quantity data as representing a world in
which true productivity growth in goods and sergicgroughly equal but Roy worker efficacy
effects give rise to relative cost changes andfipearance of productivity growth differences.
Thus, the "Roy supply curve" is a plausible, albeit proven, explanation of the cost disease of

services. This is the main point of this paper.

%'Relative wages are addressed in the precedingd@otriRegarding factor shares, in the US KLEMS the
average annual labour share in goods is .65, Wwhiervices it is .68, and their In difference hasannual trend of
-.0039 (.0005). Across the EU KLEMS, the averageual labour share in goods is .68 and in serigcé®! and
the In difference, with country dummies, has anuahtrend of .0002 (.0003)
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V. Conclusion

William Baumol's cost disease of services has becpant of the intellectual landscape of
the profession, a truism taught, at least by thtba@r, to generations of students. The profession,
however, is also mindful of the fact that totaltGagoroductivity growth is a residual,
Abramovitz's (1956) famous "measure of our ignoednand has constantly sought new ways of
explaining it. This paper follows a growing litemee showing the role Roy's model of self-
selection amongst heterogeneous workers can playpiaining macroeconomic phenomena. It
finds evidence in the relation between employmbates and measured productivity that
average worker efficacy declines as a sector's@mpmnt share increases, systematically biasing
standard measures of productivity growth. Whileréhis considerable uncertainty about the
precise magnitude of these effects, the depictidheorelative supply of goods and services as
being based upon equal goods and services prodygirowth, with a rising relative cost
brought about by an association between averagkewsfficacy and sectoral employment
shares, is a plausible alternative characterizatiaevelopments in the US and the OECD.

As noted by Jones (2002), barring the Great Dsesand World War Il, the growth of
income per capita in the United States has beemarkably steady 2% per annum for more than
130 years, despite enormous structural changé®ibd§ economy. Theoretically, it is difficult
to think about this historical record in a framelvor which aggregate economic growth is
asymptotically drawn down to that of the slowesbstrstagnant, sector. Practically, it is hard to
sustain a fear of prospective stagnation in the tdsuch a lengthy retrospective history of
constant growth. The alternative view that, by kmde, a rising tide of technology raises all
boats (industries), while changes in relative wisenply reflect movements along a standard
classroom concave production possibilities frongeovides an easier way to think about the

past history and future prospects of the US economy
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Appendix A: Characteristics of the Model's Equilibrium

This appendix provides the mathematical detailsnaetne assertions made in Section Il.
All of the proofs are couched in terms of a twotseeconomy (goods and services). Their
extension to the more complex N-sector case iggstifarward.

(a): Regardless of the cumulative distribution fuoctdescribing the paired draws(zs),
§=(dz /dm)(m/7)>-1

Let Gjji(y|2) describe the conditional probabiliy< y given thatz = z, i.e. the cumulative
distribution function ofz givenz, and lety;; describe the corresponding conditional density and
0i the marginal density &f. Then, withw = w; /w;

@ z =M, with N =Tzigi(zi )G
77, () 0

jli j|i(a) z|z)dz

(wzl|z)dz , 7, =Tgi(zi )G

dN/dew = _[Zizgi(zi )gj|i(w z|z)dz;, and d7z /dw = _[Zi 9:(z)9;i(w z|z )dz,
0 0

jli

where, in cases where the domaing;@ndG;; do not include all positive real numbers | extend
them, for the purpose of the integration, by defiyg; andg;; as equal to zero in the extended
region (and similarly for other proofs below). Madhatgi(z)g;i(vz,|z) = 9ij(z »z), the joint
distribution ofz andz at the point#,»z). Assuming this joint distribution has mass alen
positive measure of the ray with slopdrom the origin, we haveN/dw > 0 anddz; /dw > 0,%®

and it follows that

)t it does not, we are at a valuemfwhere neither; nor Z vary withw, so the derivative of one with
respect to the other is not well defined.
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dN dw

(az) E@:—l M>_l_
drz z, Z

As noted in the text, this result is fairly obvious

For particular distributional forms, it is easydalculate closed form solutions for
illustrating the properties imposed by differerdtdbutional assumptions. Thus, for the case
where theg are independent draws from fréchet distributioith wumulative distribution
functionsGi(z) = exp(-(z/4) ), we have:

(wA)°

2 (wA)°

@3 7 =].iﬁ)lf’zi"g'lexd—(zi //1i)“9]eX|c{—(wizi /wj/ij)“”]dzi =
and

ONz° exd— zi"e()lig +(w; A, /Wi)g)]dZ

T

O3

@) z =

8 0
:#I_ Ve dx where C=A7 + (w4, /w)°

— |)61 T -1/6 —x 9 1 —1/6’
n(WQC)(”’gJ’X dX=AT| — 2

where | have used the substitution z°C in the second line. Consequently:
@9 &=(dz/dm)(m/z)=-1/6

Thus, for independent draws from fréchet distriimsi is a constant, a function of the
distribution’s dispersion parameter.
It is not difficult to find distributions with diérent characteristics. Thuszf andzs are

independent draws from exponential distributionthwlensitiesiexp[-z4i] , allowing
w=wA; /w;A we have:
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[ 2, exp(,2)[1- exp(-,2)] 0z

- 1w+2
@0 z == T
[7 expEiz)[1-exp(-4@z)]dz,
0
7 = Jz expi-i 2 )[1- expAz oz = -

dz m _dz/dwrm _ @
dz z drl/dwz w+2

so¢ once varies between 0 and -leagoes from 0 teo or, equivalentlyz; goes from O to 1. In
this case’ is a function of sectoral size alone. The logamalrdistribution provides an interesting
third example. With independent productivity dramith In meang; and (for simplicity)

common standard deviatienwe have (the proof involves the convolution amsbimplete
moment properties of the lognormal):

N(w . 0)
@7 z :exd,ui +.50'2] \/505) V2 , T = N(ij
N| ——
(ﬁa}
w
wo o’ N(\/Eaj
f=exp————— = -1
g2 4 N(w . 0)
V2o 2
whereN() is the cumulative standard normal afad= In(wi/wj)+i-. Holding constant the size
of each sector (i.ec/ 0), ase goes from 0 teo ¢ goes from 0 to -1 in both sectors.

(b): The bias in the growth accountant's measure grieggte productivity growth for any
distribution of paired draws{,zs).

Aggregate total factor productivity growth is tG®P share weighted sum of sectoral
value added productivity growth

(b1) Aest) =) QA (est) = Altrue) - 3. Q,0,,%

= A(true)—G—:SPZV\/iﬂidz, whereQ, :% 0O, = W‘Z‘é”‘
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and where | have made use of (7) and (8) in thieftexhe second equality and simplified using
the definitions of); and®y; in the last equality. Following the notation &) @bove for
marginal, conditional and joint densities, with= ws/ws we have

[ 2696(26 )Gyo(® 2el26 ) dzg [ 259425 )Gas( w24 25 ) dzs
— 0

©2) 2= 25 =2 R
© [ 9626 )Go(@ 2|2 ) dzg ° [ 95(26)Ges(@ 2] z5 ) dzg
and
dN © 2 r 2
63 — *= j 2" 96(26 )050(® 2|25 ) dzg = j 26 G (26 26 )02

dNg _ T - (o -
daj = —.[w 2zszgs(zs)gels(a) tzz)dz, = —jw 2ZSZQG,S(CU 'z5,25)dzg
0 0

“ dN
:—w!;szgG,s(zG,anG)de =W dcj

where | have used the substitutiye «™'zsin the integral of the last line. Using

(b4) dz = dN, /dwdw—zi d”‘/dwdwz dN, /da)dw_ziﬂ

I
75 4 4 4

we substitute into the last line of (b1) and get

(b5) Aest) = Altrue) —Zﬁwinidz = A(true) —ﬁzwi 7 dNi]; 99 42 ﬂ}

= A(true) +2Lwizo|ni = Atrue) +>. Q0,7
— GDP i
which is equation (9) in the text.

(c): Equality of mean sectoral wages with differentrifigttions.

In the case of independent draws from fréchetidigions, equilibrium wages per worker
equalize across sectors. Using (a4) earlier:
-1/6 -1/8

(@ wz :WA‘F(H_lj (WA )’ =r[‘9‘1 1

0 ) > (wa) o j > (wA )
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which is independent of i. This is not a genelaracteristic of this type of model. For example,
for the case where the productivities are indepenhdeaws from the exponential distribution, we
use (a6) and see:

) _ﬂ[(wi/lj /wj/li)+2};t&[(wj/]i IWA)+2

(2) wz =w,Z, unlessw /A =w. /A
(WA TwA)+1 1 A | (WA TwA)+1 ah o

ii_/1i i

(d): Independence of the paired productivity drawsggd= zg(2)/G(2), the elasticity of the
distribution function generating the draws, decininz are, together, sufficient
conditions fordz /dn <0 and¢ <0, i.e. for average labour efficacy to be dentyin a
sector's share of total employment.

Equation (al) above gives the formulaszfandz; for a general joint distribution
functiong;;(z,z) determining the paired productivity drawsZ). (al) also notes that these are
functions of the endogenous variable wi/w;. From this we see that:

dpy - d2ldw 1{dN/dw_Z}

dz ~ dr/dw 7| dr/dw

whereN(w) is defined earlier in (al). AdN/dw divided bydri/dw equalsdN/dz;, which is the
quality of the marginal worker, we see intuitivéihat the condition we are looking for is that the
quality of the marginal worker entering the indys# less than that of the average worker.
Substituting using the formulas in (al) we have

_ Tzizgi(zi )gj|i(w z|z)dz, Tzi 9:(z )Gj|i(w z|z )dz,
@) Z=2 - = 2 [E(@) - E®)

- J.Zi 9i(z )gjli(w z|z )dz, ,[gi(zi )Gili(w zlz)dz "

J.O(wzi )9i(z )Gj|i(w z|z)dz, 9:(z )Gj|i(w z|z )dz,
where F,(x) =2 » Fp(X) =

J.U(wzi )9i(z )Gj|i(w z|z)dz

wz, g;;(wz|z )
G;i(wz|z)

» N(wz) =
gi(zi )Gj|i(w Zilzi )dzi

O e, 8 |O =%

and where | have redefined the terms in [] as tfierdnce between the expectation of two
random variables with cumulative density functiéné) andF,(x). As is well known, ifF4(x) >
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F(X) for all x, thenE(a) < E(b).>° Note thaf4(x) is the same a&,(x) except for the weighting
functiony. If z andz are independent, thenbecomes

29,(2)
@ n(2=—"+
G,(2)
which is the elasticity of the distribution funatio If this is non-increasing in its argument, then
Fa(X) > Fu(x) for all x** andE(a) < E(b). Strict inequality follows if is strictly decreasinf:
Note that this is a sufficient but not necessamydétion, asE(a) < E(b) does not implyFa(x) >

Fp(x) for all x.
Figure A1: Mecessity for Additional Restrictions

Figure Al prowdes some intuition as to on the Curmulative Distribution Function

why independence alone is not sufficient to
guarante& < 0 and an additional condition on

z9(2)/G(2), such as that specified above, is 4y \W'fw' e
needed. Individual talent is distributed across THDJE'QEFT (mErl,uwl=m1:|
the(z,z) space depicted in the diagram. The 3= Wz
ray z = wiz/w; determines the division between .:wr.x,izmu;.
sectors, with workers wit{z,z) draws above G,z
the ray working in industry j and those with
draws below the ray working in sector i. GilaZ)  working in

industry i

Initially, workers below raﬁb\work in

0 >
industry i, but asvi/w; rises frommo to w; &

workers in the region encompassed by the @sanda?;shift to the sector. The average
quality of pre-existing sector i workers dependgtwy, weighted integral of the joint density in
the area belovDA , while the quality of marginal workers dependsmuphez weighted integral
of the joint density in the area betwe®A andOB. Even ifz andz are independent, it is
possible for the marginal worker to be of highealgy if the ratio [Gj(w1z)- Gj(woz)]/ Gj(woz)
(the relative cumulative density for thedraws) rises witlz; in some regions, i.e. more relative

PAs [ (dx = [ f ()] 2dtdx = [ [* f (x)dxdt = ["[1- F(1)]dt

“ONote thatF,(x) = A/(A+1) andF,(x) = B/(B+1) where
[n(wz)n(z)dz, _n(wz)[ h(z)dz [ h(z)dz
A= > : =
[ n(wz)h(z)dz, n(wz)| hz)dz | h(z)dz

*“Thus, for uniform distributions on [a,b], wherés a constant if a = @iz, / d7, = Ofor some values ab.

=B and h(z)=9,(z)G, (wz | 2).
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weight is placed on higher valueszin the marginal worker integral. Thinking @i/ as the
same relative change applied for eaclavoiding this everywhere amounts to an elasticity
restriction onG;. The condition is sufficient, but not necessaggduse it is possible for
[Gi(w12)- Gj(woz)]/ Gj(woz) to be rising in some areas and falling elsewheckyet, depending
upon the distribution of,, for the average quality of the marginal workestiti be lower than
that of pre-existing workers.

(e): The range of prices supported by the supply curdiee standard Cobb-Douglas model
with unequal sectoral factor intensities (footniotéhe Introduction).

For the standard Cobb-Douglas model with homogstebour and production functions
Q =AK” Lil'”i , the first order conditions for the optimal usdaifour and capital imply:

€& w=R(-a)A(K /L))" and r=Ra,A(K/L)"™

wherew is the wage andthe rental. From this it follows that

1-a; 1-a _ 1-a
) Ki_a w so P MK /L) _rw/n)y ™ (o 1-a)
L 1-ar a. A a, A

Consequently:

A “h g (a ll-a)™ " A
(eg)i:_'(lvj '( ! ') =_1if ai:aj
P A\r

a(a, 1-a)™ A

The last equality simply notes that if the facteeame shares are identical, the standard model
yields a horizontal Baumol supply curve.

Focusing on the first equality in (e3), we see,thatding constant the productivitiés
andA;, the equilibrium variation in relative prices dagds upon the equilibrium variation wir.
The question is what range of variationift is possible given constant total factor produtgei
and a constant endowment of capital and labout.séetor j be the sector with the higher capital
intensity ¢; > a;), and note that in equilibrium it must be the cseK;/L; > K/L > Ki/L;, i.e. the
economy-wide capital-labour ratio must lie betw#entwo sectoral capital-labour ratios. From
(e2) this implies

K_ a w 1-a, K _w_1-a,K
— — o —t—>—> -
L L L

i r a;
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Since the economy-wide capital labour ratio iswieeghted average of the sectoral capital labour
ratios (with weights equal to their employment gisarasv/r moves to its lower bound the

output of sector i goes to 0, while as it reackesipper bound the output of sector j goes to zero.
Consequently, as/r moves from its lower to its upper bound the rebutputQ/Q; goes from

0 towo. This traces out the supply curve. Combining @Rl (e4) we see that the relative price
change associated with this movement is:

o385

In the BLS KLEMS 1987 to 2010 database the aveamgeial capital income shares of value

added for aggregate goods and services@e.35 anths = .32, respectively. Plugging these
numbers into (e5), we get a variation in the latiee price of goods to services from the bottom
to the top of the supply curve of .03*In(119/104)0840, i.e. 4/10ths of one percent. For all
intents and purposes, this is a horizontal supplyes Thus, operating as if goods and services
share the same factor income share provides aclesg approximation to the actual relative
supply curve generated by their differing factdemsities.

Appendix B: Labour Quality Measures for the BLS KLEMS

As noted in the text, the BLS KLEMS total factoog@uctivity estimates do not
differentiate by worker type. For its aggregategte business and private non-farm business
TFP measures, however, the BLS constructs meastidegerentiated labour input using March
Supplement Current Population Survey (CPS) datanstruct measures of differentiated labour
input and then adjusting the hours totals to m&irent Employment Statistics (CES). | use a
similar methodology to construct differentiateddabmeasures for the 60 private sectors in the
KLEMS and the government sector.

The first difficulty one encounters lies in matotpithe industrial sector definitions of the
CPS and the KLEMS. From 2003 to 2010, the CPSws#a aggregations of the categories in
the 2002 NAICS (North American Industry ClassifioatSystem), which are a close match to
the NAICS categories used in the 60 sector KLEMSBe only exceptions are NAICS 523
(securities, commodity contracts and investmenmtd)%25 (funds, trusts and other financial
vehicles), which are separate in the KLEMS but ciowdh in the CPS data. | assume that the
distribution of workers by type within the two sext is the same as in the combined CPS sector.
Pre-2003 data, however, are based upon the 1980, 1987 SIC (Standard Industrial
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Classification) codes. While the differences betwene SIC and another are minor, and easily
reconciled by renumbering and combining a few tldesub-categories, the differences between
the SIC and the NAICS appear more substantial.

The BLS and | address the issue of changing sedaefinitions in labour statistics using
2000-2002 CPS data. In the 2000, 2001 and 206&idas of the CPS, industry and occupation
data were collected using both the old and newsifleation systems. In its published labour
statistics, the BLS uses the cross-distributioaraployment between old industry and new
industry in the dual coded data to convert thedaith series to the new industrial definitions
(http://www.bls.gov/cps/constio198399.htm). | &l a similar methodology, except that | use
the cross distribution from old system industrycewpation categories to new industry.
However, there are hundreds of industry and oceaupaategories, so not every industry x
occupation cross-classification present in the 12@J2 data appears in the 2000-2002 sample.
For those missing observations, | use higher levetégygregation, using first the old system
industry x detailed (46 categories) occupation sx@assification, then the old system industry x
major (14 categories) occupation cross-classificatand, when all else fails, for a handful of
observations, simply the old system industry to sgstem industry distribution.

The second problem that arises is that of zerososs-classify workers by 61 sectors (60
private plus public administration), 2 sexes, 6 ggeips, 5 educational categories, and 24
years?? Given the limited samples in the CPS, this irehlif creates lots of zeros. Zeros are a
serious problem, as total factor productivity cétions involve calculating In changes. |
address this issue by using iterative proportidittalg (Agresti 1990) to estimate the full five-
dimensional cross distribution using sub-dimenditotals. Iterative proportional fitting fits a
model that assumes independence at higher dimensianillustrate with the three dimensional
example where X is cross classified by i, j andrle can use the observeg X, and X totals
to produce estimategijk which are In-linearly related to implicit interamt factorsh;j, Ay, and
Aik, with no interactions at the i x j x k level. Bging sub-dimensional totals to estimate the full
array, one eliminates the zeros in the detailedszobassifications. For my estimates of wages
per hour, where the samples are particularly spggtbe data are not available for all workers, 1
use all of the two dimensional cross-classificatitmestimate the five dimensional array. |
calculate total hours and total income for each-thivoensional sub-array, iteratively
proportional fit the entire five dimensional arrayd then take ratios of cells to calculate wages

“2The age categories are 15-24, 25-34, 35-44, 45564, and 65+; the educational categories arethess
high school, completed high school, some collegmpieted college, and more than college; the yaar4987-
2010.
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per hour. For my worker and hours data, the sasrgoie larger. | begin by defining 12 major
sector aggregations (the principal sectors, withufecturing sub-divided into durables and non-
durables) for the 61 detailed sectors. | theratteely proportionally fit the five dimensional
array using every available three dimensional apesed upon major industry classification and
every two dimensional array based upon detailedsitrgl classificatiorf®> The use of major
industry aggregations allows me to include inteomst at higher dimensions without introducing
zeros into cells, while the detailed industry twmensional arrays retain the information on
cross-distributions at that level.

To summarize my procedure, | begin by using tHg022002 CPS SIC industry x
occupation to NAICS industry population distributito convert 1987-2002 industry data to 2002
NAICS definitions. | then use the CPS March Supmst individual weights and aggregate to
the 60 KLEMS sectors plus the government sectdreal as a "worker" anyone who reports
more than zero hrs of work in the previous weetheh adjust the population totals and hours of
work totals by year x industry to match the BLSraates of workers and hours by year x
industry** and iteratively proportionally fit workers andabhours to calculate workers and
hours by industry x sex x age x education x yéam wages per hour, | take all individuals for
which the BLS is able to calculate a wage per Ifbased upon the direct report or data on "usual
hours"), aggregate into 61 sectors using the CR§ge adjust hours totals by industry using the
BLS CES data, and then iteratively proportionaillydtal earnings and hours, taking the ratio of
the two five dimensional arrays to calculate wgggshour. The combination of hours and
wages per hour then allow me to calculate sub-fastmme shares by industr@{i in the paper)
and the data on hours per worker allow me to cateulornqvist measures of the growth of
labour quality by sector which are comparable tséthe BLS calculates for the aggregate
private sector:

(Bl) z @Ij_it+elj_it—l |n H|: _(@Lit+@Lit—lJ|n Hit
j 2 Hi:—l 2 Hit—l

“3Thus, allowing D to denote detailed industry, M ardpdustry, S sex, A age, E education and Y year,
use the sub-dimensional arrays DS, DA, DE, DY, MBISE, MSY, MAE, MAY, MEY, SAE, SAY, SEY, and
AEY. In iterative proportional fitting, one cangrggate a dimension into sub-categories. As landpat sub-
category contains additional cross-distributiohis not redundant (i.e. MS is redundant given B&,MSA is not)
and provides an additional interaction factor.

“The KLEMS TFP database only contains indices of$iolitake levels of hours and workers from the
Industry Employment and Hours Data Tables of th& Bbour productivity database. These are nattstri
consistent with the hours indices of the BLS KLEM&l factor productivity database. However, I use these
totals to change the measure of the growth of tatadur input (hours) in the KLEMS database calgoites, but only
to calculate distributions of workers by charastéej as shown shortly in (B1) and (B2).

58



whereH/ denotes total hours of worker type j in industaf time t andH,, denotes total hours
in sector i at time t. The measures are addedetgtowth of labour input and subtracted from
the growth of total factor productivity in the Bldata. The data on the distribution of the
population by worker characteristic then allow mealculate weighted and unweighted
Torngvist measures of the changing shares of thaukaforce:

(BZ) z @Ij_it+@|j_it—1 In 77;{ and @Lit+@Lit—1 In 77|-t
] 2 Th o 2 T

where 7z; denotes the share of the aggregate working papualaf type j in industry i at time t

and 7, denotes the share of the aggregate working popnlat sector i at time t. These
measures are used as the instrumented dependeiitiedn Section Ill. Since everything is
benchmarked to the BLS totals, thgand 7z, measures are simply the original BLS data and are
consistent with the totals ¢f,) and 7z} acrossj. The two measures in (B2) are differeut,

highly correlated, with a correlation coefficierit.817.

Appendix C: Existing Micro-Data Estimates (McLaugHin & Bils 2001)

McLaughlin & Bils (2001, tables 4 and 5) using B®lata from 1979 to 1992 report that
the average In wage of industry leavers relative&yers in industries with contracting
employment shares and industry entrants relatigaygers (continuing workers) in industries
with expanding employment shares is about -16 dpdrcent without adjustment for worker
characteristics and -6 or -7 percent with adjustnfimnworker characteristics. These estimates
might lead one to conclude that comparative adggisindeed aligned with absolute
advantage, but that Roy worker efficacy effectsratieer small. In this appendix | show that the
data examined by McLaughlin & Bils have little to @ith the expansion and contraction of
industries and are mostly related to a form of faimg” whereby workers simultaneously exit
and enter industries.

| work with the annual 1971-19%7%ecords of the PSID, using both the low income
sample and the census based representative sdagpiging on the industry of employment of
household heads. | use two industrial classificeti (a) 9 aggregate sectors, a measure which
should eliminate spurious industry shifts broudhaut by minor errors and misclassifications;
(b) 24 sectors, which is the greatest detail |aameve while keeping industry definitions

“>Prior to 1971 industry is not reported; after 199& PSID moves to a biannual framework and heree th
calculation of movers and stayers is not comparable
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Table C-1: Entry, Exit and Sectoral Growth in BfID (observations are industry x year)

Representative & Low Income Sample Represent&araple Alone
7 Private Sectors 22 Private Sectofs 7 PrivateoBec| 22 Private Sectorg
Rates In Rates Rates In Raqes Rates In Rates RatbsRates
Correlation Between Entry and Exit Rates
General .675 717 .842 .759 565 577 747 .664
(p-value) (.000) (.000) (.000) (.000) (.000) (.000) (.000) (.000)
Partial .282 167 .302 .128 224 118 229 .106
(p-value) (.000) (.025) (.000) (.002) (.002) (.114) (.000) (.012)
N 182 181 572 571 182 180 572 564
Regression on Change in Industry Employment Sheith (ndustry & year dummies)
> Ay .165 1.07 217 1.11 175 .828 237 .751
E (s.e) (.099) (.506) (.085) (.410) (.132) (.7112) (.1112) (.544)
N 182 182 572 572 182 182 572 567
- A .061 .094 .025 -.077 -.125 -.545 .017 -.245
'L>L,_< (s.e) (.099) (.507) (.081) (.415) (.125) (.706) (.105) (.569)
N 182 181 572 571 182 181 572 569

Notes: N = number of industry x year observaioAn occasional observation is lost when takivegln of a zero
entry or exit rate. Partial correlation = corratof residuals from regression on industry anaryRimmies.
Regressions = regression of entry or exit ratemdustry & year dummies and the change in the sbanen-

agricultural employmentAft;).

relatively consistent across the years, and idairto the detail used by McLaughlin & Bil8.

For a given industry i, examined in period t, woskare classified as stayers if they were in the
same industry i in period t-1, entrants if they evar a different industry j in period t-1, and
leavers if they worked in industry i in period bit work in industry j in period t. To be in the
sample a worker needs to both report industry gileyment and allow the calculation of In
wage per hour in consecutive years. This elimsatg&known industry and workers who were
completely out of employment in one year or theeothEvery worker who is an entrant in

%9 sectors: 1 agriculture, forestry & fishing; 2ninig; 3 manufacturing; 4 construction; 5 transport,
communications & utilities; 6 wholesale & retaitte; 7 finance, insurance and real estate; 8 gtrgices (except
gov't); and 9 government & armed forces. 24 sactdragriculture, forestry & fishing; 2 miningn3etal industries;
4 machinery (inc. electrical); 5 motor vehicles ger transportation equipment; 6 food & kindreddurds (inc.
tobacco); 7 textile mill products, apparel & otli@ricated textile products, plus shoes; 8 papetli®d products; 9

chemical & allied products, petroleum & coal protdy@nd rubber & misc. plastic products; 10 prigté

publishing; 11 other manufacturing; 12 constructib® transportation; 14 communication; 15 publititids; 16
wholesale trade; 17 retail trade; 18 finance, iasoe and real estate; 19 business services; 20na¢ervices; 21
health; 22 education; 23 other services (except)y@4 government & armed forces.
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industry i in period t is a leaver from some indystin period t-1. Although | use all 9 or 24
sectors to categorize workers, | focus on entryfextes in the 7 or 22 private non-agricultural
sectors.’ Overall | have about 61500 individual x year akagons (a little over half in
representative sample households) in these indastrith about 15% of these being entrants or
leavers according to the broad sectoral definitems 23% according to the narrow sectoral
definitions.

| begin by reporting, in the top panel of Tabld Ghe correlation between the sample
fractions, at the industry x year level, of entsafiih entrants and stayers) and leavers (in leavers
and stayers). As shown, there is a very strongipeorrelation between the fraction of the
sample that enters an industry between periodndlt and the fraction that leaves the same
industry between the same two periods. This hioldswhether the measures are in levels or in
Ins, using both the low income and representatiwvepsde or just the representative sample alone.
The partial correlation of the entry and exit raedter removing industry and year fixed effects,
is weaker but still generally highly significanin contrast, in the bottom panel of the table |
report the regression of the industry entry and rates on the change in the sector’s share of
non-agricultural employment, with industry and y&eed effects. As shown, the regression
coefficients are almost universally insignificatfie only exception being entry rates for the 22
industry measure, and this result largely disappeden the sample is restricted to PSID
representative households alone.

Table C-2 follows the McLaughlin & Bils methodolggxamining the average relative
In wages of different groups. Without adjustmemtwWorker characteristics, the wages of
entrants or leavers are found to be between 11l @mercent lower than those of stayers (first
four columns). With adjustment for worker charaistecs (last four columns), these mean
differences are greatly reduced and, in many casedered statistically insignificant. Moreover,
in all cases the vast majority of the estimatesuhderlie the calculation of these averages are
insignificant. Thus, for example, while the relatwages of entrants to stayers in expanding
sectors are on average 3.1 percent (7 sectors® @ePcent (22 sectors) lower among the
representative PSID sample, only about T/a@fthe industry x year differences that undetie t
calculation of these means are, by themselvesstatatly significant at the 5% level. Unlike
McLaughlin & Bils, Table C-2 reports relative wagasoth expanding and contracting sectors
for all measures. As shown, while the relative @sagf entrants are lower than stayers in

| relate these rates to the BLS Current EmploynS¢atistics based historical SIC measures of
employment, which exclude agriculture, while theu® on private sector activity is consistent with tmeasures
examined earlier in the paper.
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Table C-2:

Mean Wage Differences Between Industryants or Leavers vs. Stayers in the PSID

Average In Wages Differences Adjusted for Workbafacteristics
7 Private Sectors 22 Private Sectors 7 PrivateoBec| 22 Private Sectorg
Tt T T | Tt T Tt | e T Tt | it T Tt |
Entrants vs. Stayers (representative & low incoi@bPsample)
Mean Dif. -.141 -.189 -.128 -.161 -.031 -.065 -.033 -.050
(s.e.) (.014) (.014) (.010) (.010) (.009) (.010) (.007) (.007)
Significant/N| 27/90 44/92 65/241 | 84/331 12/90 25/92 25/241 | 41/331
Leavers vs. Stayers (representative & low incom@®RBample)
Mean Dif. -.144 -.164 -.128 -.134 -.012 -.032 -.008 -.019
(s.e.) (.014) (.015) (.011) (.010) (.010) (.011) (.008) (.007)
Significant/N| 25/92 32/89 53/243 | 68/328 7/92 6/89 21/243 | 12/328
Entrants vs. Stayers (representative PSID sample)
Mean Dif. -.140 -.154 -.118 -.117 -.031 -.059 -.029 -.022
(s.e.) (.019) (.019) (.014) (.014) (.012) (.014) | (.009) (.010)
Significant/N| 18/90 34/91 | 34/241 | 59/326 10/90 20/91 | 22/241| 35/326
Leavers vs. Stayers (representative PSID sample)
Mean Dif. -.120 -.162 -.108 -112 -.007 -.045 -.004 -.008
(s.e.) (.019) (.019) (.015) (.014) (.014) (.013) | (.010) (.011)
Significant/N | 11/92 28/89 29/242 | 50/327 7/92 9/89 | 21/242 | 28/327

Notes: Observations are industry x year measefrevage differences.  Adjusted for Worker Cheeastics = the
coefficients on entrant (or leaver) yearly dummiemdustry level regressions with controls for sage, age2, race
(African-American), education (8 categories) andrygummies), with random effects for PSID indivatki m;; 1
(7 |): observations in industries whose share of ttgbloyment increased (decreased) in that year.nNbifa
mean year x industry difference for observatiorthwy 1 orm;; |; s.e. = standard error of the mean difference; N
number of industry x year observations; Significamumber of such observations which are, indiviigua
significantly different from 0 at the 5% level.

expanding industries, the difference is, generalgn larger irtontracting industries.
Similarly, while the relative wages of leavers lnwer than stayers in contracting industries, the

difference is generally almost as largestpanding industries. These results completely

undermine the interpretation of these wage diffeesras reflecting the relative efficacy of
entrants in expanding industries and leavers intraoting industries.
In sum, changes of industrial sector in the PSipear to reflect a form of “churning”,

whereby both entry and exit simultaneously occuhiwiindustries. It is not hard to motivate
such movement, either with models of creative desibn within sectors or with a more general
idiosyncratic destruction of existing jobs and agp@ce of new opportunities. Workers with

62



systematically lower human capital appear to pldisproportionate role in this churning, as
adjustment for observable characteristics elimmatest of the relative wage differences. While
these facts are interesting in and of themselwey, provide little insight into the impact of the
expansion or contraction of industry employmentaet@n average worker efficacy.
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