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Energy Efficient Relaying via Store-Carry and Forward within the Cell
Panayiotis Kolios, Student Member, IEEE, Vasilis Friderikos, Member, IEEE, and Katerina Papadaki, Member, IEEE

Abstract—In this paper store-carry and forward (SCF) decision policies for relaying within the cell are developed. The key motivation of SCF relaying stems from the fact that energy consumption levels can be dramatically reduced by capitalizing on the inherent mobility of nodes and the elasticity of Internet applications. More specifically, we show how the actual mobility of relay nodes can be incorporated as an additional resource in the system to achieve savings in the required communication energy levels. To this end, we provide a mathematical programming formulation on the aforementioned problem and find optimal routing and scheduling policies to achieve maximum energy savings. By investigating structural properties of the proposed mathematical program we show that optimal solutions can be computed efficiently in time. The trade-offs between energy and delay in the system are meticulously studied and Pareto efficient curves are derived. Numerical investigations show that the achievable energy gains by judiciously storing and carrying information from mobile relays can grow well above 70% for the macrocell scenario when compared to a baseline multihop wireless relaying scheme that uses shortest path routes to the base station.

Index Terms—Energy consumption, Store-carry and forward relaying, Delay tolerance, Wireless routing, Green cellular networking, Network flows.

1 INTRODUCTION
Energy utilization has become imperatively important for network operation since the accumulated effect of increased data rates over cellular networks and volume of data traffic that needs to be supported may lead to unsustainable requirements on energy consumption in wireless networks [1][2][3][4][5][6].

Fixed and/or mobile wireless non-regenerative or regenerative multihop relaying is currently considered as one of the most fundamental architectural elements to be integrated into the next generation of cellular networks [7]. The rational of incorporating multihop relaying within the cell are multi-faceted. The most well documented ones relate to the ability of multihop relaying to enhance cell coverage, the spatial reuse of the scarce wireless resources and user throughput, especially at the cell edge, compared to traditional cellular architectures where mobile nodes transmit directly to the Base Station (BS). A further seminal aspect of multihop architectures, that has more recently attracted research attention, is their potential to reduce the overall energy consumption in the network [8].

Multihop paths benefit from the superlinear relationship of the communication distance to the signal propagation losses. As such, there may exist a path from source to destination where the accumulated (re)transmission energy and the circuit energy consumption of all the participating transceivers en route, consist only a fraction of the required direct transmission energy consumption.

In this work, we present an architectural extension to current cellular network deployments that can potentially achieve many-fold reductions in the end-to-end communication energy consumption. The work is motivated by the need to realize substantial energy efficiency gains in the operation of cellular networks. This latter problem has been exacerbated recently by the growing adoption of mobile Internet over the subscriber base. Evidently, the introduction of data services on mobile phones has caused a considerable rise in the energy consumption of infrastructured systems. On the other hand, and unlike voice services with stringent quality of service requirements, Internet type services vary greatly in content, with very broad delivery delay constraints. Capitalizing on the elasticity of such delay tolerant services, mobile terminals can possibly postpone the transmission of information messages while in transit and only engage in communication at locations within the cell with favorable channel gains. Doing so, both the terminals and the BS require less power to communicate the information and thus conserve energy. Hence, in contrast to previous studies, we propose in this work mechanical relaying where mobile nodes store and carry information messages while in transit and only forward the data at a later time when they experience better channel conditions. Such a store-carry and forward relaying scheme can be utilized by a plethora of different elastic Internet applications such as for example email access, FTP and Peer-to-Peer file transfers, RSS feeds, status updates from social networking sites and over-
the-air software updates for the terminal.

It is important to note at this point that the proposed scheme differs in at least two major and important ways to the store-carry and forwarding scheme already proposed in the context of delay tolerant networks (DTNs). Firstly, while in DTNs storing and carrying the message is an inevitable need in order to provide connectivity between communicating parties, here connectivity is not an issue. Infrastructure nodes, i.e., BSs, provide an almost 100% connectivity in cellular networks and instantaneous communication can be established. However transmissions are deliberately delayed to target possible energy efficiency gains. Secondly, in DTNs due to the unexpected and frequent disconnections, protocols replicate messages at node encounters to increase the delivery success rate. On the contrary here no message replication is necessitated as mobile terminals can communicate directly with the BS and thus message delivery is guaranteed.

Finally the proposed scheme differs from the already proposed basic multihop schemes where messages are forwarded as soon as they become available at the relay node. Hence, the proposed message forwarding scheme can be considered as an all-inclusive multihop relaying mechanism where both the traditional direct single hop and basic multihop routing schemes can be employed. In addition however, store-carry and forwarding can be realized.

We illustrate the proposed relaying extension in figure 1. We identify three communicating network entities: (i) source nodes (or user terminals (UT)), (ii) relay nodes (in this case relays are assumed to be communicating radios on board vehicles and thus the abbreviation Vehicular Relay (VR) is used) and (iii) centralized base stations (BSs). In the traditional cellular networks, all source nodes communicate with the base station (BS) directly. In the basic multihop approach, message forwarding takes places as soon as the information is received by the relay nodes. In SCF relaying however, nodes have the flexibility to postpone message forwarding while in transit and thus have the potential to achieve localized transmissions, for example when passing by the BS. Figure 1 illustrates the possible message forwarding links for the uplink case. Note that in the same manner the downlink can benefit from the message postponement scheme where a BS defers transmissions for preferable future time instances. Moreover, there are a plethora of incentives for mobile nodes, including economic drives, that could motivate adoption of the scheme. Even though this is not part of this paper, incentivizing store, carry and forward relaying of information messages is an issue that needs to be addressed. The former issue is addressed in [9], where the authors investigate auctioning strategies for relaying in green cellular networks. Importantly, such techniques can be extended for the SCF relaying paradigm as well.

The paper contributions are summarized as follows:

1) A store-carry and forwarding scheme is introduced for cellular networks.

2) A theoretical and practical networking model is derived and in the sequel it is demonstrated that this model can be applied for multi-user, multi-rate problems with dynamic node mobility patterns for both the uplink and downlink scenarios. The model includes and utilizes the traditional single hop and the basic multihop scheme and further benefits from store-carry and forward relaying.

3) An innovative network flow formulation is derived where the optimal routing and scheduling policies are constructed in small running times even for large network instances.

An overview of the mechanical relaying concept can be found in [10] while the work in [11] details the inter-cell interference reduction gains of the proposed architecture. The case of multi-cell scenarios, where elastic traffic can be delivered to nearby BSs in order to achieve a trade-off of energy, delay and load-balancing between the cooperative cells, is developed and studied in [12]. Fixed and/or mobile relaying has been considered in several cases in the past to address load imbalance problems caused by the very nature of cellular architectures. Relay nodes provide alternative paths for data exchange via the support of the neighbouring BSs (see for example the work in [13]). The benefit of MR over traditional approaches however is that given adequate delay tolerance, a mobile node can store and carry information while in transit to an adjacent cell before forwarding takes place. In this way, high energy efficiency gains can be maintained while achieving the desired load-balancing effect.

Nevertheless, in this paper we focus on the single cell case, detailing the fundamental operations of MR. In contrast to all previous work, here we examine in detail the proposed green networking architecture for energy efficiency, elaborate on the different properties of the mathematical framework and delve into a thorough investigation on the optimization characteristics of the proposed relaying paradigm. More specifically, detail studies are presented to illustrate the flexibility of the proposed mathematical model for a plethora of underlying mobility conditions and the practicality of the derived mathematical programming problem is illustrated for the general multi-user, multi-rate problems.

The rest of the paper is organized as follows. In Section 2 we describe the network model under investigation.
and in Section 3 we formulate a mathematical program for the proposed strategy. Moreover, in Section 4 we provide numerical investigations on the performance of the proposed scheme. Section 5 dwells upon the effects of the model structure on the system performance. In Section 6 we study the multirate extension of the problem formulated in section 3. Finally, in Section 7 we position our work to the current research activity and conclude the paper in Section 8.

2 System architecture

To begin with, we consider the uplink of information from all active terminals to the BS but the analysis is valid for the downlink case as well. We consider a BS within an one-dimensional cell of radius \( R \). The onedimensional realization is made to aid visualization in the forthcoming figures and assumed to model a road segment. However, we relax this assumption in subsequent sections of the paper and study a more realistic cell topology (see section 5.3). The BS collects location and mobility information for all nodes in the system and is responsible for deriving the end-to-end forwarding paths. The work in [14][15] considers how such information can be collected and shared among participating nodes efficiently. Further, the BS serves a number of nodes that are either static or mobile. To distinguish among source nodes and relay nodes, we assume here that all source nodes are static while the rest are mobile. This assumption is done to show that static (pedestrian) users can be considered by the model as well. However the model described below is applicable for the more general case where all nodes can be assumed as mobile.

Based on the above, we consider hereafter the set \( M = \{1, ..., M\} \) of active users (UTs) that are static and the set \( N = \{1, ..., N\} \) of mobile nodes that are either dedicated relay entities or idle user terminals inside moving nodes. The mobile nodes considered here can be vehicles in a road network. It is further assumed that all vehicular relays (VRs) travel within a road network with velocity \( v_i, i \in N \).

2.1 Communications Model

For the communication model we assume that all nodes in the system can transmit/(receive) to/(from) a single other node at any one time. All UTs have a single message of size \( F \) (bits) to send to the BS and a data rate of \( B \) (bps) is supported by all links. We relax the latter two assumptions in the sequel (see sections 5.4 and 6.1 respectively). Moreover, we identify three sources of energy consumption during communication. The energy consumed by the transmitter electronics, \( e_t \), the circuit energy consumption at the receiver side, \( e_r \), and the energy consumed by the power amplifier \( e_d \) at the transmitter side.

Furthermore, distance depended signal attenuation is considered. For line-of-sight paths (within the range \( d_{\text{brake}} \)) free space losses are assumed whereas for non-line-of-sight paths the two-ray model is used.

In this dynamic and time varying network, two communicating entities \( i, j \) have an instantaneous relative velocity \( \bar{v}_{ij} \). Let \( D_{ij} \) be the initial distance between the transceiver pair \( i, j \). Then \( g(D_{ij}, t) \) is the absolute distance at time \( t \) between nodes \( i, j \) during transmission, which is given by:

\[
g(D_{ij}, t) = |D_{ij} - \bar{v}_{ij}t|. \tag{1}\]

The total energy consumption in transmission of a single message is given by:

\[
f_{ij}(s) = (e_t + e_i)B + Be_d \int_0^s g(D_{ij}, t)\eta dt, \tag{2}\]

where \( s \) is the communication time and \( \eta \) is the pathloss exponent.

2.2 Space-Time Network

To generate feasible paths for message routing, knowledge is needed on the future positions of mobile nodes. To capture the dynamics of the network, node positions are replicated at consecutive time epochs of length \( \tau = \frac{T}{4} \) units of time over the time horizon \( T \). In this way a space-time network is generated over the interval of time \( T \) as shown in figure 2. In the illustration one UT, four VRs at three consecutive time intervals and a single BS are shown. To aid visualization, on this figure all vehicles travel in the same direction. This does not need to be the case in general for the model to be valid. Individual vehicle movement can vary in speed and direction.

The nodes in this space-time network are defined as follows: The entry \((k,a)\) uniquely identifies the position of vehicle \( k \) at time epoch \( \alpha \) and the set \( V_p \) contains all such vehicle positions in the interval \( T \). Therefore, node \((VR_1, 0)\) determines the current position of relay 1 while node \((VR_1, 1)\) defines the position of \( VR_1 \) at time epoch 1, and so on. Since all UTs and the BS are static entities, their distance does not change with time and therefore can be uniquely identified by their indexed value.

The basic principles of space-time networks have been extensively used over the last fifty years with significant

![Fig. 2: Time expanded network with mobile node replication at consecutive time epochs. In this way a static network is obtained over the time horizon T.](image-url)
practical use in transportation and logistics. More relevant to our study is their use in DTNs. Of notable importance is the work in [17] where the authors consider the space-time model for sparse networks and suggest the store-carry and forward technique for routing messages. In a similar manner, the work in [18] considers the space-time network with deterministic mobility such that the contact times between nodes can be estimated.

The clear distinction we try to make here from all previous works in the area of DTNs is that for our case, connectivity is not an issue as all nodes can communicate directly with the BS and informed routing decisions can be made. Therefore the space-time network under consideration is not restricted by the contact opportunities as is the case with DTNs. Further, while the above referenced works have studied various different objectives (minimizing delay or maximizing bandwidth under energy constraints), the optimization model under investigation is significantly different (investigating the tradeoff between energy and delay).

3 Mathematical Model

In this section we construct the mathematical model of the proposed SCF network architecture. To ease interpretation, the model is first described for a single UT and the multi-user scenario is explained later (see section 3.2). We define the space-time network for a single UT and the multi-user scenario is explained later (see section 3.2). We define the space-time network for a single UT as

\[ V; L \]

\[ \text{V: set of nodes (UT, BS, and vehicle k).} \]

\[ \text{L: set of links between the UT and relay vehicle.} \]

In this section we construct the mathematical model of the proposed SCF network architecture. To ease interpretation, the model is first described for a single UT and the multi-user scenario is explained later (see section 3.2). We define the space-time network for a single UT as

\[ V; L \]

\[ \text{V: set of nodes (UT, BS, and vehicle k).} \]

\[ \text{L: set of links between the UT and relay vehicle.} \]

The clear distinction we try to make here from all previous works in the area of DTNs is that for our case, connectivity is not an issue as all nodes can communicate directly with the BS and informed routing decisions can be made. Therefore the space-time network under consideration is not restricted by the contact opportunities as is the case with DTNs. Further, while the above referenced works have studied various different objectives (minimizing delay or maximizing bandwidth under energy constraints), the optimization model under investigation is significantly different (investigating the tradeoff between energy and delay).

3.1 Energy and Delay cost

The energy consumed in transmission of a unit flow between a transceiver pair \( i, j \in V \), is as follows:

\[ E(i \mapsto j) = \begin{cases} f_{ij}(\tau) & \text{for } i \mapsto j \in L_1^A \\ 0 & \text{for } i \mapsto j \in L_2 \end{cases} \]

\[ f_{ij}(\tau) = \begin{cases} +1 & i = \text{UT} \\ -1 & i = \text{BS} \\ 0 & \text{otherwise} \end{cases} \]

where \( f_{ij}(\tau) \) is defined in section 2. It must be noted that for links \( i \mapsto j \in L_1^A \cup L_1^B \) with \( \tilde{v} = 0 \), energy consumption is proportional to the flow \( x_{ij} \) with a multiplier of \( f_{ij}(\tau) \). This is not the case for links in \( L_1^C \cup L_1^D \) with \( \tilde{v} \neq 0 \). However, since \( x_{ij} \) takes binary values, \( x_{ij} f_{ij}(\tau) \) gives the correct energy consumption, since \( f_{ij}(\tau) \) is the amount of energy used for one unit of flow. The delay per unit flow for all links in \( L \) is:

\[ \Phi(i \mapsto j) = \begin{cases} \tau & \text{for } i \mapsto j \in L_1^A, L_1^B, L_2 \\ \tau(a + 1) & \text{for } i \mapsto j \in L_1^C \end{cases} \]

where for \( L_1^C \) links and \( j = (k, a + 1) \), the user postpones transmission for \( a \) time periods before transmitting. We define the total cost per unit flow as a weighted sum of the energy consumed in transmission and the delay incurred while traversing the link,

\[ c_{ij} = E(i \mapsto j) + \lambda \Phi(i \mapsto j). \]
where $\lambda$ is a weighting parameter of the delay cost for information to traverse the link $i \rightarrow j$. Note that for the case where hard deadline constraints need to be imposed, the time horizon $T$ for node replication can be limited to the maximum delay tolerance of the services considered. All other model derivations discussed above remain the same. For the latter case, the cost for all links in $L_2$ would be zero and all links in $L_1$ will have an energy cost term only.

3.2 Mathematical model for Multiple Users

The above space-time network can be generalized for $M$ users in the set $M$, by replacing the single UT with the elements of $M$ in the set of nodes and links. Links in $L_1$ were defined for binary values of the flow and unit capacity. We would like to keep the flow binary for links in $L_1$, since it is also needed for the energy consumption cost to be correct, and keep the flow integer for links in $L_2$. Integralty of the flow is a natural assumption, since we are transporting messages, and we show that restricting the flow to at most one unit for links in $L_1$ does not cause any problems in the network with $M$ users:

1) Transmission links of the form $UT \rightarrow j$, for some user UT and some node $j \in V_p \cup \{BS\}$, cannot have flow exceeding one unit since each user has a supply of one unit.

2) However, transmission links of the form $(k, a) \rightarrow j$, for some vehicle node $(k, a) \in V_p$ and some node $j \in V_p \cup \{BS\}$, might have more than one unit of flow to transmit that initiated from different users.

Case 1) above does not pose a problem and case 2) is resolved in the following proposition (for proof see appendix A):

**Proposition 1:** For each transmission link $(k, a) \rightarrow j$, where $(k, a)$ is a mobile node and $j \in V_p \cup \{BS\}$, that transmits $m$ units of flow, there exist $m$ distinct paths of unit flow from $(k, a)$ to $j$ that have the same cost.

Thus, in the $M$-user space-time network we can define all links in $L_1$ to have unit capacity.

We define the capacities for the space-time network of $M$ users as follows: $u_{ij} = 1$ for $L_1$ links and $u_{ij} = \infty$ for $L_2$ links. Note that we place no restrictions in the capacity of $L_2$ links as we simply assume here that large memory availability is not a constraint - but a requirement, in current and future mobile phone manufacturing. However, for the case whereby a study on the effect of memory constraints needs to be undertaken, the capacity of those links (i.e., $u_{ij}, i \rightarrow j \in L_2$) could be set accordingly.

Finally, each user $i \in M$ will have a supply of $b(i) = +1$ and the BS will have a demand of $M$, $b(\text{BS}) = -M$.

3.3 Mathematical programming formulation

In this section we define the joint routing and scheduling problem for the case of $M$ active users and $N$ mobile relays in a single cell that emerges from the discussions above. The optimal forwarding policies can be found by solving problem (P1) below which is a linear integer mathematical program.

The objective function (8) minimizes the cost of all users (source nodes) forwarding their message to the BS (sink node) via any path in the network. Constraints (9) and (10) ensure that radios do not transmit to more than one radio and do not receive information from more than one radio at any time. Constraints (11) are the flow conservation constraints that create paths from the users to the BS to ensure that the supplies/demands are satisfied.

(P1) \[
\min \sum_{i \rightarrow j \in L} c_{ij} x_{ij} \\
\text{s.t.} \quad \sum_{j : i \rightarrow j \in L_1} x_{ij} \leq 1 \quad \forall i, \quad i \in V_p \\
\sum_{k : k \rightarrow i \in L_1} x_{ki} \leq 1 \quad \forall i, \quad i \in V_p \\
\sum_{j : i \rightarrow j \in L} x_{ij} - \sum_{k : k \rightarrow i \in L} x_{ki} = b(i) \quad \forall i, \quad i \in V \\
0 \leq x_{ij} \leq u_{ij}, \quad x_{ij} \in \mathbb{Z}
\]

Solving the above mathematical program using integer programming is hard. However, we show that by relaxing the integrality constraints of the above problem integer solutions are obtained.

**Theorem 1:** Let $Ax \preceq q$ be the matrix representation of constraints (9)-(12), ignoring integrality constraints. Then $A$ is totally unimodular (TU).

The proof is detailed in appendix B. It is well known that if $A$ is TU and $q$ is integer then the feasible region described by $Ax \preceq q$ has integer extreme points. Thus, we can relax the integrality constraints and still get integer solutions using linear programming (simplex method). This means that the above mathematical program can be solved for a large number of nodes in very short running times.

4 Numerical Investigations

By solving the mathematical program in section 3.3 to optimality, energy-efficient policies are obtained for different delay requirements in message delivery. We study the micro-cell scenario of radius $R = 400m$ with $M = 10$ uniformly distributed active users and $N = 20$ relay nodes. For the communication model we estimate that the distance for switching between the two modes of propagation is $d_{\text{brake}} = \frac{3}{2}h_t h_r$, where $h_t = 1.5m$ and $h_r = 1.5m$ are the transmit and receive antenna heights respectively and the transmit radio wavelength is $\nu = 0.126m$. For the two signal propagation modes the following models are used: Free space losses are assumed for communication distances less than $d_{\text{brake}}$ with path loss exponent $\eta = 2$ while the plane earth model is used for larger distances with path loss exponent...
\( \eta = 4 \). The fixed circuit power to operate the transceiver electronics is \( P_c = 50\text{mW} \) and the received power threshold for successful communication is \( P_r = -52\text{dBm} \). Based on these values the following parameters can be deduced: The energy per bit consumed by the power amplifier is \( e_d(\text{los}) = \frac{P_r (4\pi r^2)}{Bd} \) for free space losses and \( e_d(mp) = \frac{P_r}{Bd^2} \) otherwise. The fixed circuit energy consumption is \( e_f = e_r = \frac{P_c}{B} \).

All users have a single message of \( F = 4\text{Mbit} \) to transmit to the BS and the data rate for all links is \( B = 1\text{Mbps} \) while all communications are restricted to the range of \( R \) meters. To provide an insight on the performance gains of the proposed scheme we study a network topology with all nodes lying along a single stretch of a road. On this topology, we first consider vehicles traveling in a single direction and bi-directional traffic is included later when a real network topology is used. SUMO\(^2\) mobility simulator is used to generate realistic mobility traces for all relay nodes. SUMO is a microscopic road traffic simulator that captures the mobility of individual nodes within a road network and it is based on the car following principle of vehicular traffic modelling. The car-following parameters used in this work for mobile relay nodes are as follows: maximum acceleration is \( 0.8\text{m/s}^2 \), maximum deceleration is \( 4.5\text{m/s}^2 \), maximum travelling speed \( 14\text{m/s} \), the car length is 5 meters and response time to unpredictable events is set to 0.5 seconds.

This section first considers the case where vehicles travel at a constant average speed along the roadway and their initial location is uniformly distributed across the cell. Clearly, in real scenarios inter-vehicle interactions will occur depending on the actual distance between vehicles. In section 5.2 we investigate how this inter-vehicle interactions can affect the computed message forwarding decisions by modelling the uncertainty in vehicle positions using SUMO’s mobility prediction model. Therefore, in this section we assume that perfect knowledge on future vehicle positions is available and the latter assumption is relaxed in section 5.2.

We compare the proposed mechanical relaying strategies with a baseline multihop (MH) scheme where messages are transmitted as soon as they are received (in a decode and forward manner). Hence, in the latter case we solve problem (P1) with the restriction that no flow can pass through \( L_2 \) links. Figure 4 plots the energy-delay trade-offs achieved via the traditional cellular communication, the basic MH and the proposed SCF schemes. As expected, for tight deadlines SCF does not utilize the mobility of nodes to forward information and only utilizes transmission links. Hence, the performance of both MH and SCF are identical, as shown in the figure. On the other hand, for elastic deadlines, SCF achieves considerably lower energy consumption levels compared to the basic multihop scheme by benefiting from the longer message delivery delays. Looking into the results in figure 4 it is evident that MH cannot obtain further savings in energy consumption for delays greater than 16 seconds, while SCF takes advantage of higher delay levels to achieve lower energy consumption levels by simply postponing communication for future time instances. Interestingly, for the same limiting delay, the proposed SCF scheme can achieve less energy consumption levels compared to MH. Therefore, SCF provides an enhanced performance even compared to the basic multihop scheme, in addition to the gains observed from the direct transmission link. This advantage of SCF over MH will also be address in section 5.3.

It must be noted that the multihop strategy in comparison differs from that specified in the upcoming 802.16j [20] and LTE-Advanced [21] standards where individual packets are forwarded. Here information is forwarded only when the entire message has been received.

Clearly for increasing cell sizes the gains of the proposed SCF scheme increase compared to the single hop and basic multihop schemes. Figure 5 compares the schemes for two cell size deployments; a micro-cell with \( R = 400\text{m} \) and a macro-cell with \( R = 800\text{m} \). For elastic services with loose message delivery deadlines, the SCF scheme achieves the same minimum system energy consumption per user in the cell for both cell sizes. From the data values it can be seen that gains

---

1. This is similar to the average signal strength for an LTE receiver at 10MHz channel bandwidth which is calculated in [19] to be -56.5dBm.
well above 50% and 70% are observed compared to the basic multihop scheme for the two cell size deployments respectively while compared to the direct-link, many-fold savings in energy can be achieved.

5 Effect of model structure on system performance

In this section a detailed investigation on the effect of the modeling assumptions made in the derivation of the problem formulation is conducted. We show that the parameters of the model structure can be easily adjusted to provide for the maximum energy efficiency gains while avoiding unnecessary computations. For that reason in section 5.1 relay selection algorithms are derived that aim to select a subset of the available mobile nodes as candidate relays for message forwarding. Minimizing the number of candidate relays considered, reduces the overhead and signalling requirements for location updates. Further in section 5.2 the effects of the accuracy in mobility prediction are investigated. Clearly, a single solution to problem (P1) would have given the exact decision policies for the case when mobility of nodes would have been predictable. However, iteratively updating the forwarding decisions at consecutive time periods can combat the uncertainty that arises in scenarios where node mobility is highly unpredictable.

In section 5.3 a real network topology is considered where the strength of SCF to the basic MH scheme is illustrated. Finally the trade-offs in the forwarding decisions accuracy and the increased computation effort are investigated in section 5.4. While considering smaller message sizes reduces \( T \) and allows for increased granularity in the feasible forwarding paths, the number of nodes in the network increases and computational efficiency reduces. As a remark however, for elastic services the effects of this trade-off is significantly less detrimental as shown in the sequel.

5.1 Selection process for a subset of vehicles

The diminishing returns in energy consumption of considering increasingly many vehicles in the system are shown in figures 6 for both soft and hard delay deadlines. In both cases, considering greater than \( M \) vehicles in the network only slightly improves the solution while complexity and computational effort increases.

We consider a selection process for a subset of vehicles from set \( \mathcal{N} \) and provide bounds for the deviation from the solution that considers all candidate relay nodes. In the first case we consider a selection of \( \tilde{\mathcal{N}} \) vehicles evenly spaced between the furthest user and the BS. In the second case, we choose the subset \( \tilde{\mathcal{N}} \) of vehicles based on the delay tolerance of messages while minimizing the energy consumption in the system.

5.1.1 Evenly spaced selection of relay vehicles (ESS)

In this simple strategy, irrespective of the delay tolerance of the service and the user distribution in the cell, we select a subset of vehicles evenly spaced between the cell edge and the BS, with a maximum of \( M \) vehicles selected. From the set \( \mathcal{N} \) we create a subset \( \tilde{\mathcal{N}} \) of vehicles such that,

\[
\tilde{\mathcal{N}} = \left\{ i \in \mathcal{N} : i = \left\lfloor \frac{N}{M} \right\rfloor \cdot k, \text{ for } k = 1, \ldots, \left\lfloor \frac{N}{M} \right\rfloor \right\} \quad (13)
\]

5.1.2 User-vehicle matching (UVM)

Here, the candidate forwarding nodes are selected such that the following expression is minimized:

\[
D_{ki} + \lambda \mu_i
\]  

In (14) the distance \( D_{ki} \) is the initial distance of vehicle \( i \) from user \( k \) and \( \mu_i \) is an indicator function for selecting a subset of vehicles from the set \( \mathcal{N} \). For the minimization program that we are formulating here, this function assigns a small weight to the subset of evenly spaced vehicles and a large weight otherwise. This function can be expressed as follows:

\[
\mu_i = \begin{cases} 
\text{low} & \text{if } \text{rem}\left( \frac{i}{\lfloor N/M \rfloor} \right) = 0 \\
\text{high} & \text{otherwise}
\end{cases} \quad (15)
\]

Therefore, (14) is a weighted sum of the distance (and thus energy consumed) by each user to every mobile node and a factor that tries to evenly space vehicles. Parameter \( \lambda \) as used previously, is the weighting parameter for these two quantities and indicates the importance of message delivery delay to the communication cost. For a selection of \( \tilde{\mathcal{N}} \subseteq \mathcal{N} \) vehicles the following optimization problem is formulated,

\[
\text{minimize } \sum_k \sum_i (D_{ki} + \lambda \mu_i) y_{ki} \quad (16)
\]

subject to \( \sum_k \sum_i y_{ki} = |\tilde{\mathcal{N}}| \) \quad (17)

\[
y_{ki} \in \{0, 1\} \quad \forall \ k \in \mathcal{M}, \ i \in \tilde{\mathcal{N}} \quad (18)
\]

where \( y_{ki} \) is the binary decision variable for selecting vehicle \( i \) by user \( k \). We let the cardinality of subset \( \tilde{\mathcal{N}} \)
equal to the number of users scheduled for transmission, \( |\mathcal{N}| = M \).

Figure 7 shows the energy-delay curves when selection schemes ESS and UVM are compared to the case where all candidate vehicles are considered (ACV) in a micro-cell deployment scenario. For the results presented here, parameter \( \mu \) is simply set to 10 and 1000 for the low and high state respectively. From the data values of this figure, ESS deviates from ACV by more than 50% for delay tolerant messages. The UVM method selects vehicles that closely match the user distribution for delay tolerant messages and thus reduces the maximum deviation from ACV to only 16%. Note that for both of these schemes, the size of the subset of vehicles considered is equal to the number of active users in the cell.

### 5.2 Mobility prediction accuracy

In section 3 we have provided analysis of the problem based on the assumption that future vehicle positions can be predicted accurately by the mobility model. To deal with this problem we introduce an iterative SCF scheme and compared its performance to the following two extreme cases: 1) The case where exact location information for the entire time horizon is available and 2) the case where only initial vehicle location information is available and node replication on the space-time network is done assuming constant speed and direction. The iterative-SCF scheme is described by algorithm 1.

#### Algorithm 1 Iterative-SCF scheme.

**Ensure:** \( k=0 \).

1. Update vehicle positions based on newly received vehicle location information.
2. Update supply/demand parameters.
3. Re-construct space time network using steps 1, 2.
4. Solve problem (P1) for time horizon \( t = k\tau, k\tau + 1, \ldots, k\tau + T \).
5. Execute decisions for the first \( \theta \) time periods.
6. \( k = k + \theta \); Go to step 1.

The iterative-SCF scheme as described by algorithm 1 simply re-computes the forwarding decisions at a rate \( \theta \).

Initially, using the most recent node location information (step 1) and upload requests (step 2), the space-time network is constructed (step 3). Then, the forwarding paths are derived (step 4) for the next \( T \) time periods, but only the decisions for the next \( \theta \) time periods are executed (step 5) before re-computing the forwarding policies.

Figures 8a and 8b illustrate the bounds in the trade-offs achieved by the two extreme solutions for the case of 20 and 30 candidate forwarding relays while figures 8c, 8d show the performance of the iterative-SCF scheme as compared to the optimal solution for the two simulated scenarios. Note that the two simulated scenarios represent the cases where free flow and congested road traffic is experienced by vehicles in a road network.

The effectiveness of re-optimizing the forwarding paths at consecutive time instances is clearly illustrated in figures 8c and 8d. As shown, the deviation factor is kept very small when correcting the forwarding paths in frequent time intervals. Further, with an estimate on the node position over longer time horizons (i.e., \( T=20 \) instead of \( T=10 \) seconds for both scenarios considered) the deviation factor can be considered negligible. In both figures, a deviation factor of less than 0.2 times from the optimal solution is achieved for \( T=20 \) seconds while the forwarding decisions are less deteriorated by the re-computation period \( \theta \). Note that re-computing forwarding paths at a rate of \( \theta=4 \) to \( \theta=8 \) seconds achieves approximately 30x in energy savings even for highly dynamic topologies (figure 8d).

### 5.3 Experimental evaluation using a real network topology

In the sequel, a realistic network topology is used to evaluate the performance of the proposed SCF scheme and compare it with a baseline MH scheme and the traditional single hop communication. The road network near the Strand Campus of King’s College London is investigated (as shown in figure 9). The road network layout is imported from OpenStreetMap\(^3\) into the SUMO simulator and the exact position of a BS node from a UK mobile network provider\(^4\) is used. Note that along the roadway under consideration four traffic light junctions are operating. We evaluate an instance of the problem with a mere \( N = 40 \) vehicles (in each direction of traffic flow) and \( M = 20 \) active users along the marked roadway.

The energy-delay performance for the two schemes is shown in figure 10.

As can be seen from this figure, the SCF scheme can achieve the maximum energy savings as opposed to the basic multihop scheme, however at the expense of increase message delivery delay. Nevertheless, its immediately clear from these results that simple multihop

---

4. Accurate cellular network deployments and BSs positions can be found in http://www.sitefinder.ofcom.org.uk/.
will be negligible. In addition, node replication at such
small time intervals could not be realized as the space-
time network data set space will increase non-linearly.
Note that the number of mobile node positions, $N \cdot \frac{T}{\tau}$
depends on the transmission time and thus on the
message size. Nevertheless, reducing the time interval
$\tau$ increases the number of possible forwarding paths.
Figure 11 depicts the case where the same amount of
information is transmitted as a single message or smaller
chunks of equal size (i.e, 2 messages of size $F/2$ and 4
messages of size $F/4$). Improvements on energy savings
when smaller packets are considered can be observed
for a range of message delivery delays. However, an
increase in the number of nodes in the network increases
the computational time of problem (P1). For the single
message solution in figure 11, the space-time network
contains 70 nodes, while 139 and 1200 nodes are used
in the 2- and 4-message solutions respectively, resulting
in a substantial increase of the problem space. It is
clear that a trade-off exists between complexity (and
thus computational time) of the solution and the energy
reduction improvements from the available paths.

However, note that the gains in considering a higher
granularity network are only marginal and thus do not
provide significant improvements. This is especially true
for elastic services as shown in figure 11.

Fig. 8: The performance of the two extreme cases with exact mobility prediction accuracy and the uniform flow approximation are illustrated in
figures 8a and 8b for 20 and 30 mobile nodes respectively. Further, the performance of the iterative-SCF scheme when compared to the optimal
solution is illustrated in figures 8c and 8d for the two simulated scenarios.

Fig. 9: Network deployment in the area near the Strand Campus at
King’s College London. A single BS from a UK operator is shown in
the figure.

Fig. 10: Energy-delay tradeoffs achieved by the direct link, basic multi-
hop and SCF schemes for the network topology in the area near King’s
College London.

5.4 Effect of different information message sizes

Traditionally, routing decisions in fixed and mobile net-
works are performed on a per packet basis to uti-
lize better system resources and respond to network
changes. However, the transmission times of packets can
be considerably smaller than the vehicular propagation
times and thus changes in large scale channel conditions

Fig. 11: Energy-delay curves for different packetization levels.
we define the two-rate model for a single user but we perform our experiments for multiple users. The links in $L_2$ remain as defined in the single rate model. There are two types of transmission links in $L_1$: the ones that transmit with rate $B_1$, denoted $L_1(B_1)$, that have $\tau$ transmission time, and the ones that transmit with rate $B_2$, denoted $L_1(B_2)$, that have $2\tau$ transmission time. The links in $L_1(B_1)$ are as defined in (3). We define the links in $L_1(B_2)$ as follows:

$$\begin{align*}
L^E_1: (k, a) &\rightarrow (l, a + 2) \\
L^F_1: UT &\rightarrow BS \\
L^U_1: UT &\rightarrow (k, a + 2) \\
L^H_1: (k, a) &\rightarrow BS
\end{align*}$$

where $k, l \in \mathcal{N}$,

$$\begin{align*}
(k, a), (k, a + 2), (l, a + 2) \in V_p.
\end{align*}$$

The energy consumption of links in $L$ can then be described as follows,

$$E(i \rightarrow j) = \begin{cases} 
  f_{ij}(\tau) & \text{for } i \rightarrow j \in L_1(B_1) \\
  f_{ij}(2\tau) & \text{for } i \rightarrow j \in L_1(B_2) \\
  0 & \text{for } i \rightarrow j \in L_2
\end{cases}$$

where the energy consumption function $f_{ij}$ is as defined in equation (2). Similar to the discussion in section 3.1, the energy cost per unit flow takes the correct values when the flow takes binary values. The delay per flow for all links in $L$ is as follows,

$$\Phi(i \rightarrow j) = \begin{cases} 
  \tau & \text{for } i \rightarrow j \in L^A_1, L^B_1, L^D_1, L_2 \\
  2\tau & \text{for } i \rightarrow j \in L^E_1, L^F_1, L_1^H \\
  \tau(a + 1) & \text{for } i \rightarrow j \in L^U_1 \\
  \tau(a + 2) & \text{for } i \rightarrow j \in L^H_1
\end{cases}$$

As before, the cost function for all links is a weighted sum of energy and delay characterized by equation (7). We assume $u_{ij} = 1$ for links in $L_1$, $u_{ij} = \infty$ for links in $L_2$, $b(UT) = +1$, $b(BS) = -1$ and $b(i) = 0$ for all other nodes. We also introduce some new notation. Let $i = (k, a)$ be a vehicle node of the space-time network. We let $p(i) = (k, a - 1)$ denote the predecessor of $i$, and $s(i) = (k, a + 1)$ denote the successor of $i$.

The optimization problem is thus expressed with the following mathematical program,

$$\begin{align*}
\text{(P2)} \quad & \text{minimize } \sum_{i \rightarrow j \in L} c_{ij}x_{ij} \\
\text{s.t.} \quad & \sum_{j: i \rightarrow j \in L_1} x_{ij} + \sum_{j: p(i) \rightarrow j \in L_1(B_1)} x_{p(i), j} \leq 1 \quad i \in V_p \tag{23} \\
& \sum_{k: k \rightarrow i \in L_1} x_{ki} + \sum_{j: j \rightarrow s(i) \in L_1(B_2)} x_{j, s(i)} \leq 1 \quad i \in V_p \tag{24} \\
& \sum_{j: i \rightarrow j \in L} x_{ij} - \sum_{k: k \rightarrow i \in L_1} x_{ki} = b(i) \quad \forall i, \quad i \in V \tag{25} \\
& 0 \leq x_{ij} \leq u_{ij}, \quad x_{ij} \in \mathbb{Z} \tag{26}
\end{align*}$$

The objective function (22) minimizes the cost of utilizing a path to transfer a message from the user to the BS. The flow conservation constraints of the space-time network are given by (25). Constraints (23) and (24)
are the outdegree and indegree constraints respectively. Note that in the outdegree constraints of node \( i \in V_p \), we include arcs that emanate from node \( i \) and arcs in \( L_1(B_2) \) that emanate from node \( p(i) \). This is because node \( i = (k, a) \) cannot start transmission at time \( a \) if there is an active \( L_1(B_2) \) arc that emanates from node \( p(i) = (k, a-1) \), since vehicle \( k \) is still transmitting information at time \( a \). Similarly, in the indegree constraints of node \( i \in V_p \), we include arcs that go into \( i \) and also arcs in \( L_1(B_2) \) that go into \( s(i) \). This is because node \( i = (k, a) \) cannot start reception at time \( a \) if there is an active \( L_1(B_2) \) arc that goes into \( s(i) = (k, a+1) \), since vehicle \( k \) is still receiving information at time \( a \).

Let \( A_{MR} \) be the constraint matrix given by constraints (22)-(26). We have the following result:

**Theorem 2:** The matrix \( A_{MR} \) is totally unimodular.

The proof is detailed in appendix C. Similar to the single rate model, we can use efficient algorithms to solve the mathematical program described above.

To study the performance of the system we compare the energy consumption gains of the multirate problem solution with reference to the single rate case. Using the same model parameters as in section 4 we solve the mathematical program expressed in equations (22-26) to optimality and compare our results. Note that \( B_1 = 1 \) Mbps and for \( B_2 = 512 \) Kbps used for this study, the required received power threshold is assumed to be \( P_r = -50 \) dBm.

We compare in figure 13 the average energy consumption and delay per user in the cell for the solution of the single rate and two rate problem respectively; figure 13a refers to the micro-cell deployment case, while figure 13b relates to the macro-cell deployment. As can be seen in these figures, allowing transceivers to communicate with different rates and optimizing over their selection for a specific rate improves considerably the energy savings. Importantly, significant improvements are achieved for mid-range delays where increased inter-vehicle communication takes place. From the data values, the maximum energy consumption gain of the two-rate solution is 1.72 and 2.05 times for the micro- and macro-scale deployments respectively.

### 7 RELATED WORK

Energy-efficient communication has recently attracted much attention by both industry and academia. The work in [23] provides a study on the fundamental issues present in energy efficient communications. Further in [24] the authors show that jointly minimizing the fixed circuit energy by hardware sleeping and transmission energy by tuning rate, coding and power, up to 9 times less energy is consumed compared to other adaptive schemes.

Regarding the utilization of node mobility as a resource that can be exploited, the authors in [25] and [26] study the energy efficiency gains that can be achieved in unstructured wireless networks and device simple heuristics to provide good forwarding paths. Under the control mobility of dedicated relay nodes, the work in [27] study energy minimization algorithms to increase the life expectancy of communicating parties.

Research on delay tolerant networks (DTNs) traditionally concentrated on issues of frequent and extended end-to-end disconnections. The work in [28] and [29] provide a detailed study on these issues. In DTNs and for sparsely populated areas, the SCF paradigm has been realized as a viable approach for message forwarding. In similar context to our work, the authors in [30] consider the SCF strategy for message dissemination by exploiting the correlative features of human patterns. Their aim is to minimize the delay in routing messages from source to the destination. In [31], SCF is employed as a fallback mechanism when no end-to-end path exists in vehicular ad-hoc networks. Using mobility prediction, they show that SCF achieves increased packet delivery ratio and reduced data traffic overhead as opposed to other popular routing schemes. To provide increased capacity in a DTN network, the work in [32], [33] consider an architecture where inexpensive, small battery-powered wireless devices (throw-boxes) are deployed to act as relays between the mobile nodes. Algorithms for optimal deployment and energy efficient routing have been developed. However, for all the cases discussed
Mobility and opportunistic access to heterogeneous networks is also being currently explored. In [34] an opportunistic threshold-based algorithm (SALSA) is detailed for choosing when to switch between 3G and WiFi infrastructure nodes for information exchange. The referenced paper decides opportunistically on the energy-delay trade-off while our work considers how controlled decision policies can be made by the infrastructure nodes based on knowledge of all the users’ position and mobility information. Finally the referenced paper does not capture the possible relaying capabilities of mobile terminals as is the case in the proposed work. [35] is based on incentive principles to tempt user to postpone transmission of delay tolerant traffic for offloading at a later time over a wireless local area network. In this case too (similar to the reference above) the authors assume that several different radio access networks are accessible by the mobile terminals; this is a clear distinction to our study. However, the authors here do not consider energy efficiency but purely the trade-off between user satisfaction and volume of traffic offloading. Also no multihop solutions are provided in the latter work either. Similarly, [36] targets a minimization of cellular traffic via the intentional delaying of data transmissions, targeting future contact opportunities with other mobile nodes that might possess the desired data messages. Such a scenario however is substantially different from the one we consider in this work, since the above referenced paper does not consider the energy efficiency trade-off in delaying data transmissions and further only opportunistic data dissemination is assumed. Here, as exemplified above, we integrate single hop, multihop and delay-tolerant relaying all within an informed decision making process for an energy efficient cellular networking architecture.

In addition to the aforementioned developments, there has been substantial progress on heterogenous technologies for intelligent transportation systems (ITS) by the amalgamation of ad-hoc, cellular and digital broadcast networks, [39][40][41]. For wireless ad-hoc vehicular communications a dedicated access technology is under development, the WAVE suite [42], which approaches with fast pace into standardization. To interact with systems and/or services of a fixed infrastructure and to access the Internet, integration to the cellular network is supported, [43]. In either case, considerable effort has been consumed to address challenges faced in such networks, varying from physical layer channel characterization [44] to position estimation and prediction methods to routing and cross-layer adaptation mechanisms to make the most of the wireless communication interface.

Reference

TABLE 1: Location information overhead

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size (bits)</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>63</td>
<td>Lat/ Lon/ Alt information</td>
</tr>
<tr>
<td>Time stamp</td>
<td>40</td>
<td>Month/ Day/ Hour/ Min/ Sec</td>
</tr>
<tr>
<td>CGI</td>
<td>52</td>
<td>Serving cell id</td>
</tr>
<tr>
<td>PCI</td>
<td>288</td>
<td>Neighboring cell id (x32)</td>
</tr>
<tr>
<td>Measurements</td>
<td>429</td>
<td>Radio environment measurements</td>
</tr>
</tbody>
</table>

Each log as detailed in the table, contains the position of the user, a timestamp of the event, the serving and neighboring cell serial identification numbers and the received signal strength values. It is important to note here that such information presents a complete set of measurements required for the proposed postponement schemes.

Actual location information can be calculated at the BS for the group of users (via triangulation, trilateration and numerous other techniques as detailed in [45]), computed distributedly at each terminal (via, for example, GPS sensors or triangulation techniques) or in a hybrid fashion by the BS with assistance from the terminals. Of course in the former case, the terminals need not send any signalling to the BS and the additional power cost of location information is negligibly small (as discussed in [45]). The work in [52] illustrates such efficient positioning techniques that achieve a deviation error of less than 25m. For mobility-based solutions, the work in [53] consider how energy efficient and accurate location information can be obtained at the terminal side. Initial location is obtained via GPS receivers while dead reckoning is used to trace node mobility at future time epochs (using the onboard sensors). Through experimentation, the authors show that an accuracy within a 10m error range can be achieved. Finally, the work in [54] consider the case where only cellular information and
sensor hints are used to trace terminal motion. As shown by the authors, a mere 5mW is consumed to acquire such information as opposed to the more power hungry GPS alternative. With a constant drain of 20-30mW in standby mode at the terminal, the energy cost of the latter method is clearly negligibly small.

In accordance with the latter work, assume here that location information is calculated at the terminal which then creates a log at consecutive time instances and reports it back to the BS for processing, as described in [51]. Furthermore, let the reporting period equal to the recomputation interval $\theta$ as discussed in section 5.2. Then, for $\theta = 8$ sec and a delivery delay window of $T = 25$ sec, the accumulated log file size (i.e., 3 logs containing the entries in Table 1) accounts for 2.5Kbits. Furthermore, assuming that both the source and an additional neighboring relay (assisting in message forwarding, as shown in section 5.1) send the latter information to the BS, resulting in a total overhead of 5Kbits (clearly, the overhead increases linearly with the number of additional relays observed). Evidently, such control overhead is at least several orders of magnitude smaller than typical file sizes. As such, the overhead requirement in realizing such postponement schemes are only marginally reducing the overall benefits of the proposed store-carry and forwarding paradigm.

8 CONCLUSIONS

In this work we address the problem of energy efficiency in cellular networks and propose a store-carry and forward relaying strategy to achieve savings in transmission energy. We show how mobility of relay nodes can be used in a ubiquitous fashion to drastically reduce the transmission energy across different entities in the system. We study how this reduction in energy translates into message delivery delay and obtained optimal tradeoffs for these competitive objectives. We further show attainable performance gains of the proposed strategy that can achieve savings in energy well above 70% compared with a baseline multihop scheme in a macro cellular environment. Importantly, for the same end-to-end delay, the proposed SCF strategy achieves significant energy consumption gains compared to the aforementioned multihop routing. Two simple approximation algorithms are introduced for selecting forwarding nodes in the cell, that utilize the observation that marginal improvements are achieved from considering increasingly many mobile nodes. We have also considered how mobility prediction could prove beneficial in attaining near optimal solutions while maintaining the minimum required communication overhead for location tracking updates. Finally, by increasing the available data rate set further improvements in energy savings can be attained.
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