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The Principle of Common Cause and Indeterminism: A Review* 

 Iñaki San Pedro+ and Mauricio Suárez  

 
Editor’s Note 

How and under what conditions can one infer causal relationships from correlations?  This paper contributes 
to the ongoing project work on the strengths and limits of methods of causal of inference by critically 
reviewing work on the principle of the common cause, with a particular focus on the cases of inferring causal 
relationships from correlations in fundamentally indeterministic situations. 

 

 

Abstract 
We offer a review of some of the most influential views on the status of Reichenbach’s Principle of 
the Common Cause (PCC) for genuinely indeterministic systems. We first argue that the PCC is 
properly a conjunction of two distinct claims, one metaphysical and another methodological. Both 
claims can and have been contested in the literature, but here we simply assume that the 
metaphysical claim is correct, in order to focus our analysis on the status of the methodological 
claim. We briefly review the most entrenched or classical positions, including Salmon’s ‘interactive 
forks’, van Fraassen’s scepticism, and Cartwright’s generalisation of the fork criterion. We then go 
on to review the results of the ‘Budapest school’ on the existence of formally defined screening-off 
events for any correlation —by means of the ideas of probability space extensibility and 
(Reichenbachian common cause) completability. We distinguish the Budapest doctrine clearly from 
any of the classical conceptions, and thus present an overall framework for discussions of causal 
inference in quantum mechanics. The framework, however preliminary, is essential work for a 
thorough assessment of the conditions under which PCC may be a reliable tool for causal inference 
in a genuinely probabilistic (indeterministic) context.  
 

1. Reichenbach’s Principle of the Common Cause (PCC) 

The discussion of common causes in the contemporary literature has its origins in Reichenbach’s 

work.1 Reichenbach stated that apparently unrelated events that nonetheless take place correlatively 

—in a prescribed sense— underlie a common cause:2   

 
If an improbable coincidence has occurred, there must exist a common cause.  

This quote expresses a ‘metaphysical’ or ‘ontological’ claim, since it suggests that ‘common 

                                                 
* We gratefully acknowledge support from the Spanish Ministry of Education and Science (HUM2005-07187-C03-01), 

and the Education Department of Madrid’s Autonomous Community (S2007-HUM/0501). 
+ Universidad del País Vasco, UPV-EHU 

 Universidad Complutense de Madrid. 
1 Cf. (Reichenbach, 1956). 
2 (Reichenbach, 1956, p. 157). 



 3 

causes’ are provided whenever ‘improbable coincidences’ occur. We here shall refer to it as 

Reichenbach’s Postulate of the Common Cause (PosCC). 

This claim per se says nothing about what specific probabilistic relations, if any, common 

causes must obey. This is filled in by a conceptually separate criterion —also introduced by 

Reichenbach— which we shall refer to as Reichenbach’s Criterion for Common Causes (CritCC).3 

In Reichenbach’s own words:4   

 

In order to explain the coincidence of A and B, which has a probability exceeding that of 

a chance coincidence, we assume that there exists a common cause C. [...] We will now 

introduce the assumption that the fork ABC satisfies the following relations:  

( ) ( ) ( )
( ) ( ) ( )

( ) ( )
( ) ( )¬C|Bp>C|Bp

¬C|Ap>C|Ap
¬C|Bp¬C|Ap=¬C|BAp

C|BpC|Ap=C|BAp
⋅∧

⋅∧

 

We are not here following Reichenbach’s notation precisely. Instead we use ( )Y|Xp  to 

represent the conditional probability of X on Y (with X = A, B and ¬CC,=Y ); and YX ∧  to 

represent the joint event “X and Y”. It is then clear that the last two expressions represent 

correlations, to be expected in an unbiased run of the relevant experiments, between event types A 

and C, and B and C. But, since the main question at stake in most theories of causal inference 

concerns the legitimacy of inferences from probabilistic dependencies to causal relations, we may 

not assume without begging the question that C is a positive relevant cause of either A or B.  

As for the first two probabilistic conditions, they express a restriction on the postulated common 

cause C, introduced specifically by Reichenbach to account for common causes. They require, 

specifically, that when the presence (or the absence) of the common cause is taken into account by 

conditionalising on it, the correlated events A, B are rendered probabilistically independent. The 

common cause C is then said to screen-off the correlation ( )BA,Corr .5  

In what follows, we will refer to the conjunction of the Postulate of the Common Cause 

(PosCC) and the Criterion for Common Causes (CritCC) as Reichenbach’s Principle of the 

Common Cause (PCC). Thus whenever Reichenbach’s Principle of the Common Cause (PCC) is 

                                                 
3 The distinction between these two notions is first introduced in (Suárez, 2007). 
4 (Reichenbach, 1956, p. 159).  
5 And indeed the first two expressions in the quotation above can be shown to be equivalent to what is commonly 

known in the literature as the screening-off condition, which is probabilistically expressed as 
( ) ( )C|Ap=CB|Ap ∧ . 



 4 

invoked it involves both claims above. This is the standard usage of the term, but properly 

distinguishing the two claims that are involved is crucial, as we shall argue, for the assessment of 

the status of PCC as a whole.6   

Although both the Postulate of the Common Cause (PosCC) and the Criterion (CritCC) are 

intended as causal claims they have a completely different philosophical significance. The Postulate 

(PosCC) is a metaphysical claim that states the existence of common causes. The Criterion 

(CritCC), by contrast, is a methodological claim which, although complementary to (PosCC), is 

logically independent from it. In particular, while the Postulate informs us about the ontology of the 

possible causal structure underlying the correlation between A and B, the Criterion aims to provide 

the tools for an adequate statistical characterisation of such causal structure. The four probabilistic 

relations that define a conjunctive fork ABC aim to provide an adequate characterisation of the 

statistical relevance of the common causes postulated by the first (metaphysical) claim, but they do 

not themselves express anything causal. In other words the Criterion could be true even were the 

Postulate false, in which case it would just define formally the set of “screening-off” events, or 

screener-offs, devoid of any genuine causal significance.7 

Tradition has often followed Reichenbach in supposing that PCC, and CritCC in particular is 

explanatory. As Reichenbach writes:8 

 

 When we say that the common cause explains the frequent coincidence we refer not 

only to this derivability of [correlation between A and B] but also to the fact that relative 

to the cause C the events A and B are mutually independent.  

It has in addition often been supposed that the explanatory power of the Criterion for Common 

Causes (CritCC), and screening-off in particular, is if anything grounded upon the inference to the 

hidden but real common causes promoted by the ontological Postulate of Common Causes 

(PosCC).9 But once the Criterion and the Postulate are clearly distinguished, as we do here, there 

                                                 
6 There is a certain amount of confusion in the literature regarding the terminology and a clarifying note is perhaps in 

order. In some cases the expression ‘Reichenbach’s Principle of the Common Cause’ is used to refer just to the four 
probabilistic relations, i.e. Reichenbach’s characterisation of the postulated common causes, which we here refer to 
as the Criterion for Common Causes (CritCC). In other occasions it is used to refer to what we here call the 
Postulate of Common Causes (PosCC). But more often still it is taken to apply to the conjunction of both. Our 
terminology clears up any lingering confusion, by distinguishing clearly between two distinct commitments: the 
Criterion and the Postulate. The term Principle of the Common Cause (PCC) is then reserved for the strongest form 
of commitment to the conjunction of both. 

7  Of course, the converse is also possible. Trivially, the Postulate may be true even if the Criterion were false. For 
instance, there could be no way to reliably infer any causal conclusions whatever from probabilistic relations 
grounded upon statistics, in the form of the Criterion, or any other form, and this still would not settle the issue as to 
whether common causes exist. 

8 Cf. (Reichenbach, 1956, p. 159). 
9 Salmon (1984) and Cartwright (1989) are perhaps the most salient examples. This explanatory order, which ranks 
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seems to be no reason to suppose that the explanatory power of the Criterion need depend on 

anything other than itself. Certainly, as is clear in the quote above, Reichenbach himself seems to 

have thought that the mere satisfaction of screening off is explanatorily efficient.10 We will here 

generally follow suit and agree that there is a form of explanation that bequests the Criterion with 

explanatory power regardless of whether the Postulate is true or false.  

 

2. Indeterminism and Reichenbach’s Criterion for Common Causes 

Screening-off is well known not to be a sufficient condition on common causes: not all screener-offs 

are common causes. For instance, common effects of two separate causes, lying in the proper future 

of both, may also screen off but they are definitely not common causes.11 And there are many other 

significant cases.12 However, following Reichenbach, screening-off has often been taken to be a 

necessary condition on common causes. This would at least allow negative causal inference, 

identifying those events which are not common causes by means of violations of the screening-off 

condition. In other words, if the Criterion is necessary for common causes then we would be able to 

use violations of the screening-off condition to discard the events that are not common causes. 

Otherwise violations of the screening-off condition would not provide any useful information about 

the underlying causal structure. This is a key to both the classical and contemporary discussions, 

and several examples have been employed to suggest that some common causes might violate 

screening-off.13   

The most interesting and powerful arguments against screening-off as a necessary condition for 

common causes involve genuinely probabilistic causes. In particular, counterexamples to 

Reichenbach’s Criterion for Common Causes (CritCC) typically consider correlations between 

events which occur in tandem —as a result perhaps of some conservation law—, both as an effect 

of an in principle (patently) obvious common cause. One such example was first proposed by van 

                                                                                                                                                                  
the Postulate ahead of the Criterion, also follows from the form of ‘causal realism’ that Van Fraassen (1982a) has 
attacked. Unlike Van Fraassen we are not causal sceptics —we appreciate that the explanatory power of the 
Postulate is fully causal, while any explanatory power that the Criterion might have on its own would fall short of 
such a standard. But there are different modes of explanation, and the kind of explanatory power that the Criterion 
enjoys on its own seems to us legitimate too. In this paper we argue that more work is needed in order to assess the 
explanatory power of different ‘causal’ assumptions. 

10 As we will argue later, the autonomous explanatory power of screening-off may provide methodological motivation 
to apply Reichenbach’s Criterion for Common Causes whenever possible, even though it will be shown to patently 
fail as a necessary or sufficient condition for causation. 

11 (Reichenbach, 1956, p. 159). 
12  For a discussion see (Suárez, 2007, section 2). 
13 The validity of Reichenbach’s Principle of the Common Cause (PCC) is tightly linked to that of the Causal Markov 

Condition (CMC). It is usually acknowledged that the CMC holds for deterministic causes but it is controversial 
whether it does too for genuinely probabilistic ones. The examples we discuss here have indeed figured in the 
intense debate on the status of the CMC, which is not our aim in this paper to review. For our views on the topic see 
(Suárez and San Pedro, 2007). 
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Fraassen14 as an argument against Salmon’s defence of conjunctive forks. 

The example consists of a particle that collides with an atom. As a result of the collision the 

atom emits two new particles. Suppose for simplicity that the angle with which each particle is 

emitted can only take two values, each with probability 2/1 . That is to say, PARTICLE 1 may be 

emitted either at angle   or at angle ' , each with probability 2/1 . PARTICLE 2, on the other hand, 

may be emitted either at angle −  or at angle '− , also with probability 2/1  in each case.  

Now because of the conservation of linear momentum, if PARTICLE 1 is emitted at angle   

(expressed as 1 ), PARTICLE 2 must be emitted at angle −  (expressed as −2 ), and conversely. 

More precisely, due to conservation of momentum the corresponding angles at which the particles 

are emitted are perfectly correlated15:  

 

 
( ) ( )
( ) ( ) 1.1221

1,1221
=|p=|p

=|p=|p

''''



−−

−−  

 

A common cause   may now be postulated such that, if present, the particles are emitted at 

angles   and −  respectively. Otherwise the particles are emitted at '  and '− . A final feature of 

the example is that if the postulated common cause is deterministic, the joint probabilities of the 

two particles factorise, i.e. the screening-off condition is satisfied.16 If the postulated common cause 

is purely probabilistic, however, screening-off need no longer be satisfied. Let’s look into the 

argument in a bit more detail. 

Take the deterministic case first. A deterministic common cause must obey: 

 

( ) ( )
( ) ( ) 1.21

1,21
=¬|p=¬|p

=|p=|p

''



−

−  

                                                 
14 See (van Fraassen, 1982b). This and other arguments by van Fraassen —such as (van Fraassen, 1982a)— against 

common causes are however motivated by his attempt to reject Reichenbach’s Principle of the Common Cause 
(PCC) altogether. Van Fraassen does not distinguish clearly between the Postulate and the Criterion, but having 
shown the Criterion to fail, he seems to reject the Postulate as well. In light of what we argue here, it would seem 
that he is unnecessarily throwing the baby out with the bathwater. There is no need to reject the metaphysical claim 
as a consequence of the failure of the methodology, nor does the presumption that the metaphysical claim is false 
amount to a proof that the Criterion must go. See Section 4.3 and Table 2 for details of van Fraassen’s position. 

15 The expressions below do not intend to provide a formal definition of perfect correlation. However, it is easy to 
check that they correspond to the special case of maximal (perfect) correlation. In what follows, ‘perfect correlation’ 
will refer to events conforming to expressions of the kind below. 

16 In the case of perfect correlations, the postulated (two-valued) common cause must then be deterministic, if it is a 
screening-off common cause. This is shown, for instance in (van Fraassen, 1982a) and, more recently in (Graßhoff, 
Wüthrich and Portman, 2005). The original result is proved by (Fine, 1982), who shows that if there exist a 
screening-off hidden variable for a perfect correlation then there exists as well a deterministic hidden variable model 
for it, and vice versa. In other words, there is no conceptual room for indeterminism when common causes are meant 
only for perfect correlations (or perfect anti-correlations). 
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And for joint probabilities, we have  

 

( )
( ) 1.21

1,21
=¬|p

=|p

''



−

−

∧

∧
 

 

It is then straightforward to prove that the corresponding probabilities factorise (since all 

probabilities equal one):  

 

( ) ( ) ( )
( ) ( ) ( ),¬|p¬|p=¬|p

,|p|p=|p

''''



−−

−−

⋅∧

⋅∧

2121
2121

 

 

Two other screening-off conditions may be written replacing the common cause   by its 

negation in the first equation above and the ¬  by the common cause in the second. In that case all 

are zero probabilities and screening-off is again trivially satisfied. Finally, the 2/1  probabilities for 

the occurrence of each of the events separately are in this case simply reproduced by assuming that 

the common cause occurs with probability 2/1 , i.e. ( ) 2/1=p .  

The issue turns out to be entirely different if   is a genuinely probabilistic cause. In this case 

the occurrences of 1  and −2  ( '1  and '−2 ) are still perfectly correlated, exactly as in the 

deterministic case. Recall as well that the observed probabilities are  

 

( ) ( ) ( )
( ) ( ) ( ) 2./12121

2,/12121
=p=p=p

=p=p=p

''''



−−

−−

∧

∧
 

 

But, since   is a genuinely probabilistic cause, the probability for the occurrence of 1  ( '1 ) 

given that the common cause is present is now, say, r  ( r' ), i.e. it is different from one: ( ) r=|p 1  

(or ( ) r'=|p '1 ). We do not need to know at this point what the probability ( )p  of the common 

cause is.17 What matters is that the restrictions imposed by the conservation of momentum, which 

entail that the events 1  and −2  ( '1  and '−2 ) are perfectly correlated, ensure that the following 

probabilities obtain:  
                                                 
17 The result we are aiming for is not dependent on that number. Even in the case the common cause happened to be 

present in all cases, i.e. ( ) 1=p , the result above would obtain, as we will explain. 
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( ) ( ) ( )
( ) ( ) ( ) .2121

2121
r'=|p=|p=|p
r,=|p=|p=|p

''''



−−

−−

∧

∧
 

 

Since the joint probabilities are now equal to the marginal probabilities (and all assumed to be 

different form 1 or 0) it is easy to check that the corresponding screening-off conditions are now 

violated:  

 

( ) ( ) ( )
( ) ( ) ( ),2121

2121
|p|p|p

,|p|p|p

''''



−−

−−

⋅≠∧

⋅≠∧
 

 

where, again, replacing the common cause   by ¬ , yields the corresponding two expressions for 

the negation.  

This example shows that in the case of genuinely indeterministic systems there are plausible 

common cause explanations for certain correlations —those arising from the conservation of a 

quantity in particular— which do not fulfil the screening-off conditions required by Reichenbach. In 

other words, screening-off is not a necessary condition on common causes in general.  

 

3. Is There Need for a New Common Cause Criterion?  

The conclusion in the previous section poses further interesting questions. One might conclude that 

if the Criterion (CritCC) is neither necessary nor sufficient for common causes, then we ought to 

abandon the Postulate (PosCC) as well.18 Yet, one might insist on retaining the Postulate come what 

may. This opens up three different logical possibilities. First, we may impose further restrictions on 

common causes so as to find a set of jointly sufficient conditions that will enable us to identify 

common causes straightaway. Or we may precisely conversely weaken the Criterion (CritCC) on 

common causes in order to establish a merely necessary condition. We would hence restore the 

possibility of negative causal inference, by identifying those events which are definitely not 

common causes. The third alternative would be to keep Reichenbach’s Criterion for Common 

Causes (CritCC), as it stands, and explore further the nature of those events that conform to it, i.e. 

figure out what all screener-offs may have in common, and whether what they have in common has 

any residual causal character. We might need to employ additional causal information in this 

endeavour, and if so, the third approach would turn out to be problematic as a method for inductive 
                                                 
18 And indeed this seems to be the moral van Fraassen wants to draw from his example of the ‘bombarded atom’. 
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causal inference from statistics alone. 

 

3.1. Strengthening the Conjunctive Fork Criterion 

The first option invites us to suppose that the Criterion embodies some minimal features of 

common causes, which are insufficient to characterise them entirely. So if we are to provide a 

sufficient condition for common causes we must require that these fulfil stronger conditions, well 

beyond those expressed in the Criterion. Such further conditions may enable us to identify directly 

the right common causes from statistical (or probabilistic) information alone.  

This option, however, does not seem very promising. It is hard to see what general condition we 

could add, other than temporal order, and this will only get us around some of the counterexamples. 

But proceeding by just imposing special further conditions on common causes designed to avoid 

specific problems would be ad hoc. And if the further conditions turned out not to be generalisable, 

we could hardly claim to have obtained a more constraining set of necessary and sufficient 

conditions. However, we may need not worry much about the screening-off condition not being 

sufficient for common causes. For the fact that there exist screener-offs which cannot be regarded as 

common causes of a correlation does not entail that there exists no common cause for the 

correlation —even of the screening-off variety. The example cited by Reichenbach of common 

effects of separate antecedent causes is a very good illustration. Thus we may conclude that 

strengthening conjunctive forks, whether or not it is possible or plausible, is not really needed for 

our purposes.  

 

3.2. Weakening the Conjunctive Fork Criterion 

The second alternative is to weaken Reichenbach’s criterion in the hope that a necessary condition 

for common causes may finally be found. This is the option that prima facie seems preferable in 

light of examples such as van Fraassen’s ‘bombarded atom’ in the previous section. In particular, it 

seems quite reasonable to ask how the non-screening-off common causes suggested by such 

examples may be characterised, if at all, in terms of probabilistic relations. If Reichenbach’s 

Criterion can not do this, then perhaps we should turn to a more appropriate probabilistic 

characterisation. Provided such characterisation may be turned into a distinct criterion of its own —

perhaps more general in scope than (CritCC)—, we may ask whether it is an appropriate necessary 

condition on common causes. If this is the case, we will then have a tool available for rightfully 

dismissing certain events as definitely not common causes —i.e. those events which violate our 

‘generalised’ criterion.  
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This was basically the option chosen by Salmon, for instance, when introducing his interactive 

forks in order to characterise a further set of common causes that failed to satisfy screening-off. We 

do not need to review Salmon’s interactive forks here since they will not play any major role in the 

foregoing discussion. It is enough for our purposes to stress that interactive forks constitute an 

important weakening of the conditions on common causes. Moreover Salmon’s interactive forks, 

despite implying logically weaker conditions on common causes, do not constitute a necessary 

condition for common causes either. They just characterise a further set of common causes, but 

need not exhaust the concept. So we are back with a dilemma: either we find a further weakening of 

the conditions on common causes, or we stick to our initial Criterion, and the screening-off 

condition that it embodies, and push it as far as it will go.  

Our view is that from the point of view of causal inference, the only really powerful reason for a 

further weakening of Reichenbach’s Criterion would be a demonstration that the new, weaker, 

criterion reaches further —in the sense of providing a more effective characterisation of common 

causes in probabilistic terms. This seems to be the underlying motivation for Nancy Cartwright’s 

generalisation of Reichenbach’s Criterion for Common Causes.  

Cartwright19 believes that (CritCC) is an inappropriate characterisation of common causes, 

particularly those that are genuine indeterministic. (She extracts this diagnosis from examples not 

dissimilar in structure to van Fraassen’s ‘bombarded atom’). Cartwright thus proposes to generalise 

Reichenbach’s Criterion, in order to find a genuinely necessary condition on all kinds of common 

causes, whether deterministic or not. This is to be achieved also by weakening the conditions on 

common causes, but only as much as required for genuinely probabilistic common causes. So 

Cartwright’s response to the counterexamples to screening-off is more informative than Salmon’s. 

Salmon builds a new category of common cause (the “interactive fork”) which relinquishes any 

probabilistic conditions whatever, and embraces a fully ontological reading in terms of interacting 

causal processes. Cartwright aims to keep a minimal connection between common causes and 

probabilistic relations. It remains to be seen whether Cartwright’s generalisation of CritCC is indeed 

a more appropriate characterisation of common causes. We turn to this question in the next section.  

 

3.3.  Indeterministic Common Causes and the Conjunctive Fork Criterion 

Cartwright’s generalisation of the conjunctive fork criterion relies on causal modelling techniques, 

which need not be discussed here. It will be enough for our purposes to discuss and assess 

Cartwright’s arguments to the effect that CritCC is not in general an appropriate criterion for 

common causes —specifically indeterministic common causes. These are the arguments that 
                                                 
19 Cf. (Cartwright, 1987). 
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ultimately led her to propose her generalised criterion.20   

We mentioned that the source of Cartwright’s concerns lies in examples such as van Fraassen’s 

‘bombarded atom’. In such examples a deterministic common cause would not constitute a problem 

for the screening-off condition, but it cannot account for the correlations. And Cartwright does seem 

to endorse the view that deterministic common causes do in general satisfy screening-off.21 This 

would include deterministic instances of Salmon’s interactive forks for perfect correlations, 

i.e. perfect forks.  

However, postulating a genuinely probabilistic common cause for the ‘bombarded atom’ 

example results in a violation of screening-off. Cartwright puts the blame, not only on the genuinely 

stochastic character of the common cause, but also on the fact that the postulated common cause 

operates under a constraint (conservation of momentum):22   

 

But in this case it is not reasonable to expect the probabilities to factor, conditional on 

the common cause. Momentum is to be conserved, so the cause produces its effects in 

pairs. [...] Clearly the conjunctive fork criterion is not appropriate here. That is because 

it is a criterion tailored to cases where the cause operates independently in producing 

each of its effects: whether one of the effects is produced or not has no bearing on 

whether the cause will produce the other.  

It is important to stress that for Cartwright the violation of screening-off is a consequence of two 

facts, namely that the common cause is genuinely indeterministic and that the common cause 

operates under a constraint. Cartwright nowhere seems to suggest that any of these facts separately 

accounts for the violation of screening-off. She does, however, urge us to draw the following lesson 

from a superficially similar example:23   

 

Lesson: where causes act probabilistically, screening-off is not valid. Accordingly, 

methods for causal inferences that rely on screening-off must be applied with judgement 
                                                 
20 Cartwright’s generalisation of CritCC results from a study of the dependencies that should be expected in a three 

variable causal model when the common cause variable operates under a constraint to produce its effects in pairs, or 
in tandem. These are mainly considerations about the coefficients that relate the three events in the causal model 
(derived from the fact that the two effects occur in tandem). In particular, the coefficients relating each of the effects 
and the common cause are not independent. They may even happen to be the same —e.g. whenever the common 
cause operates in order to produce both effects at once (although in a genuinely stochastic manner). For the full 
formal details of Cartwright’s generalisation the reader is directed to (Cartwright, 1987), where the generalised 
criterion was first formulated. See also (Cartwright, 1989) for further details. 

21 See our remarks on Footnote 16. 
22 Cf. (Cartwright, 1987, p. 184). 
23 The example in question is the famous ‘Cheap-but-Dirty /Green-and-Clean’ example, which was first discussed in 

(Cartwright, 1993). We shall go back to this example in Section 4 in order to motivate the idea of completability. 
The quote below is from (Cartwright, 1999a, p. 8), where the factory example is also discussed. 
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and cannot be relied on universally.   

So let us suppose for the sake of the argument that Cartwright’s generalisation of (CritCC) is 

intended to account for indeterministic common causes that operate under a constraint. Is it the case 

that examples such as van Fraassen’s justify a generalisation of CritCC?  In other words, is it really 

the case that the Criterion (CritCC) cannot account for indeterministic common causes that operate 

under a constraint?  In order to answer these questions let us first go back to some of the key 

features of the ‘bombarded atom’ example. 

A crucial feature of van Fraassen’s example is that the effects (of the atom being bombarded) 

are perfectly correlated. This is also what Cartwright refers to with the expressions ‘effects in pairs’ 

or ‘tandem effects’. So the examples are quite specific in that they all involve both genuinely 

indeterministic causes, and perfectly correlated effects. But as regards genuine indeterminism, 

perfect correlation is a very special particular case. For it can be shown that screening-off common 

causes —that is Reichenbachian Common Causes— of perfect correlations are deterministic 

common causes.24 To formalise it in precise terms:  

 

 DCSOPCORR →∧   (1) 

 

where PCORR stands for ‘perfect correlation’, SO for ‘screening-off’ and DC for ‘deterministic 

common cause’.  

But, since we are here interested in genuinely indeterministic common causes, we must consider 

the negation of the expression above instead. That is:  

 

( )
( ) ( ) ( )

DC PCORR SO

PCORR SO PCORR SO PCORR SO

¬ ¬

¬ ¬ ¬ ¬

→ ∧

→ ∧ ∨ ∧ ∨ ∧
 (2) 

 

We then see that indeterministic common causes entail at best one of three logically possible 

options: (i) that the (indeterministic) common cause does not satisfy screening-off and its effects are 

perfectly correlated; (ii) that the (indeterministic) common cause does not satisfy screening-off and 

its effects are not perfectly correlated; and finally (iii) that the (indeterministic) common cause does 

satisfy screening-off but its effects are not perfectly correlated. 

                                                 
24 We are here assuming a two-valued common cause variable V, with { }2q,qq 1∈  such that C=1Vq  and 

¬C=2Vq . See our remarks in Footnote 16. 
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Van Fraassen’s example refers explicitly to a purely indeterministic common cause of a perfect 

correlation. So this fits in with our first option i.e. (i) the effects of the (indeterministic) common 

cause are perfectly correlated and the common cause does not satisfy screening-off.25 It is hence not 

surprising at all that the screening-off is violated there. Thus Cartwright is completely right when 

she claims that “in this case it is not reasonable to expect the probabilities to factor, conditional on 

the common cause. Momentum is to be conserved, so the cause produces its effects in pairs.” 

The claim corresponds to the first part of our quote from Cartwright above. On the face of it, the 

second part of the quote, endorses a strictly speaking stronger claim. In particular, we are told that 

the conjunctive fork criterion is not appropriate in this example “because it is a criterion tailored to 

cases where the cause operates independently in producing each of its effects: whether one of the 

effects is produced or not has no bearing on whether the cause will produce the other.” Yet, the third 

logically possible option we derived above entails that, as long as the correlations are not perfect, 

the conjunctive fork criterion, i.e. screening-off, or (CritCC), may still hold for indeterministic 

common causes.26 To make the point sharper, what matters most is whether the correlations we 

want to explain are perfect or not. And a common cause, operating under a constraint —such as 

conservation of momentum— may well produce imperfect correlations too. This may best be shown 

by means of the following example. 

Let us consider a slight modification of van Fraassen’s ‘bombarded atom’ example such as the 

atom splits in three fractions (instead of two) after being bombarded, which move away at angles 

1 , 2  and 3 , each with a given probability. As in the original example, the values that 1 , 2  and 

3  may take are also bound by momentum conservation.27 But the correlations ( )2,Corr 1 , 

( )3,Corr 1  and ( )3,Corr 2  between the three angles need not be perfect any more. That is to say  

 

                                                 
25 According to our logical implication above, a non-screening-off common cause is the only option left when we 

insist on both genuine indeterminism and perfect correlation (and this is exactly what goes on in the ‘bombarded 
atom’ example). Just by conjoining equation (2) and PCORR we obtain: 

 
SOPCORRDC ¬¬ →∧  

 
 
26 Again, this can be made clearer if we take the conjunction of expression (2) and PCORR¬ , yielding:  
 

( ) ( ),¬¬¬¬¬ SOPCORRSOPCORRPCORRDC ∧∨∧→∧  
 
27 Conservation of momentum would imply that the sum of the three angles is 2 , or in other words, that the sum of 

the vectors representing the three trajectories is zero. 
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( ) ( )
( ) ( )
( ) ( ).1

1
1

2332

1331

1221

|p|p
,|p|p
,|p|p

≠≠

≠≠

≠≠

 

 

What this shows is that although the ‘conservation’ constraint is sufficient to generate 

correlations —and to determine their strength— it is not sufficient on its own for the common cause 

to produce its ‘effects in pairs’, i.e. to generate perfect correlations. So whether perfect correlations 

arise out of the operations of a common cause operating under a constraint is at least dependent on 

the number of effects that the common cause ‘generates’, so to speak. 

Hence the second part of Cartwright’s quotation above, taken on its own would overstate the 

link between screening-off and genuinely indeterministic common causes operating under a 

constraint. For, while such a claim is true for common causes that produce their ‘effects in pairs’, it 

does not seem correct to say that it generally is true —since probabilistic causes may operate under 

a constraint without yielding perfect correlations.28 

The upshot of this discussion is that examples such as van Fraassen’s ‘bombarded atom’ and the 

like that involve genuine indeterminism only show that, as a general rule, screening-off is violated 

if the common cause produces perfectly correlated effects —and whether this is due to the common 

cause operating under a constraint or not does not seem crucial on its own. The question is then how 

far we can go with the original Criterion in characterising the remaining cases —i.e. indeterministic 

causes that only generate imperfect correlations. 

 

3.4.  Screening-off and Indeterministic Common Causes are not Incompatible 

Our analysis so far has shown that indeterministic common causes may satisfy screening-off, as 

long as they do not generate perfect correlations. In terms of our explanatory agenda, we may 

summarise the situation, and the implications of expression (2) as follows. A non-perfect correlation 

may receive more than one common cause explanation: one in terms of a Reichenbachian Common 

Cause —which screens-off the correlation— and another in terms of a non-screening-off common 

cause. A recent school in causal inference, which we review in the next section, goes as far as 

claiming that that a Reichenbachian Common Cause explanation may be provided for any 

correlation. 

                                                 
28  To be fair to Cartwright, she seems aware of the problem —her ‘generalised conjunctive forks’ are wide enough to 

encompass all cases of indeterministic causes, whether they generate perfect correlations or not. See particularly 
(Cartwright, 1993). But the point is that the reasons she advances for rejecting screening-off as a necessary 
condition conflate two of the three logical possibilities that open up in response. And this shows in Cartwright’s 
characterisation of her own generalised criterion for common causes. See (Cartwright, 1987, chapter 6). 
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To sum up, we may distinguish at least two different kinds, so to speak, of common causes. We 

have, on the one hand, Reichenbachian common causes (RCC), which screen-off their 

corresponding correlations. These may be either of the deterministic or indeterministic kind. Then 

there are also indeterministic common causes that operate under a constraint to produce perfectly 

correlated effects. These are necessarily non-Reichenbachian common causes —since they do not 

fulfil Reichenbach’s Criterion for Common Causes, but a more general criterion at best, such as 

Cartwright’s generalisation of the fork criterion (see Figure 1).29 Table 1 summarises these facts 

about the applicability of Reichenbach’s Criterion in deterministic and indeterministic cases.  

It is clear that the Criterion is valid in very limited circumstances. But note that even 

Cartwright’s generalised criterion turns out to be unnecessary for common causes. We need still 

further causal information about the system at hand to know whether this criterion is applicable.30 

This favours a pluralism regarding common causes, whereby different kinds of common causes may 

be appropriate in each particular domain. This has methodological bite, since it entails that 

information is required regarding what type of common causes are appropriate before it can be 

decided what criterion to apply. The attitude is in line with Cartwright’s celebrated slogan ‘no 

causes in, no causes out’. 

 

COMMON CAUSES 

  

  Deterministic Indeterministic 

  

PCORR CritCC CritCC¬  

   

non-PCORR inapplicable  CritCC¬  or CritCC 

   

  

Table 1: The status of Reichenbach’s Common Cause Criterion (CritCC) for perfect correlations 

(PCORR) and standard non-perfect correlations (non-PCORR). 

                                                 
29 Indeed, different types of common cause may perhaps be distinguished among non-Reichenbachian common causes. 

Those conforming to Salmon’s interactive forks are different than those characterised by the generalisation of the 
conjunctive fork advanced by Cartwright (1987). The point remains that the Criterion may be a reliable tool under 
the appropriate set of circumstances, regardless of whether it is defining or only a necessary condition for common 
causes in general. 

30 Suárez (1997, chapter 4) shows that there are relevant cases of perfect correlation where Cartwright’s generalised 
criterion fails. 
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4. Common Cause Completability 

So far we’ve been arguing against any sufficient or necessary conditions on common causes in 

general. Certainly Reichenbach’s Criterion for Common Causes (CritCC) —and more particularly 

screening-off— is neither sufficient nor necessary. Moreover, we find little reason to think that 

either stronger or weaker characterisations of common causes may be found to provide us with 

either sufficient or necessary conditions for common causes in general. The best philosophy of 

causation literature nowadays seems to us to rightly give up on the question: “what is a common 

cause?” and to direct efforts instead into the most efficient methodologies for causal inference in 

different domains. From this point of view, what matters is to first determine the kind of common 

cause that we are seeking, then figure out what the best characterisation may be in a particular 

domain, then apply the characterisation very selectively. Curiously enough, this seems to us to come 

as some vindication for Reichenbach’s original criterion. Since there is no criterion for common 

causes in general (i.e. no criterion that would succeed where Reichenbach’s failed), we may just as 

well take the original criterion and analyse its proper domain of applicability. For we have seen that 

for a certain kind of common causes, the Criterion does work. And no other Criterion does any 

better work in this particular domain, nor more generally in every domain. Since there is not much 

hope of a final theory of common causes that could replace the original criterion wholesale, the 

methodological and explanatory power of the criterion remains intact within its proper domain of 

applicability.  

So, we propose then to return to Reichenbach’s Criterion (CritCC), but this time from a purely 

methodological point of view —and to use it as a lever for investigating its proper domain of 

applicability. We may then ask not so much whether the criterion is true or false in general, but 

rather what its boundaries of applicability might be.31 In other words, we urge the third option that 

was logically left open to us in section 3.2., namely: to investigate the validity of CritCC for 

indeterministic causes that yield non-perfect correlations. This allows us to apply Reichenbach’s 

Criterion as a methodological guide in domains where we lack —or are unsure about— our causal 

intuitions, as it is the case of quantum physics. We can do this not because we know that CritCC 

must apply there, but rather because we have, methodologically speaking, nothing at all to lose in 

trying out. 

 

                                                 
31 Thus we agree with Williamson (2005) and adopt CritCC as merely a default methodological rule for causal 

inference. 
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4.1. Intuitive Motivation for the Existence of Reichenbachian Common Causes 

We have learned that for some correlations there might exist different causal explanations, some in 

terms of screening-off common causes, some not. But we have not so far established whether some 

of these correlations only admit non-screening-off common causes —so far we have only suggested 

that perfect correlations in indeterministic contexts seem good candidates. We might then ask 

whether this is so, i.e. whether there are correlations that cannot be explained at all in terms of 

screening-off common causes. Put it differently, are there screening-off common cause explanations 

available to us for any given correlation?  Or, yet in other words, is it the case that every time a 

correlation is observed, a common cause C may be ‘found’32 which explains the correlation by 

screening it off?   

Let us consider once again the potentially problematic examples, such as van Fraassen’s 

‘bombarded atom’, or the notorious ‘Cheap-But-Dirty/Clean-And-Green’ factory example, due to 

Cartwright.33 The ‘Cheap-But-Dirty/Clean-And-Green’ factory example has been widely discussed 

in the literature, particularly in the context of debates over the Causal Markov Condition. What is 

interesting about this example is that the causal structure is presupposed. Hence there can be no 

doubts that the common cause is precisely what we are told it is in the example. It is further 

assumed that all relevant causal connections have been taken into account, which amounts to saying 

                                                 
32 The relevant sense of ‘found’ is not unproblematic —as we discuss in the last section of this work. 
33 Cf. (Cartwright, 1993). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Salmon´s IF 

 
 
 
 
 
 
 
 
 
 
    Cartwright´s Generalisation 

 
 
 
Reichenbach´s CritCC 

Figure 1: Reichenbachian common causes (RCC), Cartwright’s generalisation and Salmon’s 
Interactive Forks (IF). 
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that the system as described is causally complete.34 We present here a simplified version of the 

example —which shall however be enough to display the main features we would like to discuss.35 

Suppose that a chemical factory (the ‘Cheap-But-Dirty’ factory) produces a chemical A through 

a genuinely probabilistic process. In such a process, the probability of actually getting the product A 

is 80%. The process misfires on 20% of the occasions. Suppose moreover that whenever the 

chemical A is produced, another (pollutant) chemical B is also produced as a by-product. The 

probability for the pollutant B to be produced is then 80% as well. The production process of the 

factory thus clearly correlates the production of the chemical A with the production of the pollutant 

B.  

Environmental concerns arise when the pollutant is detected. Everything points to the process 

for the production of the chemical A in the ‘Cheap-But-Dirty’ factory as responsible for the 

production of the pollutant B as well. In other words, the process seems to originate in a ‘common 

cause’ C of both the chemical A and the pollutant B. The factory management, however, would not 

concede that, and defend their innocence with an argument that relies on the screening-off 

condition. If the process C for the production of the chemical A in the ‘Cheap-But-Dirty’ factory 

were to be the cause of the production of the pollutant B as well, then conditional on the process, 

the probability that the chemical and the pollutant are produced together would factorise, 

i.e. ( ) ( ) ( )C|BpC|Ap=C|BAp ⋅∧ .  

But what is really going on, we are told, is that even if the process is running, i.e. even if the 

common cause C is present, the cause only ‘fires’ 80% of the times. There is no reason why C 

should screen-off the correlation in this case. This is best seen if we look at the probability space 

( )pS, , formed by the Boolean algebra S  containing the three events and all their possible 

conjunctions, and the probability measure p  that assigns probabilities to each of the elements of S . 

That is  

 

{ },CBAC,BC,AB,AC,B,A,=S ∧∧∧∧∧  

 

and the probability measure p  assigns the following probabilities:  

                                                 
34 Completeness is a strong assumption, often unwarranted in the practice of causal inference. But Cartwright employs 

her example in order to illustrate a conceptual possibility; so contrary to many of her critics, we do not believe that 
her argument for the possibility of non-screening-off common causes hinges on the validity of completeness in this 
particular case. However, while admitting with Cartwright that a non-screening-off common cause is possible in this 
scenario, we would like to argue that a failure of completeness supports the view that it might not be the only 
possible cause. The difference is thus that while critics of Cartwright have invoked a failure of completeness in order 
to rebut her argument for the possibility of non-screening common causes, we use it to back up a form of causal 
pluralism that accepts the conclusion of Cartwright’s argument, but aims to go further. 

35 The detailed description of the example may be found in (Cartwright, 1993, 1999a, 1999b). 
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( ) ( )
( )

( )
( ) ( )

( ) 0.8
0.8
0.8
1
0.8

=CBAp
=CBp=CAp
=BAp
=Cp
=Bp=Ap

∧∧

∧∧

∧  

 

The above assumes first that ( )pS,  contains all causal influences, i.e. is causally complete, as 

required in the example. We may also assume for the sake of simplicity that the common cause C is 

always present. Thus, since C only produces its effects 80% of the time, the probabilities for CA∧  

and CB ∧  are both 0.8. If, in addition, we assume (again for simplicity) that in the absence of the 

cause none of the chemicals A or B are produced, we get that the probability that A will occur is 0.8, 

and similarly for B. The same applies to CBA ∧∧ . The actual numbers are not so important. The 

important fact is that the model reproduces the example’s features. In particular, we have that  

 

( )
( )
( ) 0.8

0.8
0.8

=C|Bp
=C|Ap
=C|BAp ∧

 

 

It becomes now clear that screening-off is not satisfied:  

 

( ) ( ) ( ).C|BpC|ApC|BAp ⋅≠∧  

 

However, C is by construction the common cause of both A and B. So we can conclude that the 

common cause C does not screen-off the correlation. We have emphasised the article ‘the’ in the 

sentence above to stress that C is the only possible candidate for common cause in the probability 

space ( )pS, . Recall that this follows from the assumption that the probability space ( )pS,  is 

causally complete, i.e. that ( )pS,  contains all possible causes of A and B.  

We have already seen that Cartwright’s response to this problem is to weaken the criterion that 

characterises our common causes within ( )pS, . This is certainly possible. The ensuing common 

cause is indeterministic and fails to obey screening-off. However, there is logically another possible 

move, perhaps as natural as Cartwright’s own, that also respects the intuition that a common cause 

explanation should be found. In a sense, the alternative is ‘just a matter’ of rewriting the italicised 

sentence above as “a common cause C does not screen-off the correlation”. The indefinite article 

suggests that there might exist, under the right conditions, another event C' which is also a common 
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cause of the correlation and which does screen it off. 

The ‘just a matter’ however is not such a simple matter. It requires us to drop the assumption 

that the probability space ( )pS,  contains all relevant causal variables. In other words, we need to 

assume now that ( )pS,  is causally incomplete. But as we already pointed out, completeness is quite 

a strong assumption. There are few practical cases, if at all, in which completeness may be 

warranted. We rarely are in a position to know whether a cause is in fact a total cause of its effects, 

or just a partial cause. These considerations partly underlie the intuition that more detailed causal 

explanations are always possible, even in Cartwright’s example.  

 

4.2. Extensibility and Common Cause Completability 

One reason to search for alternative causal explanations is that different explanations may be 

required for different purposes. In some cases a given causal explanation might just not be good 

enough. From the explanatory point of view assumed in this paper, Reichenbach’s Criterion affords 

a particular form of explanation, independently of its ontological status. So it makes sense to look 

for Reichenbachian common causes, wherever they may be found, by expanding the original 

probability space and considering further variables. The most important recent attempt to pursue 

this road thoroughly is the work of the so-called ‘Budapest School’ on the extensibility of 

probability spaces for Reichenbachian common causes.36 

A probability space ( )pS,  that does not contain a screening-off common cause of the correlation 

( )BA,Corr , is said to be Reichenbachian common cause incomplete.37 As pointed out in the 

previous section, one seems to have two alternatives when facing a Reichenbachian common cause 

incomplete probability space. We may opt, following Cartwright, for a weakening of the common 

cause criterion. This allows us to identify some variables already in the space as the common 

causes. Alternatively, we may seek a screening-off common cause, by rejecting completeness and 

expanding the original probability space to include further variables. The ‘Budapest School’ 

provides us with a definition of the extension of a probability space:  

 

Definition 1 (Extension)   The probability space ( )p',S'  is called an extension of ( )pS,  if there 

exist a Boolean algebra embedding h  of S  into S'  such that ( ) ( )( )Xhp'=Xp , for all SX ∈ .  

                                                 
36 Cf. (Hofer-Szabó, Rédei and Szabó, 1999, 2000). 
37 This is just a little bit different from the original idea —see (Hofer-Szabó, Rédei and Szabó, 1999)— which referred 

to such probability spaces simply as ‘common cause incomplete’. We have introduced the term ‘Reichenbachian’ to 
make room for any non-Reichenbachian common causes —since we have already made clear that we also find these 
kinds of common causes perfectly acceptable (see Footnote 34). 
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Extensibility, as expressed above, allows then for the enlargement of the original probability 

space so that new events are included. Moreover, Definition 1 ensures that the extension operation 

is consistent with the old event structure ( )pS, . Note that in extending a probability space ( )pS,  

into ( )p',S'  we are not only enlarging the set of events S  —this is the role of the embedding h  in 

Definition 1— but also the probability measure p  needs to be altered. Thus the embedding h  

needs to be defined such that the initial probabilities and correlations are maintained under the new 

probability measure p' . In other words, correlations should stay invariant under the extension 

operation, that is ( ) ( ) ( )BA,CorrBA,CorrBA,Corr p'p ≡≡ . That the extension operation is 

consistent in this sense is crucial for our purposes, since we are asking whether a Reichenbachian 

common cause of the original correlations exist in the extended space.  

The definition of extension above is in principle applicable to any probability space. But it does 

not establish how many different extensions exist of a given probability space ( )pS, . Nor does it 

tell us under what circumstances such an extended probability space ( )p',S'  will contain the 

Reichenbachian common causes we are looking for. It does not even guarantee that there will be 

one extension that will include Reichenbachian common causes. In order to address the issue we 

need to introduce the idea of Reichenbachian common cause completability (RCC Completability):  

 

Definition 2 (RCC Completability)   Let ( ) 0>B,ACorr ii  ( n,=i …1,2, ) be a set of correlations in 

( )pS,  such that none of them possess a common cause in ( )pS, . The probability space ( )pS,  is 

called Reichenbachian common cause completable with respect to the set ( )ii B,ACorr  if there 

exists an extension ( )p',S'  of ( )pS,  such that ( )ii B,ACorr  has a Reichenbachian common cause 

iC  in ( )p',S'  for every n,=i …1,2, .  

 

Completability, as defined above, is hence the key for successfully searching Reichenbachian 

common causes of any given correlation.38 The question is now whether any incomplete probability 

space ( )pS,  can be extended such that is (Reichenbachian) common cause completable. In other 

                                                 
38 Note that although all definitions and propositions presented here refer to classical probability spaces, similar work 

can be developed for von Neumann spaces as well, giving completely equivalent results to those presented here for 
the quantum mechanical case. In fact, these results are largely motivated by the possibility to provide common cause 
explanations of EPR quantum correlations. On the other hand, these results refer only to a finite set of correlated 
events n,=i …1,2, . The question whether equivalent results may be obtained for an infinite set of correlated events 
is still open. 
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words, when is a probability space ( )pS,  Reichenbachian common cause completable?   

Hofer-Szabó et al. show that an extension ( )p',S'  may always be found for a Reichenbachian 

common cause incomplete probability space such that it contains (Reichenbachian) common causes 

for all the original correlations.39 In other words:40 

 

Every classical probability space ( )pS,  is common cause completable with respect to any finite 

set of correlated events.  

This result seems already quite promising for our own purpose. However, completability is 

relative to a specific set of correlations. In other words, even if Reichenbachian common cause 

completeness is achieved for a particular set of correlations —by extending the original probability 

space— the new extended probability space may be incomplete with respect to another set of 

correlations. We may then go on to ask whether there exists an extension of ( )pS,  such that the 

resulting probability space ( )p',S'  is Reichenbachian common cause complete not only with 

respect to the original correlations in ( )pS,  but also with respect to all other correlations that might 

have arisen as a result of the extension operation. Such an extension is said to be a Reichenbachian 

common causally closed probability space.41 This is an interesting issue, which again involves the 

assumption of completeness. We will not broach it here, and will focus on the simplest form of 

Reichenbachian completability. 

 

4.3. Indeterministic Reichenbachian Common Causes 

The results in the previous section suggest that a Reichenbachian common cause explanation may 

be provided for any given correlation, as long as we drop an assumption of completeness about the 

causal structure of the original probability space where the correlation is observed. This may seem 

to restore our original, most powerful tool for causal inference. In particular, we can now test how 

Reichenbachian common cause explanations fare in any situation where correlated (and non-

directly causally related) events are found. But of course, as pointed out in the previous section, a 

Reichenbachian common cause explanation may not be the only possible common cause 

explanation. There may be explanations that appeal to non-Reichenbachian common causes. How 

do these compare? 

We partly addressed the question in Section 3. The ‘Budapest School’ would agree with Salmon 
                                                 
39 See (Hofer-Szabó, Rédei and Szabó, 1999) for the details of the proof. 
40 (Hofer-Szabó, Rédei and Szabó, 1999, p. 384). 
41 Cf. (Gyenis and Rédei, 2004). 
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and Cartwright as regards the validity of Reichenbach’s Criterion in deterministic contexts. But 

their reasons are different. For, while Salmon and Cartwright would consider the case to be a 

particular instance of interactive forks and generalised forks respectively, proponents of the 

‘Budapest School’ would take it that any appropriate extension would provide for such a 

deterministic common cause. 

Indeterministic common causes however are a different issue, as we have seen. Let us consider 

again the ‘Cheap-but-Dirty/Green-and-Clean’ factory example. Recall that the motivation for such 

an example was to show that Reichenbach’s Criterion for Common Causes did not hold for 

genuinely probabilistic causes. For such cases, Cartwright suggested accepting irreducibly 

probabilistic causation and to correspondingly weaken Reichenbach’s criterion for common causes. 

An alternative in practice is to reject the completeness assumption, and continue the search for 

Reichenbachian common causes. The extensibility results in the previous section show that at least 

formally this is always possible to do. For what they show is that there is a way of formally 

extending any probability space so that a Reichenbachian common cause may ultimately be 

accommodated. Now what is clear is that in the particular case of the factory example such 

Reichenbachian common cause must be deterministic since the production of the chemical A and 

that of the by-product B are perfectly correlated. And we already know that a Reichenbachian, 

screening-off, two-valued common cause explanation of perfect correlations is also deterministic. 

However, extensibility results apply to imperfect correlations too, and there is no need to suppose in 

those cases that the ensuing common causes will be deterministic.  

So far so good —Reichenbach’s Criterion seems to be vindicated in practice. However, there are 

reasons why such arguments in favour of Reichenbachian common cause explanations are not 

compelling, even in the indeterministic case. The extensibility and common cause completability 

results we have reviewed so far are entirely formal. They teach us how to formally extend an 

original probability space so as to accommodate a variable that obeys the statistical characterisation 

for common causes endorsed by the Criterion. This is the only sense in which they may be said to 

restore Reichenbachian common cause explanations. But they do not tell us that such a 

Reichenbachian common cause exists in reality. That is, these results allow us to formally 

accommodate a screening-off variable within the probability space, but they do not guarantee that 

such variables represent anything at all in reality. This suggests that what we called ‘common cause 

completability’ —following the original terminology of the ‘Budapest School’— is merely 

‘screening-off completability’. In other words, what the extensibility theorems show is merely that 

it is always possible to extend the original probability space in such a way that a screener-off  will 

appear in the new expanded space. They neither tell us that such a screener-off will be found to 

represent a real event, nor that such events will happen to be genuine common causes. And we 
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already learnt that under no proposal on the table is the screening-off condition sufficient for 

common causes. So the formal results of the ‘Budapest school’ are indecisive when it comes to 

establishing or inferring real common cause structure for any correlations.   

This seems to us an important and far-reaching objection to the claims by the ‘Budapest 

School’. It can be formulated in an alternative fashion as follows. The extensibility and 

completeness results do not guarantee a unique extension of the original probability space. On the 

contrary, it seems plausible to think that there can be in general several such extensions and 

therefore different putative Reichenbachian common causes of a given correlation. The physical 

interpretation of a Reichenbachian common cause resulting from an extension of a given probability 

space will thus depend on the choice of extension. The question to ask then is not simply whether 

there exists an extension of the original probability space such that it contains a screener-off for the 

correlation we wish to explain. Rather, we want to know whether there exists an extension of the 

original probability space such that it contains a physically interpretable Reichenbachian common 

cause of the correlation. This is far from a trivial issue, which the Budapest school has not even 

begun to address —but which is absolutely decisive for causal inference. 

 

GENUINELY PROBABILISTIC CAUSATION (INDETERMINISM) 

  

  CritCC CritCC¬   

  

    General. Fork     Interact. Fork 

  

PosCC ‘Budapest School’ Cartwright  Salmon 
 

PosCC¬    van Fraassen 

  

  

Table 2:  The positions of van Fraassen, Salmon, Cartwright and the ‘Budapest School’ towards 

both the Postulate of the Common Cause (PosCC) and Reichenbach’s Criterion for Common 

Causes (CritCC) as regards to genuinely probabilistic (indeterministic) causation. 

As a summary of our discussion, Table 2 contains the views so far reviewed as regards 

indeterministic common causes. It displays the main differences between Salmon, Cartwright and 

the ‘Budapest School’ regarding the status of Reichenbach’s Postulate (PosCC) and Criterion 
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(CritCC) for Common Causes. The ‘Budapest School’ maintains that the PosCC and CritCC hold in 

both deterministic and genuinely indeterministic contexts, including quantum mechanics. This is 

very much in opposition to van Fraassen who seems to reject both. On the other hand, Cartwright 

and Salmon accept the validity of the Postulate, and correspondingly the Principle (PCC), but only 

under a revision of (CritCC). They differ on the kind of revision they recommend since Salmon 

rejects screening-off altogether and defends interactive forks, while Cartwright defends a criterion 

weaker than Reichenbach’s but more restrictive than Salmon’s interactive forks. To sum up, with 

the exception of van Fraassen, all the other proposals discussed —Salmon’s, Cartwright’s and the 

‘Budapest School’— accept the metaphysical claim in Reichenbach’s Principle of the Common 

Cause, i.e. the Postulate of the Common Cause (PosCC),42 but they differ on the methodological 

claim, which some find acceptable (the ‘Budapest School’) and some reject (Cartwright, Salmon). 

 

5. Conclusion: Pluralism and Explanation  

Reichenbach’s Criterion for Common Causes is neither a sufficient nor a necessary condition on 

common causes. While it is true that from the formal point of view ‘Reichenbachian common 

causes’, understood as formal variables satisfying screening-off conditions, can be accommodated 

within a given probability space for any given correlation, the question remains whether such 

formal variables represent anything physically real, and, if so, causally relevant. So the formal 

results are ontologically inert, since they do not guarantee the reality of any putative cause for any 

correlation. And the debate over causal inference in the natural and social sciences entirely turns on 

the reality of the causes that we supposedly infer to. It follows that the results of the ‘Budapest 

School’ are of limited relevance so far to the methodology of causal inference. However, these 

formal results may at least restore some confidence in well known methodological rules of thumb, 

such as screening off, and we have argued that this is worthy in its own terms, even if it were 

lacking ontological import. We see no reason not to adopt the Budapest extensibility and 

completeness results as rules of thumb, since Reichenbach’s criterion is no worse off than any other 

alternative. As a matter of methodological principle then, we propose that any correlation be taken 

to have a plurality of possible ‘causes’. Each of these causes is discoverable by different methods; 

and these methods may only be determined by context and background causal knowledge.  

We also maintain that ‘Reichenbachian common causes’ (i.e. screener-offs), where and if they 
                                                 
42 And so ultimately they maintain the validity of the Principle (PCC).  A further view that ought to be discussed is 

Sober’s (2001), who notoriously rejects the PCC on account of putative failures of the Postulate. It is not entirely 
clear to us that Sober maintains the Criterion —if he does then he would occupy the empty slot in the bottom left 
hand corner of the diagram.   
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obtain, are explanatory. Again we see no reason to give up on this general claim, originally made by 

Reichenbach himself. Explanation does not require contextual or methodological unanimity.43 

Obviously such ‘Reichenbachian’ explanations will not always be available, or might coexist with 

other causal explanations. So our view entails that explanations for correlations are not unique, but 

depend on the objective particular purposes of the explanation, and the context of the correlation. 

So we are embracing both methodological and explanatory pluralism.44 One question that opens up 

then is how ‘Reichenbachian’ explanations fare in relation to other possible causal explanations. Is 

there a ranking in the explanatory power of different ‘common cause’ explanations? This is a 

question that would have even failed to make sense in the old times of ‘necessary and sufficient 

conditions’ for common causes. But in the present and rather different zeitgeist of ‘causal pluralism’ 

the issue becomes urgent —and we urge philosophers to pursue it. 

 

                                                 
43 The fact that there can be different and even contradictory explanations in different contexts for the same 

phenomenon does not impugn their explanatory power. This presupposes a form of explanatory pluralism that seems 
to us to be becoming the norm. For one excellent defence, albeit applied to the notion of understanding, see De Regt 
and Dieks (2005). 

44 But emphatically not ontological pluralism á la Cartwright (1999b) —the contemporary manifesto for dappled world 
causal metaphysics.  
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