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NONPARAMETRIC ESTIMATION
WITH AGGREGATED DATA

OLIVER LINTON
London School of Economics

YOoN-JAE WHANG
EWHA University

We introduce a kernel-based estimator of the density function and regression func-
tion for data that have been grouped into family totals. We allow for a common
intrafamily component but require that observations from different families be
independent. We establish consistency and asymptotic normality for our proce-
dures. As usual, the rates of convergence can be very slow depending on the
behavior of the characteristic function at infinity. We investigate the practical
performance of our method in a simple Monte Carlo experiment.

1. INTRODUCTION

Grouped or aggregated data occur in many contexts in economics. Data aggre-
gated by family, by region, and by other levels are often all that is available to
the empirical researcher. If the object of interest is the underlying individual
relationship, then grouping can imply some consequences for estimation and
inference, depending on the model. Inference based on linear models is little
affected by sort of grouping we consider, because it is a linear operation. The
slope parameters of the aggregated model are the same as in the disaggregated
model, and the usual least squares estimators are consistent. The worst thing
that can happen is some heteroskedasticity when the groups are not of equal
number, in which case one must correct the standard errors and/or improve
efficiency by weighting. However, nonlinear models, and in particular nonpara-
metric models, suffer considerable problems in the presence of grouping, be-
cause the grouped data regression function can have almost any relationship
with the ungrouped regression function. Standard estimation procedures are no
longer consistent and require considerable modification.
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We propose methods for estimating a nonparametric regression function and
nonparametric density function based on aggregated data. We allow for a within
“family” component but assume that the data are independent across families.
Our estimators are based on the deconvolution methods of Fan (1991, 1992), Fan
and Masry (1992), Fan and Truong (1993), Masry (1991, 1993), and Stefanski
and Carroll (1990). See also Horowitz and Markatou (1996) and Horowitz (1998)
for an application of these ideas. We establish consistency and asymptotic nor-
mality of our methods. The rate of convergence depends on the details of the
decay rate of the characteristic function of the data and can be very slow in-
deed. The motivation for our work was a term paper by a Yale Ph.D. student,
Eugene Choo (1998), who estimated a hedonic pricing model for slaves sold in
auction in the pre-bellum south. The slaves were sold in job lots sometimes fam-
ily related, sometimes characteristic related, sometimes more or less randomly
composed. The observed price was the price of the lot rather than of the indi-
vidual. It was of interest to back out the individual price/characteristic relation-
ship from these aggregated data. Our particular interest is to do this without
making strong assumptions about the functional form of the latent distribution.

In Section 2 we describe the model and our estimator. In Section 3 we give
the asymptotic properties of our estimators in the two leading cases concerning
the behavior of the characteristic function. In Section 4 we briefly discuss some
practical issues, and in Section 5 we give the results of some simulations. The
Appendix contains our proofs. We use = to denote convergence in distribution
and %5 to denote convergence in probability. Let |A| = tr(ATA)"? for any
matrix A. Also, define the complex-valued quantity i = \/—1.

2. MODEL SPECIFICATION AND ESTIMATION

We suppose that the data are organized into family units or batches, i.e.,
{(Yij,Xi/_):i =1,...,n;j = 1,...,r;}. We also suppose that there is a common
element to the data series, which we model using the one-factor structure

Yi, = YOij + 73 Xi, = XOij + &, D
where (YOi/_,XOij) and (7, &;) are independent and identically distributed (i.i.d.)
across both i and j and (7;,&;) are independent of {(Yoi, Xo;), J = L...rif.
Here, r; is a positive integer perhaps random but independent of all other
random variables. The variables (YOij, XOi,) represent idiosyncratic components,
whereas (7;, €;) are common to all members of “the family.” The common ef-
fect induces dependence across j within the same i, but observations across i
are mutually independent. The assumption that the idiosyncratic components
are independent is quite strong and implies, e.g., that E(Yo;,|X0il,---,Xm,,) =
E (YOii|XOi,~)v although it should be noted that this still allows for
E(Yi/‘\ X5, X;,) # E(Y;|X;). We are going to be primarily interested in the

marginal effect £ (YiJ,IX,»j), because under the aggregation rule introduced sub-
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sequently the quantity E (Yi/-|Xi1""’Xir,) is unidentified. The common family
component can be more or less important depending upon the data. Certainly,
when the units are aggregated in a more or less random way, this common ef-
fect may be taken as small. This structure is used in many fields of economics
and finance. It can easily be extended to allow for multiple factors to the extent
that family size permits.

We further suppose that we only observe the grouped or aggregated data

V,=Sv: %=X, i=l...n @
Jj=1 Jj=1

This kind of observation rule arises quite often in household surveys where
much information is obtained only at the household level; see Chesher (1997)
and Choo (1998) for recent examples. Note that this sort of grouping is differ-
ent from that considered in Amemiya (1985, p. 275) where there are a small
number of “families” of large size; we have a large number of families of small
size. In many data sets, the “family size” r; is not the same across units. Nev-
ertheless, the number of different family sizes is small relative to the total num-
ber of units. We shall suppose that r; € {ry,..., rg, some finite integer R} and
that the number of families of each distinct size r¢, denoted ng, is large, whereas
the family sizes themselves are relatively small (we have Xy_, n, = n with R
fixed and n, — oo for all € in the asymptotics). We shall further assume that
the aggregation is not systematically related to the data distribution itself. To
allow for such possibilities requires a model of the relationship between, say,
household size and the covariates, which is beyond the scope of this paper.

Subsequently, for notational simplicity, we sometimes denote (Y,-j,X,-j,YOl-j,
Xo,-,.,Y;,X;,rn”;) as (Y, X,Yy, X,,Y, X, r,n). We shall stratify according to fam-
ily size and do our calculations on the homogeneous units to obtain consistent
estimates. We wish to estimate quantities such as the marginal density fx(-) and
joint density fy x(-) of the individual data (Y, X), the regression function

E(Y|X = x) = m(x), 3)

or various functionals from the conditional distribution of Y given X using the

available sample {(Y;,X;):i =1,...,n} and without imposing functional form re-

strictions on fy x(+). If m(x) = a + Bx, then, E(Y|X = x) = ra + Bx; i.e., the

grouped data regression function is essentially the same as the ungrouped regres-

sion. In general, this correspondence is not present, and we must use more so-

phisticated techniques to extract the ungrouped distribution from the grouped data.
Note that

gx(x)
fx(x) ’

E(Y|X=x) = where “)

gx(x) = f Wy, x (v, x)dy. Q)
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Let ¢y (1) = E[exp(itXo)], ¢x(t) = E[exp(itX)], ¢x(r) = E[exp(itX)], and
¢.(t) = E[exp(ite)] denote the characteristic functions. Expressions (1) and
(2) imply that

dx (1) = by, (1) P (1), (6)
bx(1) = [y, ()] b, (r1) )
by the convolution theorem. Similarly, letting ¢y, x (s,1) = E[exp(i(s¥, +

Xo)], by, x(s,1) = E[exp(i(sY + 1X))], ¢y z(s,1) = E[exp(i(sY + tX))], and
¢y, e(s,1) = E[exp(i(sn + 18))], we have

¢Y,X(Sat) = d)Y[),XO(Svt)d)n,a(S’t)’ (8)
d)?,)?(s’t) = [(;bY,X(s’t)]rd)n,s(rs’rt)- (9)
If we knew ¢.(7) and ¢, .(s,1), then we would obtain the useful relations

[ #x()
Py (1) = [(bs(ﬂ)} ¢ (1),
[ rx@) ]V
¢Y,X(S’t) - [gbn,s(rs,rt)} d)n,e(s’t),

which determine ¢y () and ¢y x(s, ). The trick is really how to eliminate the
nuisance functions ¢,(¢) and ¢, .(s, 7). We show how to do this in the next
section by using two different family size data sets. Suppose for now that we
have estimators ¢, (z) and 437,,8(& 1).

We can estimate the characteristic functions of the grouped data by the em-
pirical characteristic functions

bs(1) = %El exp(itX)), (10)
brx(st -1 ,21 exp(i(sY; + 1X))), §8))
and hence

bx(1) = {(f ] b. (1), 12)
by x(s,1) = {(ﬁi( 5 )t)] 1/rd%,,,.:(s,z). 13)
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We then apply deconvolution to these to obtain the density estimators

R I (= R
A0 =5 [ expim)detoh) by ), 14
7 J 0

Frx0 = — [ [ exp(-iCoy + 1) Feloh. i)y o5, 0, 15)

1
@2m)?
where ¢g(-) and ¢g(-,-) are the Fourier transforms of the kernels K(-) and
K(-,-), respectively, and & is a bandwidth sequence tending to zero with sam-
ple size n. Finally, we estimate m(x) = E(Y|X = x) by

m(x) = jij((j))’ where (16)
8x(x) = f Wy x (3 X)dy. (17)

In practice, equations (14)—(17) can be complex, so we shall take the real part
only (the imaginary parts are typically small and converge to zero in probability).

Remarks.

1. For each different family size r we have estimates of the desired quantities. One
can then aggregate the estimates to improve efficiency, e.g., by minimum dis-
tance. Let 711,.(x) be the estimate of m(x) based on families of size r, where r takes
R different values. Then let 7i(x) be the value of # that minimizes the quadratic
form (i — e)"V(i — Ge), where i = (i, (x),...,m, (x))" and e = (1,...,1)7,
whereas V is some positive definite weighting matrix. The explicit representation
of m(x) is

iii(x) = (e"Ve) e V.

By choosing V to be the inverse of the asymptotic variance of the unrestricted
estimator the resulting estimator has minimal variance within this class of estima-
tors. However, the effect on bias is uncertain, and this estimator may even do
worse according to mean squared error for some data distributions.

2. In some data sets, some of the variables are observed ungrouped. The ungrouped
regression model of interest is Y, = m(X ) + u;, for error term u;, that satisfies
E(”,|X,) = 0. Suppose that X,],j 1,...,r are observed but only the grouped Y,
data are observed. Then we have

r

Y, =X m(X,) + i, (18)
j=1

where i#t; = 27— u; . If also E(u; | X;,) = 0 for [ # j, then this is a standard additive

nonparametric regression model with the additional constraint that the function m

is the same across j. One could estimate the regression function by backfitting or

marginal integration as described in Linton and Nielsen (1995) and Mammen, Lin-

ton, and Nielsen (1999) or by series estimation (see Andrews and Whang, 1990),
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which has the important feature that it involves no Fourier inversion. It can be
expected that the rate of convergence of these estimators would be the same as
that of one-dimensional nonparametric regression, which would be faster than we
are able to obtain in our setting. Even when r varies substantially with i, one can
still do better than the Fourier inversion method by using the recently developed
methods of Linton, Nielsen, Tanggaard, and Mammen (1998) for estimating yield
curves.

When Y ,j=1,...,rare observed, but only the grouped X; data are observed, it
does not seem possible to obtain a method that bypasses the Fourier inversion,
and we seem stuck with the slow rate of convergence in this case too. This is
likely to be the case also where some of the covariates are grouped and some are
not.

3. Given estimates of ¢,, (s, ) one can obtain estimates of ¢y, x (s,7) from (8) and
hence of the regression function E (Yo,-,.|X0i,.)- We do not present results for this
estimation, but no doubt they can be arrived at by minor modification of our
theorems.

2.1. Estimation of ¢, and ¢,, .

We give two alternative methods for estimating the error characteristic func-
tions. The first method is suggested by work of Horowitz and Markatou (1996)
and does not require functional form restrictions. The second method is based
on a semiparametric restriction on the distribution of X, namely, that the dis-
tribution of the errors &,n is parametric. For simplicity we just describe the
methods for the problem of estimating ¢,, but similar comments apply to the
estimation of ¢, ,. A necessary condition for nonparametric identification of
these distributions is that there are at least two distinct family sizes.

Suppose that there are at least two distinct family sizes; call them r; and r,.
Then, we have

[z, (DI [, (r )]
(b5, (D] [d(ry0)]V7’

where ¢x . (¢) denotes the characteristic function of X from families of size r,
and likewise ¢y (7). The left-hand side can be consistently estimated at rate
root-n, at least for some range of ¢, by the empirical version of P, which we call
P,. Now suppose that e is symmetrically distributed about zero, in which case
¢, is real-valued. Then we can write

1 1
InP,(t;r,15) = - Ke(ryt) = . Ke(rat) +u,(t;ry,13),

1 2

P(Z‘U’l,”z) =

where

P,(t;r,15) — P(t;r,15)
P(t;r, 1)

un(t;rl’r2) =

’
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whereas k() = In ¢.(¢) is the cumulant generating function of &. Now let

b.(1) = expl&, (1)), ()= 3 ayr’,

where J, is some truncation sequence and the “parameters” a;, j = 1,...,J, min-
imize the least squares criterion function

Ly, J, 2
o i
DAInP(tg5ry, 1) = D a;(r{ T = Dl g,
=1 j=2
where 1., € = 1,...,L, are a grid of points. We have imposed the restriction that

k. (0) = k.(0) = 0, the second of which follows from the symmetry assump-
tion. This above procedure is similar to one proposed in Horowitz and Markatou
(1996, pp. 162-163) and can be expected to be consistent at the usual rate of
convergence of nonparametric smoothing methods (which is faster than the rate
of convergence of our deconvolution estimators), provided J, goes to infinity
at a certain rate. The restriction to symmetric errors can also perhaps be re-
laxed as in Horowitz and Markatou (1996).

Instead suppose that the characteristic function of & is known except for finite-
dimensional vector 6, i.e., ¢.(-) = ¢,(+,0,),where the function ¢p.(-,6,) is
smooth. In this case, one can compute 6 to minimize the criterion function

2 [In P, (1) — (10, 0)]3

where (1, 0) = k. (r,t;0)/r, — (1/r2) k(1> 1;0)/r>. See Beran and Millar (1994)
and Knight and Satchell (1997) for discussion of similar methods. Under some
regularity conditions, we can expect 6 to be root-n consistent and asymptoti-
cally normal.

3. ASYMPTOTIC PROPERTIES

In this section, we analyze the asymptotic properties of the nonparametric den-
sity estimator (14) of fx(x) and regression estimator (16) of m(x). The proper-
ties depend crucially on the smoothness of the densities fy(x) and fy x(y,x).
The smoothness of a density is related to the tail behavior of the characteristic
function. That is, the faster the decay of the characteristic function, the smoother
its corresponding density. Subsequently, we consider two types of characteris-
tic functions: characteristic functions with algebraic decay and characteristic
functions with exponential decay. In the literature, the former type is often re-
ferred to as the case of ordinary smooth distributions and includes gamma and
Laplace distributions, whereas the latter type is referred to as that of super smooth
distributions and includes normal and Cauchy distributions and their mixtures,
among others. Our theoretical development is similar to that in Fan and Masry
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(1992). The main technical difficulty we have is the nonlinear way in which
¢x(1), e.g., enters into (14).

We shall assume a uniform rate of convergence of our estimators of ¢, (¢)
and ¢, .(s,t), which can be expected to pertain under some regularity condi-
tions as already discussed. We shall suppose that n — co.

Assumption E1. There exists an estimator qgg(t) such that for j = 0,1,2,3 we

have

sup
1ER

= OP(nf"‘/z)

LA PR
o Pe(0) = =5 b (1)

for some a with 0 < a = 1.

Assumption E2. There exists an estimator (131,,8(& t) such that for j + k =
0,1,2,3 we have

aj+k Jjtk

&, o (5,1)

sup
(s,1)ER?

b e(s,0)| = 0, (n~"%)

dsktl dsktl

for some a with 0 < o = 1.

3.1. Case I: Characteristic Functions with Algebraic Decay

3.1.1. Density estimation

Assumption A.

(i) ¢y, (1P = Ay, (1P = Ay, by, (DtPT ] = O(1), and [P/ ()17 | =
O(1) as t — oo for some constants A; # 0, A, # 0, B; = 1, and B, = 1 with
(r=1 > ;.

(i) ¢y, (1) # 0 and ¢,(t) # O for all # € R.

(iii) ¢px(-) is a symmetric function with k + 2 bounded integrable derivatives,
dx(0) =1, and (1) =1 + O(]t|¥) as t — 0 for some k = 0.

(iv) JZ, 1dx(O]]t]?"VPrdr < oo, [ [ ()| |1]""VPrdr < oo, and [7, ¢ (1)]? X
|20~ DAt < co.

(v) fx(+) is k-times continuously differentiable with bounded derivatives.

Remark. Assumption A(iii) implies that the kernel function

l [o'e]
K(u) = Ef exp(—itu) g (1)dt (19)

is a real-valued function integrating to unity and kth order, i.e.,

[ee]

fufK(u)du=0 forj=1,...,k—1, f\ukK(u)|du<oo.

—00
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Define
g (x) =n"'h 20"V 152(x), where (20)
fx(x)r2Fam D o _
of(x) = W 700|¢K(t)|2|t|2(r DPidr. 1)
Let
70 = [ Kt~ o 22

be the convolution of K and fyx. The asymptotic normality of the density esti-
mator is established in the following theorem.

THEOREM 1. Under Assumptions A and El,

(a) l‘fnhmax{ZfBl/ﬂ,(252+1)/w,(2f,31+2/32+1)} 00 and n' ¥RV 0, then

Fe(x) = fi(x)

U,,](X) - N(O’l)’

and
(b) if moreover nh>U = VBTl 5 0 then

Fx(x) = (%)

o () = N(0,1).

Remark. The term fy(x) can be expanded in a Taylor series expan-
sion to give fy(x) = fyx(x) + O(h*). The mean squared error of fy(x) is
thus O(h%%) + O(n 'h=20=DBi=1): when h oc n~ VCU=DEHT2HD thig is
O (n= 2K/ Cr=DB2k+1)),

Let
B 1 X — )?j .
Zy =5 G\ — forj=1,...,n, (23)
where
_ L[ ¢ (1) P (1/h)
0,01 = 5 | enwte) i 9

Because we can show that o2 (x) = n 'var(Z,;) + o(1), we can estimate
the asymptotic variance o2 (x) consistently (in a relative sense) by

1 2 . =
G2 (x) = = iz, -7} (25)
j=1
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where
. 1. [(x—X
Zy=7 G\ ) (26)
= 14 .
Z,=->2,, and 27)
nj=] X
NN O S b (1), (1/h)
6.9 = 5, | et [/ [ (/)] @

Consistency of 672 (x) is established in the following lemma.

LEMMA 2. Under the assumptions of Theorem I(a), if
nhlGr=2817612la 5 o5 then

C;-rzzl(x) p
— - — L
O-nl(-x)

Theorem 1 and Lemma 2 now combine to give the following corollary.

COROLLARY 3. Under the assumptions of Theorem 1(b), if
nh(Gr=2Bth2Ve sy on then

fx(x) — fx(x)

&nl(x)

= N(0,1).

3.1.2. Regression estimation. For simplicity of presentation, we take the
kernel function K(u,v) to be the product kernel K(u)K (v), which implies

Pr(s,1) = dr(s) Pi(2). 29

(In treating the case of characteristic functions with exponential decay, how-
ever, we find the expression of the general kernel K(u,v) is more convenient to
deal with.)

Let fx(-) and f x(y, x) be the marginal and joint densities of X and (Y, X),
respectively, and let | (s, #)|| = Vs? + 2. Define also

vg(x) = E(Y?|X =x). (30)

Assumption B.

(i) by x, (5 D, D71 = By, ¢, (s, D[(s,0)[72 = Ba, [07¢by, x,(5,1)/0s7| ¥
IGs, )]~ = 0(1) and |37¢,, ,(s,6)/3s7[|(s,0)|*>"" = O(1) for j = 1,2, and
3 as |(s, )| = oo for some constants B, # 0, B, # 0, p; =1, and p, = 1 with
(r—1Dp; > 3.
(i) &y, x,(s,1) # 0 and ¢, .(s,1) # O for all (s,7) € R%.
(iii) ¢x(-) is a symmetric function with k + 2 bounded integrable derivatives,
¢x(0) =1, and ¢x(¢) =1 + O(|t|¥) as t — 0 for some k = 0.
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(v) 2 107 (1)/at7||t|~Vr*rgr < oo for j = 0,1,2, and 3.
(v) vg(+) is continuous at x.
(vi) gx(-)is integrable and gx(-) and fx(-) are both k-times differentiable with bounded
continuous kth derivatives.
(vii) EY < oo and En® < oco.

Define
o5 (x)
0',,22()6) = I’lhz(r_l)p‘+1f)(2(.x), (31)
where
oy ox(0)fg(x)r2(e
o5 (x) = Qm)* B2
<N wtitors mposrstononasin | ax
(32)
Let
R:l(x) - R:2(X)
R =" 33
) = T (33)
where
Ry (x) = m*(x) — m(x), (34)
w2 (%) = [ (%) = fx(x)]m(x), (35)
m*(x) = f gx(x — hu) fy (x — hu) K (u)du, (36)

and fy (x) is as defined in (22).
The asymptotic normality of the regression estimator is established in the
following theorem.

THEOREM 4. Under Assumptions El, E2, A(i) and (ii), and B with p, > B3,
(Cl) ifnhmax{2rp]/a,(2p2+3)/a,2rpl+2p2+3} — o0 and nl*ah2(r71)p]73 — 0, then

(x) —m(x) = R, (x)

T,0(x)

= N(0,1),

and
(b) if moreover nh?" VP2l 5 () then

Al = mx) v,
O-n2(x)
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Remark. The convergence rate is similar to that in the density estimation
case.
Forj=1,...,n,let

(= y=Y x-X
an:_ yGn( ’ dy

n2J_, h h
_ 1 X — )?j X — )?j
:Y}ZKnl h + K,» T > (37)
where
K, (x) = f G,(y,x)dy, (38)
K, (x) = J yG,(y,x)dy, and (39)

l (o) o0
G,(y,x) = (ZT)zrf_wf_weXp(—i(sy + tx))

Fets,. (51

x dsdt. (40)

s o\ |0 rs rt\|\r
onsi)]| e (55)

Because 05 (x) = n"'var(Z,;) + o(1), we can estimate o5 (x) consistently by

1 Z 3
Gin(x) = 2 Z (41)
where
. 1 (= y— Y< X — X
Z,;= P yG T, ; dy with 42)

N 1 o0 oo
G,(y,x) = am)r fijeXp(—i(syHX))

Fetsdn(57)

X
R <s t) (r=0/r [ (rs rt) 1/r
[d’?,)? W ] [d%,,g o ]

dsdt. (43)
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LEMMA 5. Under the assumptions of Theorem 4(a), if
nhlGr=2piptal/a s o then

% (x
—"22( VN
0-112(x)

Combining Theorem 4 and Lemma 5, we have the following corollary.

COROLLARY 6. Under the assumptions of Theorem 4(b), if
nhlGr=2eitpatdlla s o then

m(x) — m(x)

500 = N(0,1).

3.2. Case ll: Characteristic Functions with Exponential Decay

We next consider the case in which the tail of the characteristic function de-
cays exponentially fast.

3.2.1. Density estimation.

Assumption C.

(i) AgltlPoexp(—alt]?) = |¢x, (1) = Bolt|Pexp(—a,lt|?) and A[r]Pr X
exp(—a,|t|?) = |¢.(t)| = B,|t|P exp(—a,|t|P)as |t| — co for some positive
constants ag,ay, 8,A, By,A1, and B, and constants B, and ;.

(i) ¢y, (1) # 0 and ¢,(t) # O for all # € R.

(iii) ¢x(z) has a finite support (—d, d).
(iv) There exist positive constants 8, B,, and [ such that | (t)| = B,(d — ) fort €
(d —6,d).

(v) ¢(t) = B3(d —t)! for t € (d — §,d), where Bs is a positive constant.

(vi) Either I(f) = o(R(t)) or R(t) = o(I(1)) as t — co, where R(¢) and I(r) are real
and imaginary parts of [ ¢y, (£)]"" "¢, (r1)/¢,(t), respectively.

Remark. Assumption C(i) assumes that the density functions of X, and ¢ are
super smooth. It implies that the density functions are bounded and have bounded
derivatives of all orders. Assumption C(iv) describes the behavior of ¢x(z) in
the neighborhood of ¢ = d. Assumptions C(v) and (vi) are used to develop lower
bounds. Assumption C(vi) indicates that, at the tail, the characteristic function
[dx ()] ps(rt)/d.(1) is either purely real or purely imaginary.

Define

0',,23(.76') = nilvar(znl)’ (44)

where Z,, is as defined in (23).
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THEOREM 7. Suppose Assumptions EI and C hold and [agr — a,rP]y +
a> 3. Ifh=d(ylnn)"V8 for some 0 < y < min{a/2a,, (1 — a)/2ayr}, then

F(x) = fE(x)

R N(O,1).

Remarks.

1. As in the case of ordinary smooth distributions, the term fy'(x) can be expanded
in a Taylor series expansion to give fy(x) = fx(x) + O(h*). Using the result of
Lemma 15(a) in the Appendix, the mean squared error of fx(x) is thus

O(th) + 0(,1*]h2[3(1+|)+(’*')Bo*'](]n(]/h))21
X exp[2{ao(r — 1) + a,(r? = D}(d/h)P]).

When h = d(yInn)~ /A, the rate of convergence is very sensitive to the value of
v; when v is large, the bias is a negligible term compared to its variance; and,
when v is sufficiently small, the variance will be a small-order term in compari-
son to the bias. As in Fan (1991), we expect that the optimal rate of convergence
in our case is also O((Inn)~¢) for some ¢ > 0, which is very slow for moderate
sample sizes.

2. Contrary to Theorem 1(b), the asymptotic bias in Theorem 7 does not vanish even
if i is sufficiently small as long as y < 1/(2aqr). The latter condition is needed to
make the remainder term of the Taylor expansion asymptotically negligible; see
equation (A.78) in the proof of Theorem 7 in the Appendix. For the desired result
(f3(x) = fx(x)/o3(x) 2> 0; however, we need y > 1/(2ao(r — 1)).

As an estimator of o3(x), we consider
A2 ' <5 Z 12
(Tn3(x) = ; 2 {an - Zn} ’ (45)
j=1

where an and ZT,, are as defined in (26) and (27), respectively. Consistency of
6%(x) is established in the following lemma.

LEMMA 8. Under Assumptions E1 and C, if h = d(y1Inn)~"? for some 0 <
v < (a/2Q)[2a0(r — 1) + a;{2r — Drf~t =14+ r 13171, then

6%5(x
23( )L> 1.
0',,3()C)

Theorem 7 and Lemma 8 now combine to give the following corollary.

COROLLARY 9. Under Assumptions E1 and C, if h = d(yInn)~"? for some
0<vy<(a/2)[2ag(r —1) + a{Qr—Drft =1+ r "}, then
fx(0) — (%)

5 0x) = N(0,1).



434 OLIVER LINTON AND YOON-JAE WHANG

3.2.2. Regression estimation.

Assumption D.

(i) Doll(s, )70 exp(=boll(s, )7) = | by, x, (5, 1) = Eoll(s, )70 exp(=bol (s, 1)[”)
and  Dy|(s, )7 exp(=b[[(s,)|?) = |dp(s,0)] = Ef(s, )] X
exp(=b,|(s,2)|?) as |(s,t)] — oo for some positive constants
by, b1, p, Dy, Dy, Ey, and E| and constants py and p;.

(ii) ¢y, x,(5,1) # 0 and ¢, (s, 1) # O for all (s,7) € R2.

(ili) px(s, 1) has a finite support {(s, 1) € R2:|(s,1)| < d}.

(iv) There exist positive constants 8,D,, and m such that |x(s,1)| = D(d —
I(s. )" for (s, 1)] € (d — 5.).

(v) ¢g(s,t) = Ds(d — |(s, 1)) for |(s,2)| € (d — 5,d), where Ds is a positive
constant.

(vi) @k(s,1) is symmetric in (s,1); i.e., dx(s, 1) = Px(—s,1) = Px(s,—1) =
(bK(_s?_[)-

(vii) Either I*(s,t) = o(R*(s,t)) or R*(s,t) = o(I*(s,1)) as |(s,1)] — oo, where
R*(s,t) and [*(s,r) are real and imaginary parts of
[dy,, x, (5, )] li{)n’g(rs, rt)/ ¢, (s, 1), respectively.

(viii) The support of Y (i.e., V) is bounded.

Remark. The boundedness of the support of Y can be restrictive in some
cases. This assumption, however, simplifies the proof of Theorem 10, which
follows; see the proof of Lemma 16(c) in the Appendix.

Let
1 y=Y x- Yj)
Z,. = — G ) d
nj h2 yy n( h h y
_1 X — }?j X — )?j
= Yj Z Knl h + Kn2 h ’ (46)
where
Knl(x) = f Gn(y’ -x)dy’ (47)
Yy
KnZ('x) = f yGn(y7 x)dy, (48)
y

and G,(-,-) are as defined in (38)—(40). Define
o-n24(x) = n71 Var(Zn1)7 (49)

where Z,,, is as defined in (46).
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Let
a*=ag(r—1)+a,(r—1) and
b* =by(r—1)+b,(r —1).

THEOREM 10. Suppose Assumptions El, E2, C, and D hold and p = B, b* >
a*, [byr? —borly <a— 3,(a* —b*+ a))y < a/2,(a* —b* + agr)y < 3,
(a* =b*+a,rP —agr)y<a-—13, (a*—b* —agr)y < (a — 1)/2, for some
(1 —a)/2(b* + by) <y < 1/2byr. If h = d(ylogn)~'/*, then
m(x) —m(x) — R,(x)

O-n4(x)

= N(0,1).
The asymptotic variance o,2,(x) can be consistently estimated by
) <o 512
Gia(x) = — 22y = 2.1, (50)
j=1
where

. 1 (Y- x—)?j>
7 —— | ¢ "
nj thyy n< h h y

with G,,(-,-) as defined in (43).

LEMMA 11. Under Assumptions EI, E2, and D, if h = d(ylogn)~'* for
some 0 <y < (a/2)[2by(r — 1) + by{2r — DrP t =1+ r 117!, then

6’,,4()6) P

0-)124(x)

Combining Theorem 10 and Lemma 11, we have the following corollary.

COROLLARY 12. Under the conditions of Theorem 10 and Lemma 11,
m(x) — m(x) — R,(x)

6',14()()

= N(0,1).

4. BANDWIDTH SELECTION

We have developed the theory necessary to conduct inference on the functions
fx and m in both ordinary smooth and super smooth cases. For practical appli-
cation it is important to have some method for choosing the bandwidth param-
eter h, because this quantity determines the finite sample properties of our
estimators. One method is based on estimating the integrated mean squared er-
ror; this requires consistent estimation of the derivatives of fy and m, unless
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some parametric specification is adopted as in Silverman (1986). The alterna-
tive method of cross-validation, based on minimizing the sum of squared resid-
uals from the leave-one-out version of 7, is very time consuming here. If one
could find the equivalent penalty function to apply to the sum of squared resid-
uals from the original /7, then this method might be feasible (for an exposition
of the penalty function method in standard nonparametric regression; see Hér-
dle, 1990). However, because our estimators are all nonlinear this situation is
not covered by existing theory to our knowledge. In our simulations we have
reported results for a range of bandwidth values; this is a popular approach in
applied work. Nevertheless, the development of automatic bandwidth selection
methods remains an important and interesting line of research to be pursued in
the future.

5. MONTE CARLO
5.1. Design

We suppose that X; = X, + &;, Yp;, = n(Xo;) for some function u specified
subsequently, and Y, = Y; + 7;, where X, , &;, and 7; are mutually indepen-
dent. Then, e.g., ’

fX(x) = Jpe(x - Z)pXU(Z)dZ’

m(x) = E(Yij|Xij =x)= E(M(XOi,)|Xij =X)

J,u(z)pa(x — 2)px,(2)dz
= E(u(Xo)|Xo;, + & =x) = )

[ puts =2 000z

where Pxo(') and p,(-) are the densities of XO,}_ and g;, respectively. We use nor-
mal, uniform, and double exponential distributions for p, and for py , which
combined with specifications for u (we choose linear and quadratic functions,
ie., w(x) =c¢; + cox and w(x) = c; + cox + c3x2 for some parameter values
¢;) give the functions f and m, which are our focus. The calculations to obtain
f, m are quite complicated to do by hand but have been obtained using a sym-
bolic algebra package. In fact, with our parameter values, the resulting func-
tions m are not far from the original function . More details are available
upon request. In the normal case, X, , Yy, are generated from N (0,1) and &;,m;
are generated from N(0,0.1). In the double exponential case, we generate
Xoi,» Yo;, with variance 0.5 and &;,7; with variance 0.05. In the linear case we
use ¢; = 0,c, = 1, whereas in the nonlinear case we use the same ¢, ¢,, and
take c; = —0.1. We have considered two different family sizes r = 2,3.
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We use the product kernel K (u,v) = K (u)K (v), which implies that ¢ (s, 1) =
b (s) Pk (t). We use two different kernel: the biquadratic and the normal. For
bandwidth we have taken

—1/12 1/2

h=c,Xsyn and h=c, X sy(logn)~

in the case of ordinary smooth and super smooth densities, respectively, where
sx is the sample standard deviation of the variable X and ¢, is a constant. We
examine the performance of our method for a range of values for c;,.

We tried three different sample sizes n = 100, 250, 500 with 100 replica-
tions. We took 30 evaluation points in the interval (—3,3). We calculated the
truncated integrated mean squared error (IMSE) on this restricted range (—3,3).
Tables 1 and 2 show the IMSE of density estimates and regression function
estimates in normal and double exponential cases. Figures 1-4 show 10 simu-
lated density and regression function estimates.

5.2. Results

The graphs confirm that the estimated densities and regression functions are
not far from the truth, but exhibit some variation in shape, especially in the end
regions. We now turn to the IMSE results reported in our tables.

Density estimation works very well for any kind of distribution; we just show
the normal and double exponential case, but the same is true also for the gamma,
chi-square, exponential, and uniform cases, which are not shown here. IMSE
decreases with sample size and is relatively insensitive to bandwidth in the range
0.3 = ¢;, = 0.4. Decomposition of the IMSE into bias and variance (not shown)
reveals that as expected squared bias increases with c;,, whereas variance
decreases.

The regression function estimation appears to be somewhat more difficult,
and performance depends more dramatically on bandwidth. Indeed for small
bandwidths, the IMSE actually increases with sample size (this effect is more
pronounced in the super smooth case). This is mostly a bias phenomenon—in
fact very small bandwidths lead to big biases, which is contrary to our usual
intuition. However, for larger bandwidths (e.g., when ¢;, = 0.36 in the super
smooth case) the usual pattern reasserts itself. This is most likely a small sam-
ple phenomenon. The practical implications of this are that one should err on
the side of larger bandwidths.

6. CONCLUSIONS AND EXTENSIONS

We have shown how to estimate the density and regression functions of indi-
viduals from aggregated data. Extensions to multiple covariates and to estima-
tion of derivatives are straightforward. As Horowitz and Markatou (1996) point
out, these methods are best applied to very large data sets. However, our sim-



8€Y

TABLE 1. Normal (super smooth class)

Bandwidth(cy,)
0.30 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.40
Truncated integrated mean squared error of f (x)
n =100 0.0026 0.0027 0.0027 0.0029 0.0028 0.0028 0.0028 0.0030 0.0034 0.0034 0.0034
n =250 0.0019 0.0021 0.0020 0.0021 0.0022 0.0023 0.0023 0.0026 0.0026 0.0027 0.0028
n =500 0.0018 0.0017 0.0018 0.0018 0.0019 0.0021 0.0021 0.0021 0.0023 0.0023 0.0024
Truncated integrated mean squared error of M (x); u(x) =1+ x
n =100 0.7602 0.4844 0.2709 0.1763 0.1730 0.1978 0.1995 0.2268 0.2546 0.2617 0.2727
n =250 2.9354 1.6461 0.6465 0.3121 0.1829 0.1312 0.1352 0.1500 0.1735 0.1918 0.2034
n =500 4.7715 3.4107 2.0658 1.2680 0.4694 0.1598 0.0804 0.0793 0.1090 0.1379 0.1657
Truncated integrated mean squared error of 7 (x); w(x) =1 + x + cx?
n =100 0.9998 0.5321 0.2635 0.2114 0.2313 0.2152 0.2275 0.2281 0.2740 0.2797 0.3100
n =250 2.7636 1.4345 0.8243 0.4107 0.1434 0.1269 0.1445 0.1678 0.1891 0.2033 0.2186
n =500 4.7713 3.9076 2.3675 1.1192 0.5128 0.2336 0.0871 0.0978 0.1324 0.1524 0.1804
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TABLE 2. Double exponential (ordinary smooth class)

Bandwidth(cy,)

0.30

0.31

0.38

0.39

0.40

n =100
n =250
n =500
n =100
n =250
n =500
n =100
n =250

n =500

0.20
0.18
0.18

0.4476
0.4850
1.0678

0.4463
0.5046
1.2494

0.18
0.17
0.18

0.3142
0.2417
0.5247

0.3390
0.2420
0.4271

Truncated integrated mean squared error of f (x)-102

Truncated integrated mean squared error of M (x); u(x) =1+ x

Truncated integrated mean squared error of 71 (x); u(x) =1 + x + cx?

0.20
0.16
0.15

0.5226
0.4765
0.4190

0.5484
0.5067
0.4477

0.21
0.17
0.15

0.5369
0.4730
0.4490

0.5676
0.5001
0.4643

0.21
0.17
0.15

0.5501
0.4917
0.4606

0.5795
0.5201
0.4890
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F1GURE 4. (a) and (b) Linear function, double exponential.
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ulation experiments show reasonable behavior for sample sizes of 500 pro-
vided the bandwidth is chosen appropriately.
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APPENDIX

In the discussion that follows, we let C; for some integer j = 1 denote a generic con-
stant. (It is not meant to be equal in any two places it appears.) To simplify notation, we
let [f and [[[ denote [%_ [Z and [Z_ [Z [ , respectively, and we drop the sub-
scripts on ¢ and ¢, so that we write ¢(t) for ¢,(7). The proof of the main results in the
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text uses the following lemma, which slightly extends Lemma 1 of Fan (1991) to the
case where v(-) is any integrable function.

LEMMA 13. Suppose that Q,(-) : R — R is a sequence of functions satisfying
0,(u) > Q(u) and SLrllp\Qn(u)l =0"(w),
where Q*(u) satisfies
J_°° O*(u)du < oo and uh_)n;|uQ*(u)| =0.

Suppose v(-) : R — R is an integrable function continuous at x. Then for any sequence
h, = 0, we have

,}f;ohlj, Qn< Py )v(u)du—v(X)f O(u)du.

Proof of Lemma 13. Let 6 > 0 be a constant. We have

hifig(";”)zz(u)du—v(x>sz(u>du

n n

= [ et oo, (s o)

- ﬂﬂi’;‘”(x‘“)—U<X>\£Q*(u)du+é sup |uQ*(u>|E\v(u>|du

|ul>6/n,

[ 10, - owiay

ol lowlas | [ 10,00 - ouias) (a1

By the dominated convergence theorem and the assumptions, the last three terms in
(A.1) tend to zero as n — oo. Then, let & — 0 have the desired result. |

Proof of Theorem 1. By a two-term Taylor expansion, we have

R 1 (=
Ix(x) = fx(x) = z_f exp(—itx) by (1) [ 6 (1) b (th) — @(1)] dt
T J—o

(= L bt @() [ g(t)  Pxl)
i z_f XU {¢<rz) "ol }d’

P (th) ¢(1)
f f 1 — w)exp(—irx) (5 )]f v

27Tr
Px(1) ¢)?(t)}2
{¢<rr> elrn |
=A,, TAy,tA;, say, (A2)
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where
. Pz (1) bx(t)  Px(1)
w([) = +w - — . (A.3)
= T e etm
Consider Aj,,. By rearranging terms, we have
1 b .
Aw=o— exp(—itx) ., (1) @ (1) [ pi (th) — 1] dt
l * . A
+ o | exp(Cim) g, ()b (th)[6(r) — o (1)) dr
= A}, +A%r,  say. (A4)
The convolution theorem implies
Ay = | K= modu =
= fx (x) = fx(x).
Therefore, for part (a) of Theorem 1, it suffices to establish the following results:
25, (A.5)
a—nl(-x)
A2n
= N(0,1), (A.6)
o-nl(x)
and
A
3n L) 0. (A.7)
Unl(x)

The result (A.5) holds straightforwardly because we have

. 1 “ .
AT = h |px (t)| dr-sup|@(1) — ¢(1)]
mh J_o 1ER
= OI,(rf“/zh*')

using Assumptions E1 and A(iv) and hence A};/0,,(x) = O, (n'!~®/2p(r=DEi=05) =
op(1).
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Next, we verify (A.6). We first note that
sup| (1) — dx(1)] = OP<L> (A.8)
1ER \n
by Chebyshev’s inequality. We have

o di(th)@(1) NN
= J- exp(—itx )[¢XAIH’ To(r ){¢X(t) dx(t)}dr

L f exp(itr) —2E ) oMb (t) — (0}
D T (0] () 2 T X X

(= okl de()g(r)
+ —J exp(—irx) [, (0116 () () {o(rt) — @(rt)}dt
=A%, T AL, H AL, say. (A.9)

We first show that A%% and A3** are asymptotically negligible in the sense that both
A3y /0, (x) and A%* /o, (x) are 0,(1). Note that

= 2 (an n/

where Z,; is as defined in (23). By Assumption A(i), there exists a large (but fixed)
constant M > 0 such that for |t| > M,

|A,] |A, ]
P | > —; | > —.
|y, (1)171] > l@(1)1P2] 5

Therefore,

Joo |¢K(t)|
oo | x, (t/) " @ (rt/h)]

Y R G
0 |¢X0(t/h)|ril‘¢(”/h)‘ mn AT AL | B
= 2Mh max|d(1)] 4 p VBB 27 rfe
min [y, (1)[""" min [¢(7)] ATA,
|t|=Mm |t|l=rM

% [ laelirgevsna
0

= O(h~ VBB, (A.10)
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This result implies

A5 = 5 jw bt di-5up| §(1) = ¢ (1)|-sup| dx(1) =~ dx(1)]
T 2wk S [y, (/W) @t/ B

Op(nfl/ana/Zh*(rfl)BﬁBzfl) (A.11)

using Assumptions E1 and (A.8). Therefore, A%} /0, (x) = 0,(n~*?h=F"1/2) = 9,(1).
Similarly, we have

[ L0l
\Az,,|_c,hLO e dresupl (1) = o(0)
= 0,(n™*?h7"), (A.12)

where the first inequality holds with probability tending to one using (A.8) and As-
sumption E1 and the equality holds by Assumptions E1 and A(iv). Therefore, we also
have A%/, (x) = 0,(n'~®/2p ("= DF1703) = ¢ (1). To establish the asymptotic nor-
mality (A.6), it now suffices to verify the following Lyapunov’s condition: i.e., for
some 6 > 0,

Elznl "1|2+5
Lz A 20w (A.13)
Let
t t/h
vy bewem s

[bx, (t/M]" o (rt/h)

By Fubini’s theorem and the convolution theorem, we have

EZ, %LZG,,(’%),»X(MW
N 277th J eXp(—n( L >>q’ (1) fx(u)dtdu
= Z;rh fj; exp(—it%)[fo:o exp (izg)fx(u)du} W (t)dt

1 o
= o ﬁ exp(—itx) by (1) by (1h)dt

= lfm K(u) fx(x — hu)du — lfx(x), (A.15)
rJ o r
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where the last convergence holds by Lemma 13. By Assumption A1(i), we have
B2

RUTVBY (1) - — A1 (1)1 R, (A.16)
1

Furthermore, by Assumption A (i), there exists a large (but fixed) constant M > 0 such
that for |#| > M, we have

\¢X0(t)z‘*'|>7, |¢()B|> 2 i e <2]A,.

Therefore,

J = DBy

[h VB, ()] =

ln‘lln |, (D] mln \so(t)l

r+1.,.06,

X 1(|t| =hM) + ———
A,

| px (D12 1([2] > hM). (A.17)

For any & > 0 and for all & < &/M, we have

r+1..8;

e \(—DB,
\h“‘”ﬁ"lfn(t)\scl<ﬂ—4> 1(|t] = &) + ——— lx ()| 2| VA

|A ‘r 1
= A(1). (A.18)
Because A(t) is integrable by Assumption A(iv), we have
1 o]
h=VAG, (x) = — exp(—it) h VAP, (1)dt
2mr J_o

pB21

—>—_1f exp(—itx) pp (1)t~ VA1dr (A.19)
2mwAY —o

by (A.16) and dominated convergence theorem (A.18). Integrability of A(#) also im-
plies that

1 [e<]
|h=DBG, (x)] = —f A(t)dt=C, < 0. (A.20)
27r J_o
By integration by parts,
1 « a
(ix)G,(x) = — f exp(—irx) <— \If,,(t)> dt. (A.21)
27r J_o Jat

Using arguments similar to those in (A.17) and (A.18) and Assumptions A (i) and (iv),
we have

|xG,,(x)| = O(h= U DE), (A.22)
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Expressions (A.20) and (A.22) combine to give

c
|h—VBG, (x)] = 1+3|x\' (A.23)
Now, we have
) 1 (= x—u\l|?
Ean = ﬁ Y Gn T f)?(u)du
f_(x) ) rﬁzfl o . B 2
= hz(r{l)ﬁlﬂ Y= exp(—ix) (1)t VBdr | dy(1 + o(1))
—oo 1 —o0
1 S(x)r2Fam Do _
= JB20r=Dp+1 : XZW.AZ(I‘—I) f |¢K(I)|2|t|2(r I)Bldt(l +0(1))
1 o
= h 20 DB g2 (x)(1 + o(1)), (A.24)

where the second equality holds by (A.19), (A.23), and Lemma 13 and the third equal-
ity holds by Parseval’s identity.
Similarly, by (A.23) and Lemma 13, we have

E|Z,, 2" = O(h~C+Olr—DB+11+1), (A.25)

nl

Therefore, by (A.15), (A.24), and (A.25), the Lyapunov condition holds using the fact
that nh — oo.
Next, we verify (A.7). We have

(ﬁ,v(g)(g)“ﬁ _ [qu(t/h) . W{ bx(t/h) ¢x(t/h)H(5>’ﬂl
h)\h o(rt/h) o (rt/h) o(rt/h) h
t t\P|"
“[oaG)G) e

uniformly in w € (0,1) using Assumption E1 and (A.8) because n®h*"#" — co. There-
fore, (A.7) holds because we then have

r—1 f‘” [k (D) |@(0)] | x(1)  Px(1)
2ar2 o 1§ @)V [ gGt) ()
<r—1f°° | i (h)] (1))

T oart I [0 ()2

r=1 (= |og(th)||¢(1)|| dg(r)|? o )
LoIcﬁ”’(r)Iz*'/’\sﬁ(rt)|2|<p(rt)|2dt'fgglso(t) e(1)]

= Op(n—lh—(ZV—l)Bl_Bz_l) (A.26)

2

‘A3n‘ =

dl'8u§|$2(1) — ¢x(1)]?

’IT}"Z

uniformly in w € (0,1). Now the proof of part (a) is complete because Az, /0,(x) =
O(n=/2p=B1=B2705) = o0p(1).
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Finally, part (b) follows by dominated convergence theorem using the continuity and
boundedness of the kth derivative of fx(-) (see Assumption A(v)). |

Proof of Lemma 2. It suffices to establish

L3 @z Bo (.27
i;l 2y~ 2,) 25 0; (A.28)

jn:E]z,% T (A.29)
iél Z,;—EZ, 0. (A.30)

First, consider (A.28). We have

E(an n]

= sup |ZA'1.fizn.i|

1 J * @(1/h) B o(t/h)

T 2arh Jo | [s(t/m]I [t/ [ (t/)] ™V [@(e/h)] Y

1 |6G/m)|
= Cl h J_Oo [(ﬁ)*?(l/h)](2r71)/r[§0*(l/h)]l/r

dt-sggld%?(t) — ¢x(1)]

| (e B G/m)] o
* Gy, J (627 [ o 4 Supl @) = e o)

= 0,(n" V2R~ VEE) £ 0 (nm*2hP2) 5 0, (A31)

where the third inequality follows from a one-term Taylor expansion and the last in-
equality holds using arguments analogous to (A.26). Expression (A.27) can be similarly
verified:

= 0,(n~ V2~ GrBi=B2) 4 O (n= /2~ DEI—B 1) Ly )

‘ Z(Z

(A.32)
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Next, (A.29) holds by the weak law of large numbers because

£72 E[Z;(|Z,,> = enEZ},)]
nl

E|Zn1|2(1+3) B O(h—2(1+5)[(r—1)51+1]+l)
~(en)’[EZ; 1M (en)’[h 207 VA T g (x)(1+ o ()]0

=0((nh)°)—>0 (A.33)

for each € > 0 and 8 > 0 using the fact that nh — co. Finally, (A.30) holds because

1

—var(Z,) = O(n th 207 VA1) 50 (A.34)
n

using Chebyshev’s inequality. Now the proof of Lemma 2 is complete. n

Proof of Theorem 4. By a two-term Taylor expansion and rearranging terms, we
have

8x(x) — gx(x)

1 -
= W fffy exp(—i(sy + tx)) by, x (s, 1) [ Px (sh, th) — 1] dsdtdy

Jﬂy exp(—i(sy + tx)) by, x, (5, 1) i (sh, th)[§(s,1) — (s, 1)] dsdtdy

Py (sh, th) g (s, 1)
fﬂyeXp(—l(syﬂ N [y, x5 0]

T ey

e )2

by x(s,1) oy x(s,1)
x { o(rs,rt) a o(rs,rt) }dsdtdy

ffff (1= w)yexp(—i(sy + ) dx (sh, th)@(s, 1)

+ (2,77-)2’,-2 [(ﬁw(s, t)]Z—l/r
brx(s,t)  byx(s,0))?
x { o(rs,rt) o(rs,rt) } dwdsdidy
= Bln + Blvn + B2n + B3m say, (A-35)
where
- Py x(st) (Qg x(s,1) ¢?,;?(S,l)>
¢"(s,1) = o(rs,rt) w (rs, rt) o(rs,rt) )’ (A.36)
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By a straightforward argument, we have

By, = fffy[fy,x(y — hu, x — hv) = fy (3, X)]K (u) K (v) dudvdy

= [ Lgx (x = hu) fic (x — hu) = gx (x) fx (X)]K () du

=R}, (A37)
where R}, is as defined in (34).
Subsequently we establish the following results:
nh2=Deitips Ly (A.38)
VDo g,
) = N(0,1), (A.39)
and
k2ot Py, (A.40)
Then, part (a) of Theorem 4 follows by noting
i (x) —m(x) = R,(x)
= fx {8 (x) = g (0] = [ () = fe(0)Im(x) = [R;, = R3]
= fx "{[8(x) — g(0) = Ry 1= [fx(0) — /7 (0)]lm(x)}
= fx 'OALBT, + By, + By, ] = [As, + Ay, Jm()}
= (fx "(x) + 0, (DB}, + By, + B3, ] + 0,(n~/2h= (DA 1/2)} (A41)

and hence

N nh20= Dot (5 (x) — m(x) — R, (x)) = Nnh?0~ Dt £-1 (B, + 0,(1), (A.42)

where A,, and A, are as defined in (A.2) and the last equality in (A.41) follows by the
proof of Theorem 1.
First, we verify (A.38). We first write

l o0
B, = —— P, (x,y)dy, A43
"= o) Lwy (X, y)dy (A.43)
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where

v (x,y) = fjo Jjo exp(—i(sy + tx))H,(s,1)Q, (s, t)dsdt,

H,,(S, t) = ¢YQ,XO(S7 t)¢K(Sh)¢K(th)a and
Qn(sv l) = ga(sf t) - 90(51 t)-

By integration by parts, we have

® [ 9
(iy)‘l’n(x,y)=£ I CXP(—i(Sy+tx)){g[Hn(s,t)Qn(s,t)]}dsdt,

o o a3
(iy)* ¥, (x,y) = J: J: exp(—i(sy + tx)) { 8? [H,(s,1)0,(s, t)]} dsdt.

By Assumption E2, we have

9/
sup |55 0.(s,1)

(s,1)ER?

= 0,,(n7"/2).

Therefore, we have

9
as‘ Qll(s7 [)

‘ylpn(xuy)'gf |Hn(s7[)|det' sup

(s,ER?
*ff %Hﬁs,n
= h‘z[ f Z |Bi(1)] dz]z.op(n—a/z)
" [’1”!{[1 ¢K<z)|d1}2
o UZ |¢K(t)|d’}{fo; | pk(0)] dzH.Op(na/z)

= OP(n_"‘/zh_z).

dsdt- sup |Q,(s,1)]
( 2

s, 1)ER

Similarly, we can also show that
[y, (x, y)| = 0,(n™*2h2).

Now (A.50) and (A.51) imply

1 foe]
Bl = oz | Il dy= 0,00 ),

(A.44)

(A.45)
(A.46)

(A.47)

(A.48)

(A.49)

(A.50)

(A.51)

(A.52)

Thus, because \nh?U~" VP *1 By = 0,(n'~*/2p(r=Dm=3/2) = ¢ (1), the desired result

(A.38) follows.
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We next verify (A.39). Rewrite
__ . by (sh,th) (s, 1)
B = oy fﬂ yexp(iey+ i) p T (s, )

X { ¢y 5(s,1) — by (s, 1)}dsdrdy

1 X b (sh, th)
- 2m)2r fffyexp(—l(sy + ) [by, x, (5,1 o (rs, rt)

XA (rs, rt) = @(rs, r)Hey x(s,1) = by 5 (s, 1)}dsdrdy

1 . &K(s}hth)(i?,)?(syt)é(syt)
a 2m)2r fffyexp(—l(sy + ) [ by, x, (5, )] @ (rs, rt) @(rs, rt)

X A{@(rs, rt) — @(rs, rt)}dsdtdy
= B3, + B3, — B3,", say.

Observe that

1
B = ——
n 2m)%r

. Feoh, th) p(s,1)
JIf sesotcites s [y (5,01 (rsy70)

X {}% 2 (exp(i(sfj + t)?j)) - Eexp(i(s?l- + t)?j)))}dsdtdy

1 n
= ; 12211 (Zn] - Ean)5
where Z,; is as defined in (37). Using arguments similar to (A.52), we have
|Bx| = Op(n—1/2n—a/2h7(r71>prpr2),

B3] = 0, h ),

457

(A.53)

so that \nh2U~ Vel (Bs* 4+ Bre*) = o (1) . Therefore, to establish (A.39), it suffices

to verify

ﬂnhZ(r—l)pﬁ-lB;n

) = N(0,1).

For (A.54), we verify the Lyapunov condition (A.13). We have

EZ, = %'[O;y[ﬁffffexp(—is(y—y*) —ir(x —x%))

&K(Shr th)(p(sa t)
[d)YO,XO(s’ l)] ril@(rsv rt)

= r—lfo;y[fffy’x(y—hu,x—hv)l?(u,v)dudv]dy

=r! Jm K(u) gy (x — hu)fy(x — hu)du — r~'m(x),

f?,x(in*)dsdtdy*dx*] dy

(A.54)

(A.55)
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where the last convergence holds by Lemma 13. We also have

S | x— X, x—X,\1?
Ean =E Yl _Knl +K;12
h h h

=i [ R0 e e

[ e~

+ 2] K1 (W) K, p (w)mz(x — hu) fz(x — hu)du
=C,,+GC,, +C5,, say. (A.56)

Subsequently we show that Cy, is the dominating term. Using the arguments similar to
those to establish (A.20) and (A.22), we have

|h<"7')”1y-fG,,(y, x)| = Cj and (A.57)
|0y (. 0)] = Dy (A.58)

for some constant C; (j = 0,1,2,3) and D; (I = 0,2). Note that, similarly to (A.19), we
have

pa—1 e e
RO=VPIG (y,x) = m LwﬁweXp(*i(Sy + 1)) i (5) i (1) (5, )|~ V71 dsdr
= G*(y,x). (A.59)

Therefore, (A.57) (with j = 0 and 2) together with (A.59) implies
h=OPK (x) = f G*(y, x)dy (A.60)

by the dominated convergence theorem. Note also that (A.57) (with j = 0) together with
(A.58) (with [ = 0 and 2) implies

Cy
1+ x|

[ DPK, (x)] = (A.61)

Therefore,
e f (R VPR, (u)]Pvg (x — hu) fx (x — hu)du

o 2
%Ux(x)fx(x)'[ [J G*(y, x)dy] dx = 03(x) (A.62)
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by Lemma 13. Similarly, we have

R2DeitiC, = hf [R= V2K, ()] fx (x — hu)du

- h(.&(x) I Um yG*(y,x)dy} dx + o(l)>

=o(1). (A.63)

By Cauchy-Schwarz inequality, (A.62) and (A.63) imply that 220~ VPi*1C, s also
o(1). Therefore, this establishes that Cy, in (A.56) is the dominating term. Because
EZ,, = O(1), we now have

20 Deitlyar(Z, ) = h20 Dt E(Z2)) + 0(1)

— 0 (x). (A.64)
We also have
E|Zn1|2+5 — O(h—(2+5)[(r—l)pl+l]+l)' (A.65)

Therefore, the Lyapunov condition holds because nh — oo as is required.
Next, we verify (A.40). It can be verified using an argument similar to that of (A.38)
after we rewrite

1—r U (1 = w)yexp(—i(sy + tx)) ¢ (sh, th) § (s, 1)
2m)3r? ,Ufo [¥(s,0)]> /"

% {&Y,X(&I) _ (b?,)?(s’t)
o(rs,rt) o(rs,rt)

2
} dwdsdtdy

1 — o 1
By, = m [ ) fo (1 = w)yW, (w, x, y)dwdy, (A.66)
where
U (w,x,y) = f‘” fw exp(—i(sy + @) H,(w,s, )0, (s, t)dsdt, (A.67)
by (sh, th) ¢ (s, t
[ brx(s D) drxls0) }2
QOuls 1) = { o(rs,rt) o(rs,rt) |- (A.69)

Some tedious calculation yields
|y, (w, 5, y)| < O, (n~ A== Demem2)
and

[y, (w,x, )| = O, (n™'h=Cr=Drimm=2)
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uniformly in w € (0,1). Therefore, we have
o) 1

nhCroDetet2| gy [ < th(z'*””'”ﬁzj J [y, (w, x,y)[ dy = 0,(1).
—oo Y0

Thus, because nh??1"2,2"3 5 oo, the desired result (A.40) follows.
Finally, part (b) of Theorem 4 follows by the dominated convergence theorem using
the continuity and boundedness of the kth derivative of fx(-) and gx(-). |

Proof of Lemma 5. This is similar to the proof of Lemma 2. n
The proof of Theorem 7 uses the following lemmas. (The proofs of Lemma 14 and

15 are similar to [but simpler than] those of Lemmas 16 and 17 given subsequently and
hence are omitted.)

LEMMA 14. Under Assumptions C(i)—(iv),

(a) we have as h — 0

sup |G, ()| = 0<h6<1+1)+<’*1>ﬁo <ln %)I exp[{ao(i’ =1 +a,(rf - 1)}<g>ﬁ]>
xER

and
(b) if moreover Assumptions C(v) and (vi) hold, then we have

(G, (x)| = BS H(x) #0080 exp[{aou— D +a,(rf - 1)}(5)6]

for some Bs uniformly in x on a bounded interval, where

 [leos(dx)], i T(1) = o(R(1)
Hx) = {|sin(dx)|, it R(1) = o(I(1)).

LEMMA 15. Under Assumption C, we have for large n

(a)

21
var(Z,,) = Béh2[ﬁ(l+l)+(r*1)ﬁo*1] (ln l)
" h

d\B
X exp[Z{aO(r— ) +a,(rf - 1)}<;l> ]

and

(b)

d\B
var(Z,;) = B; h2AUFD+=DEI"1 expy [2{a0(r -1 +a(rf - 1)}(;) ] .
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Proof of Theorem 7. Consider the Taylor expansion (A.2). To prove Theorem 7, it
suffices to verify the conditions (A.5)—(A.7) with o,;(x) replaced by 7,3(x).
We first verify (A.5). Using arguments similar to the proof of Lemma 14, we can

show
* t 1\ d\B
f, [ (1)] (bxn(Z) dt = 0<h/3““>*f*°*l <ln Z) exp[*a()(Z) D (A.70)

Therefore, we have

sk
Aln

1 1 ) ;
= e ) eoon)

1YV d\B
= 0p<n”2n’“/2h*f50*1/2 (lnz) exP[—{aor+ a(rf — l)}<z> ])

— Op(nl/ana/2n7{aor+a,(rB - 1)}7) L> 0, (A1)

dt-sup| (1) — ()]
0'"3()5) tER

where the last equality holds because & = d(y Inn)~ "2,
Next, we consider (A.6). By Lemma 14, we have

< l)
E Gn
]’l

1
5 sup G, ()72
XER

2+68

1

h2+8

E|Z

|2+5

I\

nl

IA

1\@+8)1
= €, WA D+ DB 112+8) <1n _>
h

x exp[{aov D4 ay(rf -} + ) (g)ﬂ] A72)

Note that EZ,; is O(1) by (A.15). Thus the Lyapunov condition holds because

( 1>(Z+8)I
In —
E|Zn1 B E‘an|2+5 h

<

n’s/z[var(Z”l)]H‘s/z - 2 nd/2p1+8/2

(A.73)

by (A.72) and Lemma 14(b) and the right-hand side of (A.73) tends to zero with h =
d(yInn)~"E and § > 0. This establishes

®
2n

7,3 (%)

= N(0,1). (A.74)
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On the other hand, by arguments similar to the proof of Lemma 16, we have

z;kl n*(l+a)/2
Un3(x) Un3(x)
1Y AV
-0, [ RPUFDF DAt lnﬁ exp| {ao(r—1)+a,rP} Y
1\ d\B

= 01)<n7°‘/2h317'/2 <ln Z) exp[a1 (l_1> ])

=0,(n"7"*?) 50 (A.75)
and
Az

n=e/? " 1Y d\P
= a_ns(x)-Op hBUFD=Bo 1nz exp[{—ao-i-al(rﬁ -1} Z) ]
1YV d\P
=0 (n1/2;1"‘/2h”307(”')B“/2 (ln—) exp[—a0r<—> })
L h h

_ Op(nl/zn—a/znﬂzorv) 250. (A.76)

On3 (X)

Now (A.6) follows from (A.74)—(A.76).
Finally, we verify (A.7). Consider the expression (A.26). We have

o [ leemlIg()] b — eo(n)]?
‘ASn‘ - CI'I_OO |(£W(Z)|271/r‘§0(rl)|2 dt?gg‘d)X(t) d)X(t)‘

=y (th)]16(1)|| bx(1))? )
C, — — di- B 5
" Lolwmlz Ul e O SURIE () — (0]

1V d\B
=0, <n7'h5(1+')+50(2’71)71 <ln Z> exp[{a0(2r— 1) +a(rf - 1)}(;) ])
1Y d\P
+ 01,(nf"‘hﬁ(’“)ﬂg‘fﬂ"*l <ln Z) exp[{*ao +a,2rf — 1)}<Z> ]) (A.77)

Therefore, this implies

A | 0,(n®~V2) + 0 (plarr? —aorly —a+1/2y Py (A.78)
0',,3()6) r v
Now the proof of Theorem 7 is complete. u

Proof of Lemma 8. The proof of Lemma 8 is similar to that of Lemma 5 except that
we now have for each § > 0

1\2(1+8)!
1 -
E|an|2(1+§) <nh>

— s =0\ ———F——/ =0, A9
(Sn)S[EZn21]1+8 n8h1+8 ( )
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where the equality follows from Lemmas 14 and 15 and the convergence to zero holds
by using the fact that 1 = d(y Inn)~'/# for some y > 0. u

The proof of Theorem 10 uses the following lemmas.

LEMMA 16. Under Assumptions D(i)—(iv),

1\" d\r
ool ol (4]
h h
1\~ d\r
= 0<hp(m+1)+(r71)po <1nz> eXP[“(Z) ]>,
and

(c) if moreover Assumptions D(v) and (vi) hold, then we have

(a) we have as h — 0

sup f G,(x,y)dy
y

xER

(b)

sup J ¥G,(x,y)dy
Y

xER

= Ds H(x)h?mtD+0=Dro exp [b* (g)p]

L G,(x,y)dy

for some Ds uniformly in x on a bounded interval, where

f cos(d(x +y))dy|, ifI*(s,t)=0(R*(s,t))
Hx=1{ "
‘f sin(d(x + y))dy|, ifR*(s,t)=o0(I"(s,1)).
y
LEMMA 17. Under Assumption D, we have for large n
(a)
1\2m d\r
Val'(an) = D6h2[p(m+l)+(rfl)pofl] (ln Z exp |:2b* Z) :|
and
(b)

var(Z,,) = Dy h2letmt D= Dpol =1 exp [Zb* (6—i>p]
n h

for some positive constants Dg and D;.

Proof of Lemma 16. We prove Lemma 16 by adapting the proof of Lemma 3.1 of
Fan and Masry (1992). Let

1
7 = Ah” In Z’ (A.80)
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where A is a positive constant. Let
S(a,b) ={(s,1) ER*:a = |(s,1)| = b}

denote an index set for some a = 0 and b = 0.
We first establish part (a). We have

L G,(x,y)dy

N

~ t

7t _7_

| ij joo (s )@(h h

= dsdtdy
@m)rJy)—ct o s 1 rs rt

[‘f’%’%(z’z)ré"(}ﬁ

hh

¢7,<(s,t)90<£ 1)
B (2;)2rjy <st<0,dr>+st<dr,d>> s\ (s ot
nnGi)]el57)

1
= m (I, +1,).

First, consider /,. Let M be a large constant. We have
Frls1) (s ’)
b [ _7 -
k\S, 1) W h
11:f ff +JI dsdt ¢ dy
v S(0, Mh) S(Mh, d—7) st r—1 rs 1t
¢Y0,X0 W @ nh

h2
= Cl 4 r—1 H r—1
min |y, x (s,0)]""" min [@(s,1)]
S(0,M) S(0,rM)
st —po(r—1) st P
+ szf -, = exp|b*||| -, = dsdt
snd—n|| \h h hh

< conme [ s e explbtho s, 1 dsas
S(Mh,d—T)

d\r 7\P
oo (4 -51]
h d
. . d\r
— 0<hp0(r*l)+b*p)\d” exp[b*<_> :|)’
h

dsdt ¢ dy

(A.81)

(A.82)

where the first inequality holds by Assumption D(i); the second inequality holds by
Assumption D(ii) and the second equality follows because the integrand in the right-
hand side of the second inequality is an increasing function of |(s, )| and is bounded
by its value at the point d — 7; and the last equality follows by a Taylor expansion of

(1 = 7/d)? around 1. Next, we consider I,. We have
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Il Gl ™ oG]
L=C d— (s, ™|l =, - b+~ dsdt
2 1 S(d—r,d)( 1Cs, I o exXp W h §
s t\|”
< CyrmpmD I, 0l exp| 0% ( 2,5 )| | dsar
S(d—7,d) h h
— 0<hp0(r*l)+p(m+1) <lIl l)m exp |:b~k <6_1>/):|>,
h h

465

(A.83)

where the first inequality holds by Assumptions D(i) and (iv) and the second inequality
holds because (d — |(s,£)[)” = 7 and ||(s, 1)[| 77U ~D=(»=2) < C; for (s,1) € S(d —
7,d). By choosing a large value of the constant A, the upper bound of I, dominates ;.

Thus part (a) of Lemma 16 is established. The proof of part (b) is similar.
We next establish part (c). We first write

f G, (y,x)dy
Y

B (2;)2r L(f—L(o,d—7>+ffsu-7,m>

- st
o (s, t)<P<Z, Z)
X exp(i(sy + 1x)) dsdt ¢ dy

s t> r-1 <rs rt)
d’y(,,x‘, W ¢ nh

=J, +J.

By (A.82), we have

== 0<h“ exp [b* (9])

By symmetry of ¢ (s, 1) (Assumption D(vi)), we have

e L)

X G(s,1) | cos(sy + tx)

(i3)
P\ h

2(r—1)

(A.84)

(A.85)
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Without loss of generality, we consider only the case I*(s/h,t/h) = o(|R*(s/h,t/h)|).
In this case, we have

1 -~
. (ZW_)ZrL —U;‘m—r,d) (s, r)cos(sy + 1x)

b
)|\

X
(S t) 2(r=1) (rs rt)
¢V0,X0 W [ nh

N #L (ffsm—f.dfh”) +ff5("”’p’d)>

dsdt ¢ dy(1+o(1))
2

2

R*<s t> <s t)
B wa) P\
X | ¢y (s, 1)cos(sy + 1x) dsdt ¢ dy
(s t> 201 (rs rt) 2
¢y0,xo o ¢ W h

=J¢+Jb. (A.87)

Note that R*(s/h, t/h) cannot change its sign for |(s,7)| € S(d — 7,d). (Other-
wise, R*(s/h,t/h) would have a root, say, (s*/h,t*/h), which implies that
[by,. x,(s5 0 o(rs™ rt*)/o(s%t*) = R*(s*/h,t*/h) + i I"*(s*/h,t*/h) = 0 and
contradicts Assumption D(ii).) Also, by Assumption D(v), ¢x(s, 1) > 0 for |(s,7)| €
(d — 8,d). Note also that cos(sy + #x) cannot change its sign on S(d — 7,d), because
cos(sy + 1x) = cos(d(y + x))(1 + o(1)) uniformly in y and x on S(d — 7,d). These
imply that J§ and J? have the same signs, say, positive. Therefore, |J,| = |J%|. By
Assumptions D(i) and (v), we have

L[ = C,

f cos(d(y + x))dy(1 + 0(1))‘
Y

s 1 st
X fj;(dhﬂ,d){(d_K&l)D (%Z)’ <Z’Z)
foar o[ 52) ol (2]
yCOS( (y X)) y n exp Y

<[ w1 olrasa
S(d—h",d)

4\* he \P
pote Db exp be () (1= = ) | (A88)

—po(r—1)

oo

exp [b*

=C,

=G,

J cos(d(y + x))dy
y
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where the second inequality follows from the fact that the function f(z) =
7z P~ Dexp(b*h~Pz”) is increasing in z when z € (d — h*,d). Using the fact that

(1 —z)?» =1 — pz/2 for small z, we have

5L, =C,

d\r
f cos(d(y + x))dy ‘ SpPolr=DEGEDP ey [b‘ <Z> ] (A.89)
y

This together with (A.84) and (A.85) gives the desired lower bound in part (c) by choos-
ing a large value of A so that J, dominates J;. u

Proof of Lemma 17. Consider (A.56). Part (a) holds because we have, by Lemma
16(a),

var(z,) = € supl Ky 0 [ w1
x€R

—o0

1\ d\r
= O(hZ[P("‘“)“"’”PO’”(ln—) exp[Zb*(—) D (A.90)
h h

Part (b) follows using arguments similar to those in the proof of Lemma 16(c). u

Proof of Theorem 10. To prove Theorem 10, it suffices to verify the following
conditions:

B

2 N(0,1); (A.91)
a-n4(x)

B*
—lr_ Iy, (A.92)
0',,4()6)

B

Py, (A.93)
0-n4(x)

A )
Aum_po, (A.94)
0'n4(x)

A .
B N (A.95)
0',,4()()

By Lemma 16, for n sufficiently large, we have

1
E‘|an|2+5 = Cl h2+3 Sup|I(nl(x)|2+ls (A'96)
xER

1 \@+&)m d\r
=0 (h[p(m+l)+(r—l)po—1](2+5> (ln Z) exp [b*(Z + 5) <z> ])

Because EZ,,; is O(1) by (A.55), the Lyapunov condition holds because

( 1)m(2+5)
In —
E|Zn1 - Ean |2+5 h

8/2 1+8/2 =G 8/27,1+6/2
n®?[var(Z,,)] n°?h

— 0. (A97)
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Therefore, (A.91) is established.
Now, (A.92)-(A.95) hold because some calculation yields

B, B o 1\" d\r
——|=0,(n"?n"*2h7ro=32 In — | exp| —{bor +b,(r* = D}| —
0-;14(x) h h

= Op(n1/2n7a/2n7{bor+b|(r”*1)}7) N 0, (A.98)

B 1\» d\B
< o, <n71/2h Po=3/2 (ln —) exp [b0r<—> })
0714(x) h h
1\~ d\r
+0, <n1/2’“h”1’(”2)"0’3/2 <ln Z) exp| (b, rP — bor)<z> ])

— Op(nbo”'*l/z) + Op(n(b, rpfhnr)y+1/27a) i> 0. (A.99)
Similarly,
i =0 (n(a*fb*)‘y) +0 (n(a**b*"’al)’)/*a/z)
(Tn4(x) r r
+ Op(n(a*_b*"'aar)Y‘*'(l_0‘)/2) P50 (A.100)
and
As, o _ g B_ —ay P
=0 (n(a b +agr)y 1/2) +0 (n(a b*+ayrf—agr)y+1/2 a) L5 0. (A.101)
Un4(x) r ’
Now the proof of Theorem 10 is complete. |

Proof of Lemma 11. Similar to the proof of Lemma 8. n





