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Abstract

The Bansal and Yaron (2004) model of long run risks (LLR) in aggregate
consumption and dividend growth and its extension that captures potential co-
integration of the consumption and dividend levels, are tested on a cross-section
of asset classes and rejected using annual data over the period 1930-2006 and
using both annual and quarterly data over the post-war period. The reversal
of earlier empirical conclusions is partly due to the increase in the power of the
tests resulting from two observations under the null. First, the latent state vari-
ables and, therefore, the pricing kernel are known affine functions of observables
such as the interest rate and the market-wide price-dividend ratio. Second, the
parameters of the time-series processes of consumption and dividend growth, the
LLR variable, and its conditional variance impose constraints on the parameters
of the pricing kernel. The value of the persistence parameter of the LRR variable
that best fits the data implies that its half-life is shorter than that of the business
cycle.
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1 Introduction

Whereas the neoclassical economic model parsimoniously links the returns of all assets
to per capita consumption growth through the Euler equations of consumption, per
capita consumption growth covaries too little with the returns of most classes of finan-
cial assets and this creates a host of asset pricing puzzles: the aggregate equity return
and the returns of various subclasses of financial assets are too large, too variable, and
too predictable. Several generalizations of essential features of the model have been
proposed to mitigate its poor performance.!

In particular, Bansal and Yaron (2004) introduce a “long-run risks” (LRR) state
variable that simultaneously drives aggregate consumption growth and aggregate div-
idend growth. In conjunction with Kreps and Porteus (1978) preferences, the LRR
state variable has a rich set of pricing implications and shows promise in explaining
the cross-section of expected returns of various classes of financial assets?.

The first contribution of our paper is to re-examine the empirical evidence on the
LRR model. Unlike Bansal and Yaron (2004) and Bansal, Kiku, and Yaron (2007)
who treat the LRR variable and the conditional variance of its innovation as latent
state variables, we argue that these state variables are observable because both the
aggregate price-dividend ratio and interest rate are functions only of these two state
variables under the model assumptions. In the particularly simple log-linearized version
of the model, the aggregate price-dividend ratio and interest rate are affine functions
of the two state variables, with coefficients that are known functions of the preference
parameters and of the parameters of the time-series processes. This observation allows
us to invert the affine system and express the two state variables as known affine
functions of the observable aggregate price-dividend ratio and interest rate. Therefore,
we are able to express the pricing kernel as an affine function of the aggregate price-
dividend ratio, interest rate, and their lags.

In GMM tests at the annual frequency over 1930-2006, we strongly reject the hy-
pothesis that the above pricing kernel explains the equity premium when we impose
the constraint that the estimated parameters should be consistent with the parameters
that drive the time-series processes of consumption growth, aggregate dividend growth,
the LRR variable, and the conditional variance of its innovation. We marginally reject
the hypothesis that it explains the value and size premia when we do not impose the

! This extensive literature is reviewed in a collection of essays in Mehra (2008); the textbooks by
Campbell, Lo, and MacKinlay (1997) and Cochrane (2005); and the articles by Campbell (2000, 2003),
Cochrane and Hansen (1992), Constantinides (2002), Kocherlakota (1996), and Mehra and Prescott
(2003).

2See also, Alvarez and Jerman (2005), Bansal, Dittmar, and Lundblad (2005), Bansal, Gallant,
and Tauchen (2007), Bansal, Kiku, and Yaron (2007), Bekaert, Engstrom, and Xing (2005), Hansen,
Heaton, and Li (2006), Hansen and Scheinkman (2007), Kiku (2006), Lettau and Ludvigson (2005),
and Malloy, Moskowitz, and Vissing-Jorgensen (2004).



constraint; however, we strongly reject the hypothesis that it explains the value and
size premia when we impose the constraint.

The reversal of earlier conclusions by Bansal and Yaron (2004) and Bansal, Kiku,
and Yaron (2007) is due, in part, to the increased power of the tests brought about
by the recognition that the state variables, LRR and the conditional variance of its
innovation, are not latent after all but that the pricing kernel is an affine function of
the aggregate price-dividend ratio and interest rate; and the added restriction that the
estimated parameters should be consistent with the parameters that drive the time-
series processes of consumption growth, aggregate dividend growth, the LRR variable,
and the conditional variance of its innovation.

Recent research reports evidence of structural breaks in the equity premium (Pastor
and Stambaugh (2001)) and in the mean of the log dividend-price ratio of the market
(Lettau and Van Nieuwerburgh (2007)) in the post-war period. Hence, rejection of the
LRR model may be due to failure to account for a post-war regime shift. We explore
this possibility by repeating the tests over the post-war period. We find that the model
performs considerably better. We still reject the hypothesis that the model explains
the cross-section of returns, when we choose the value of the persistence parameter of
the LRR variable to make the half-life of the LRR variable longer than that of the
business cycle. However, we only marginally reject the model when we search for the
value of the persistence parameter of the LRR variable that best fits the data. This
value is 0.5, implying that the half-life of the LRR variable is one year, much shorter
than that of the business cycle and of most state variables put forth in the asset pricing
literature. Using quarterly data over the post-war period leads to similar conclusions.
These results raise the possibility that the shift in the mean growth rate of consumption
and dividends may be of higher frequency than what has been previously emphasized
in the literature.

The second contribution of our paper is to re-examine the empirical evidence of
an extended version of the model that introduces as a third state variable the co-
integrating residual of the logarithms of consumption and aggregate dividend levels.
Such a co-integrating relationship has been introduced in the LRR model by Bansal,
Dittmar, and Kiku (2007) and Bansal, Gallant, and Tauchen (2007). A simple ex-
tension of our earlier observation is that the aggregate price-dividend ratio and the
interest rate are affine functions of the three state variables, with coefficients that are
known functions of the preference parameters and of the parameters of the time-series
processes. As before, this allows us to express the pricing kernel as an affine func-
tion of the aggregate price-dividend ratio, the interest rate, the demeaned aggregate
dividend-consumption ratio, and their lags.

In GMM tests at the annual frequency over 1930-2006, we, once again, reject the
hypothesis that the above pricing kernel explains the equity premium and the hy-
pothesis that it explains the value and size premia, when we impose the constraint
that the estimated parameters should be consistent with the parameters that drive



the time-series processes of consumption growth, aggregate dividend growth, the LRR
variable, and the conditional variance of its innovation. The performance of the model
improves in annual and quarterly data in the post-war period 1947:2-2003:3, although
the specification is still rejected.

Finally, note that the methodology of expressing latent state variables as known
functions of observables has been previously employed in testing affine models of the
term structure of interest rates (see, Dai and Singleton (2000)). In these models, bond
yields are affine functions of the latent state variables. Hence, the system may be
inverted to express the state variables as affine functions of the observable yields. To
our knowledge, our paper is the first application of this methodology in testing models
of the cross section of equity returns . The same approach may be applied to evaluate
the empirical plausibility of other asset pricing models, like the external habit model
of Menzly, Santos, and Veronesi (2004).

The paper is organized as follows. In Section 2, we describe our estimation method-
ology of the Bansal and Yaron (2004) LRR model. In Section 3, we discuss the data.
Section 4 discusses the estimation results and, hence, the empirical evidence on the
LRR model for the market portfolio and the risk free rate. Section 5 examines the
ability of the model to explain the cross section of asset returns. In Section 6, we
estimate the time-series parameters of the model and simulate the model to examine
the finite-sample performance of the GMM statistics. Section 7 discusses some addi-
tional diagnostics of the model based on the constraints imposed by the parameters,
that drive the time-series processes of consumption growth, aggregate dividend growth,
the LRR variable, and the conditional variance of its innovation, on the parameters
of the pricing kernel. In Section 8, we consider an extension of the LRR model that
introduces, as a third state variable, the co-integrating residual of the logarithms of
consumption and aggregate dividend levels and discuss the extension of the estimation
methodology proposed in Section 2 to this extended model. Section 9 presents esti-
mation results for the extended specification. In the concluding Section 10, we discuss
extensions of the model and work in progress. The appendix contains the details of
the estimation methodology for the Bansal and Yaron (2004) model and its extension
that captures potential cointegration.

2 Estimation Methodology

The Bansal and Yaron (2004) LRR model relies on the Kreps and Porteus (1978) pref-
erences that allow for separation between the intertemporal elasticity of substitution
and risk aversion. The aggregate consumption and dividend growth rates are modeled
as containing a small persistent expected growth rate component, the long run risk, x;,
and fluctuating volatility, o,, that captures time-varying economic uncertainty:



Ty = pry+Yoer

afﬂ = o’ +v (af — 02) + TwWip1
Aciyr = p+ x4+ 0y
Adpr = pg+ ¢z + Poury (1)

The shocks 1,1, €41, Wit1, w1 are assumed to be i.i.d. N(0,1) and mutually inde-
pendent.

Epstein and Zin (1989) and Weil (1989)) show that, for any asset j, the first-order
conditions of a representative agent’s utility maximization yield the following Euler
equations,

By [exp(mit1 +7jg41)] =1 (2)

0
mip1 = 910g5 — aACt_’_l + (0 — 1)T’C7t+1 (3)

where m;, is the natural logarithm of the intertemporal marginal rate of substitution,
741 is the log of the gross return on asset j, and r.;;1 is the unobservable log gross
return on an asset that delivers aggregate consumption as its dividend each period.

Relying on log-linear approximations for the continuous return on the consumption
claim, r.;+1, and that on the market portfolio (the return on the aggregate dividend
claim), 7,141, as in Campbell and Shiller (1988),

Tegr1 = Ko+ K1z — 2 + Ac (4)

Tmit+1 = Rom + RimZmt+1 — fmyt + Adm,t—i—l (5)

where z; is the log price-consumption ratio and z,,, the log price-dividend ratio, for
this model specification, Bansal and Yaron (2004) show that z; and z,, ., are affine
functions of the state variables, z; and o7,

zZt = Ao + All’t + AQU? (6)
Zmt = AU,m + Al,mxt + A2,m0'? (7)

where the coefficients Ay, A1, As, Agm, Aim,and Ay, depend on the parameters of
the utility function and those of the stochastic processes for consumption and dividend
growth rates, as given by equation (1) (see A.1.1 for expressions for Ay, Ay, As, Agm,
Ay, and Ay p,).

Also, in this model, the risk free rate from period t to ¢t + 1 may be expressed as

an affine function of the state variables (see Appendix A.1.1 for expressions for Ay s,
A17f7 and AQJ),



rre = —log Ep[exp(mii1))] (8)
= Aoy + Avjai + Ay o}

Equations (7) and (8) express the observable variables, z,,; and r,, as affine func-
tions of the latent state variables, z; and o?. These may be inverted to express the
unobservable state variables, ; and o7, in terms of the observables, z,,, and 7, (see
Appendix A.1.2 for details),

Ty = oot airy+ QoZmy (9)
‘7? = Bo+Birse + Bozmy (10)

Now, substituting the log-affine approximation for r.;;; (equation (4)), noting that
2, is given by equation (6), into the expression for the pricing kernel (equation (3)), we
have

mepr = (0logd + (0 —1) [ko + (k1 — 1) Ag]) + <—% + (0 - 1)> Acp (11)

+<8 - ].)IilAlZL‘H_l + (8 - 1)H1AQU?+1 — (6 — 1)A1.I‘t — (6 — 1)1420'?

Substituting the expressions for z; and o7 from equations (9) and (10) into the
pricing kernel, equation (11), we have

Mip1 = €1+ CQAC1 + C3Tf 141 + CaZmpt1 + CsT 1 + CoZmt
~ C]+ 02A6t+1 + c3 (Tf,t—&-l - Tf,t) + ¢4 (Zm,t+1 - Zm,t) (12)
since ¢3 = —kic5, ¢4 = —Kicg, and k1 = 1 (see Appendix A.1.3 for details). The

above expression for the pricing kernel is entirely in terms of observables. We estimate
the parameters ¢ = (cy, ¢, c3,¢4) by the GMM method of Hansen (1982), using the
moment conditions (2) for a set of logarithmic portfolio returns, {7141, ..., rmﬂ}tT:l,
and also test the over-identifying restrictions.

3 Data

We first estimate the model at the annual frequency, using annual data over the sample
period 1930 to 2006. We also repeat our analysis over the post-war period 1947-
2003, using both annual and quarterly data. The asset menu consists of the market,
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the risk free rate, and portfolios of "Value", "Growth", "Small" capitalization, and
"Large" capitalization stocks. Our market proxy is the Centre for Research in Security
Prices (CRSP) value-weighted index of all stocks on the NYSE, AMEX, and NASDAQ.
The proxy for the risk free rate is the one-month Treasury Bill rate (from Ibbotson
Associates). The construction of the size and book-to-market portfolios is as in Fama
and French (1993). In particular, for the size sort, all NYSE, AMEX, and NASDAQ
stocks are allocated across 10 portfolios according to their market capitalization at the
end of June of each year. Value-weighted returns on these portfolios are then computed
over the following twelve months. NYSE breakpoints are used in the sort. "Small"
and "Large" denote the bottom and top market capitalization deciles, respectively.
Similarly, value-weighted returns are computed for portfolios formed on the basis of
BE/ME at the end of June of each year using NYSE breakpoints. The BE used in June
of year t is the book equity for the last fiscal year end in t — 1 and ME is the price times
shares outstanding at the end of December of t — 1. "Growth" and "Value" denote
the bottom and top BE/ME deciles, respectively. Annual and quarterly returns for
the above portfolios are computed by compounding monthly returns within each year
and quarter, respectively. Also used in the empirical analysis are the price-dividend
ratio and dividend growth rates of the above mentioned portfolios. Data on these are
obtained from the CRSP files. All nominal quantities are converted to real, using the
personal consumption deflator.

Table 1 provides descriptive statistics for the continuously compounded returns, the
price-dividend ratios, and the dividend growth rates on the six assets mentioned above,
for the annual sample over the period 1930-2006. The table illustrates the well known
equity premium and the size and value premia. Over the sample period, the annual
equity premium over the 1-month Treasury bill rate has mean 6.3% and standard error
19.0%. The annual risk free rate has mean 0.7% and standard deviation 5.5%. The
annual mean premium of small over large stocks is 3% and of value over growth stocks
is 4.7%. Value stocks are much more volatile than growth stocks and small stocks are
much more volatile than large stocks.

The annual log price-dividend ratio on the market has a mean of 3.27 and standard
error of 0.39 over the sample period. The price-dividend ratios of the "Small" and
"Value" portfolios are much more volatile at 0.69 and 1.12, respectively, compared to
their counterparts, namely the "Large" and "Growth" portfolios that have volatilities
0.44 and 0.63, respectively.

The average annual log dividend growth rate on the market portfolio is 2.1% with
volatility 12.7%. The mean and volatility of the "Small" (8.4% and 34.9%) and "Value"
(8.7% and 55.2%) portfolios are much higher compared to their counterparts, namely
the "Large" (1.0% and 13.0%) and "Growth" (1.1% and 20.5%) portfolios.

Finally, for consumption, we use real per capita consumption of non-durables and
services from the National Income and Product Accounts (NIPA). We make the stan-
dard "end-of-period" timing assumption that consumption during period t takes place



at the end of the period. Growth rates are constructed by taking the first difference of
the corresponding log series. The annual log consumption growth has a mean of 1.5%
and standard deviation of 2.6% over the sample period.

4 Empirical Evidence on the Equity Premium

We estimate the Euler equations (2) on annual data when the asset menu consists
of the market portfolio and the risk free rate. The Bansal and Yaron (2004) model
was originally intended to explain the equity premium and the low risk free rate and
it seems appropriate to start the empirical analysis by examining the ability of the
model to explain the returns on these two assets. The lagged log price-dividend ratio
of the market and the lagged log risk free rate are used as instruments. In Table 2,
Panels A, and B, we present results for the identity and efficient weighting matrices,
respectively, for the sample period 1930-2006. Panel A reveals that the constant and
the coefficients on consumption growth and the first difference of the risk free rate
in the pricing kernel (equation (11)) are not statistically significantly different from
zero, whereas the coefficient on the first difference of the price-dividend ratio of the
market is significantly negative. The average pricing errors for the market and the risk
free rate are small at 0.04% and -0.24%, respectively, and insignificantly different from
zero. The asymptotic distribution of the J-stat is nonstandard for any positive definite
weighting matrix other than the efficient weighting matrix. However, the p—values of
the computed statistic can still be consistently computed to test the null hypothesis
that the stochastic discount factor is correctly specified (see Jagannathan and Wang
(1996) and Parker and Julliard (2005) for derivations of the asymptotic distribution
and computation of the p—values when the moment conditions are linear and nonlinear,
respectively, in the parameters).The critical values at the end of Table 2 reveal that
the model is not rejected even at the 10% level.

The results in Panel B are largely similar except that the coefficient on the first
difference of the risk free rate in the pricing kernel becomes significant as well. For this
choice of the weighting matrix, the J-stat has an asymptotic x? distribution with two
degrees of freedom. The computed statistic has a p—value of 71%. The non-rejection of
the pricing restrictions are confirmed using the finite-sample distribution of the J-stats
obtained through Monte-Carlo simulations (see Section 6 for details of the simulation).

The tests in Table 2 focus exclusively on the pricing restrictions imposed by the
model without imposing the constraint that the estimated parameters of the stochastic
discount factor should be consistent with the parameters that drive the time-series
processes of consumption growth, aggregate dividend growth, the LRR variable, and
the variance of its innovation. Hence, non-rejection of the model specification in Table
2 does not necessarily imply support for the risk channels highlighted in the model, the
low frequency movements and time-varying uncertainty in aggregate consumption and



dividend growth rates. The above specification of the log of the stochastic discount
factor as an affine function of the log consumption growth, the log price-dividend ratio
of the market and the log risk free rate could arise from other asset pricing models
which have two latent state variables quite unrelated to long run risks in consumption
growth and fluctuating volatility.

A full test of the LRR model should incorporate restrictions imposed by the as-
sumed preferences of the representative agent and the time-series processes (1) on the
parameters of the pricing kernel. Appendix A.1 provides expressions for the parameters
of the pricing kernel in terms of the underlying preference and time-series parameters.
Hence, calibrated values of the time-series parameters along with plausible values for
the preference parameters may be used to compute the values of the parameters of
the pricing kernel. The latter may be interpreted as the values of these parameters
predicted by the time-series specification of the LRR model.

We calibrate the model at the annual frequency, such that its growth rates of
consumption and dividends match salient features of observed annual data. The details
of the calibration are given in Section 6 and Appendix A.2. This procedure yields
values for the parameters of the pricing kernel, reported in each Panel of Table 2 as
"predicted" values. Note that the coefficient on the first difference of the log risk free
rate predicted by the model is -146.0, which is outside the 95% confidence interval
of the same parameter estimated without the imposition of the restrictions for both
choices of weighting matrices. Finally, the J-stats computed at the calibrated values
of the time-series and preference parameters, for the identity and efficient weighting
matrices, have p-values smaller than 1%, using both the asymptotic and finite-sample
distribution, the latter being obtained through simulation.

Thus, although the pricing restrictions imposed by the model are not rejected when
we do not impose time-series restrictions on the processes of consumption growth,
aggregate dividend growth, the LRR variable, and the variance of its innovation, im-
position of the latter restrictions provides strong evidence against the model. This
issue is formally addressed in Section 7.

In Table 3, we present estimation results, for the same set of assets and choice of
instruments, over the post-war period 1947-2003. The period prior to 1947 was one of
great economic uncertainty, including events like the Great Depression and World War
IT. Recent research reports evidence of structural breaks in the equity premium (Pastor
and Stambaugh (2001)) and in the mean of the log dividend-price ratio of the market
(Lettau and Van Nieuwerburgh (2007)) in the post-war period. Hence, rejection of
the LRR model may be due to its poor performance in the pre-war period. Table 3
reports results for the identity weighting matrix. Results for the efficient weighting
matrix are omitted because of its well known poor finite-sample performance for small
sample sizes. Table 3 reveals that the pricing restrictions of the LRR model are not
rejected, similar to Table 2, over the subsample. However, imposition of the time-series
restrictions, once again, leads to a strong rejection of the model with the computed



J-stat, at the calibrated time-series and preference parameter values, being 49.21 with
a p-value smaller than 1%.

In order to assess whether the rejection of the LRR model in Tables 2 and 3 is due
to the effects of the decision interval and time averaging, Table 4 reports estimation
results for the same set of assets and choice of instruments using quarterly data over
the period 1947:2-2003:3. Panel A reveals that the coefficient on the first difference
of the price-dividend ratio of the market is significant at the 10% level of significance
and the overidentifying restrictions test rejects the model at significance levels smaller
than 1%. The specification is not rejected in Panel B where the J-stat has a p-value
of 21.5%. However, imposition of the time-series restrictions on the parameters of
the pricing kernel reveals that the predicted coefficient of the first difference of the
risk free rate, -43.62, is outside the one standard error interval of the estimated value,
both in Panels A and B. Also, the predicted coefficient of the first difference of the
price-dividend ratio of the market, 1.467, is outside the 95% confidend interval of the
estimated value in Panel A. Moreover, the J-stats at the predicted values are 434.7 and
41.80, respectively, for the identity and the efficient weighting matrices, and both have
p-values smaller than 1%.

5 Empirical Evidence on the Cross-Section

We next explore the ability of the LRR model to explain the cross-section of annual
asset returns. We estimate the FEuler equations (2) when the asset menu consists of
the market portfolio, the risk free rate, and the "Small", "Large", "Growth", and
"Value" portfolios. In Table 5, Panels A, B, and C, we report results for the identity,
efficient, and Hansen-Jagannathan weighting matrices, respectively. The constant and
the coefficients on consumption growth and the first difference of the risk free rate in
the pricing kernel (equation (11)) are not statistically significantly different from zero
in all panels. The coefficient on the first difference of the price-dividend ratio of the
market is significantly negative in Panels B and C. The J-stats in Panels A and B, but
not in Panel C, along with the critical values at the end of Table 4, reveal that the
model is rejected at the 3% level.

As an additional robustness check, in Table 6, we report estimates using the same
set of assets as in Table 5 but using the difference in the log price-dividend ratios of
the "Value" and "Growth" portfolios, z,_,¢, (instead of the risk free rate), and the log
price-dividend ratio of the market, z,,, to express the unobservable state variables,
z; and o2, as affine functions of the observables, Zy—gt and z, ;. This approach is
valid under the assumption that the dividend growth processes of the "Growth" and
"Value" portfolios are similar to that for the market. Under this assumption, similar
calculations, as in Section 2, yield that the log price-dividend ratios of these portfolios
are affine functions of the state variables and, hence, so is their difference. Table 5
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reveals that the model is rejected at the 5% significance level using the identity and
the efficient weighting matrices, and at the 10% level for the Hansen-Jagannathan
weighting matrix, confirming the findings in Table 5.

Thus, the model fails to explain the cross-section of returns. As pointed out, the
above specification of the log of the stochastic discount factor as an affine function
of the log consumption growth, the log price-dividend ratio of the market and the
log risk free rate (or the difference in the log price-dividend ratios of the "Value"
and "Growth" portfolios) could arise from other asset pricing models which have two
latent state variables quite unrelated to long run risks in consumption growth and
fluctuating volatility. Hence, failure of the above specification to explain the cross-
section of returns suggests that no two-factor model, in conjunction with Kreps and
Porteus (1978) preferences, succeeds in explaining the cross-section over the period
1930-2006.

To examine whether the rejection of the model in Tables 5 and 6 is due to its poor
performance in the pre-war period, Tables 7 and 8 report estimation results for the
subsample 1947-2003. Table 7 corresponds to the specification of the pricing kernel
as in Table 5. Contrary to Table 5, the computed J-stat, using the identity weighting
matrix, has a p-value exceeding 10%. Also, the pricing errors for the assets are reduced
by a factor of about 10 compared to Table 5. Panel B reveals that the specification
is not rejected at the 10% level of significance for the Hansen-Jagannathan weighting
matrix as well.

Table 8 reports results corresponding to the specification of the pricing kernel as
in Table 6. Once again, we find that the specification is not rejected at the 10% level
of significance for the identity weighting matrix and at the 5% level for the Hasen-
Jagannathan weighting matrix, contrary to Table 6. Thus, while the model fails to
explain the cross-section of returns over the full sample period, 1930-2006, it performs
significantly better over the post-war period, 1947-2003.

As pointed out in Section 4, a full test of the LRR model should incorporate re-
strictions imposed by the assumed preferences of the representative agent and the
time-series processes (1) on the parameters of the pricing kernel. The specification of
the pricing kernel is rejected in Table 5 on the cross-section of returns over the period
1930-2006, even without the imposition of the restrictions. Not surprisingly, the rejec-
tion becomes stronger after the imposition of the restrictions. While the specification
performs considerably better over the subsample 1947-2003 in Table 7, imposition of
the restrictions leads to a strong rejection of the model. The computed J-stats at
the calibrated values of the time-series and preference parameters for the identity and
Hansen-Jagannathan weighting matrices are 17.14 and 28.97, respectively. Both have
p-values smaller than 1%.

As in Section 4, in order to assess the effects of the decision interval and time
averaging, Tables 9 and 10 report estimation results for the cross-section, corresponding
to the specification of the pricing kernel in Tables 7 and 8, respectively, using quarterly
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data over the period 1947:2-2003:3. Table 9 reveals that, without the imposition of the
time-series restrictions, the specification is rejected using the identity matrix but not
using the efficient and the Hansen-Jagannathan weighting matrices.The same results
obtain for the alternative specification of the stochastic discount factor in Table 10.
However, when the time-series restrictions are imposed on the parameters of the pricing
kernel in Table 9, we find that the predicted coefficients of the first difference of the risk
free rate and the first difference of the price-dividend ratio of the market, -43.62 and
1.467, respectively, are outside the one standard deviation intervals of the estimated
values in Panels B and C. Moreover, the J-stats at the predicted parameter values,
65.01, 38.83, and 32.25, respectively, for the identity, efficient and Hansen-Jagannathan
weighting matrices, have p-values smaller than 1%.

6 Estimation of Time-Series Parameters and Sim-
ulation Results

In order to examine the finite-sample performance of the GMM estimators and the
associated J-stats in Sections 4 and 5 and evaluate the plausibility of the LRR model,
we estimate the parameters of the time-series processes (1). We assume that the model
holds at the annual frequency and estimate the parameters such that the growth rates
of consumption and dividends match salient features of observed annual data. The
details of the estimation are given in Appendix A.2. In particular, the parameters
are estimated using the GMM approach, where the chosen moments to match include
the unconditional means, variances, and first-order autocovariances of consumption
and dividend growth rates, the covariance between consumption and dividend growth
rates, and the variances of the squared consumption and dividend growth rates. This
gives an exactly identified set of 9 moment restrictions involving 9 parameters.

Table 11 reports estimated values of the time-series parameters, along with the
standard errors in parentheses, for the full sample 1930-2006. Standard errors are
Newey-West corrected using two lags. Note that the point estimate of the persistence
parameter of the LRR variable, p, is 0.99 and is statistically significantly positive at
conventional levels of significance. However, the persistence parameter of the stochastic
volatility process, v, is quite imprecisely estimated and is not significantly different from
Zero.

Using the estimated values of the time-series parameters and setting the preference
parameters, 0, 7, and 1, to values 0.998, 10, and 1.5, respectively, as in Bansal and
Yaron (2004), Table 12 reports simulation results to examine the finite-sample per-
formance of the GMM estimators and test statistics in Table 2. The results reported
are for 225 simulations with 76 observations each, corresponding to the choice of the
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historical sample. The Mean denotes the mean across simulations. Panel A displays
results for the identity weighting matrix while Panel B reports the same for the efficient
weighting matrix. The bottom row of each panel reports the 90th, 95th, and 99th per-
centiles of the simulated distributions of the J-stats. For the identity weighting matrix,
the bottom line of Panel A reveals that the model is not rejected even at the 10% level
of significance using the percentiles of the simulated distribution - the J-stat at the
bottom line of Table 2, Panel A at 0.001 is much smaller than the 90th percentile of
the simulated distribution of the J-stat, the latter being 0.018. This inference reinforces
the corresponding asymptotic inference using the asymptotic distribution of the J-stat.
For the efficient weighting matrix, the model is rejected at the 5% level but not at the
1% level, using the percentiles of the simulated distribution of the J-stat, as revealed
by the bottom line of Table 12, Panel B. Overall, the finite-sample results in Table 12
largely conform with the asymptotic inference in Table 2.

Table 13 reports simulation results to examine the finite-sample performance of the
GMM estimators and test statistics in Table 5. Once again, the finite-sample inference
is largely consistent with the asymptotic inference. In particular, for the identity and
the Hansen-Jagannathan weighting matrices, the model is rejected at the 5% and 10%
levels, respectively, while for the efficient weighting matrix, the J-stat has a p-value
marginally higher than 10%.

Table 14 reports estimated values of the time-series parameters, along with the
standard errors in parentheses, for the post-war period 1947-2003. In this case, the
persistence parameters of both, the LRR variable and the stochastic volatility process
are statistically indistinguishable from zero. Also, the mean of the volatility process, o2,
is lower in the subsample reflecting the high economic uncertainty during the period of
the great depression and World War II. The finite-sample results, based on simulations
using these point estimates, largely conform with the asymptotic inference in Tables 3
and 7, and, hence, are omitted for brevity.

7 Empirical Evidence on the Joint Pricing and Time-
Series Implications of the LRR Model

As pointed out in Sections 4 and 5, a full test of the LRR model should incorporate
restrictions on the parameters of the pricing kernel, imposed by the assumed preferences
of the representative agent and the time-series processes. In Sections 4 and 5, we
examined the plausibility of the model by using the estimated values of the time-series
parameters and plausibly calibrated values of the preference parameters to obtain the
"predicted" values of the parameters of the pricing kernel. The time-series parameters
were estimated using the GMM approach to match a comprehensive set of moments
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of consumption and dividend growth rates. The predicted values of the parameters of
the pricing kernel were then compared to the estimated values of the same, the latter
being obtained by estimating the Euler equations for a set of assets without imposing
any restrictions on the parameters.

It should be noted that the time-series parameters are estimated with error. Table
11 reports the point estimates of the time series parameters along with the associated
standard errors. A complete assessment of the model requires taking into account
the estimation error of the time-series parameters. To this end, we perform a nine-
dimensional grid search over the nine time series parameters. For the persistence
parameters of the LRR variable, p, and the stochastic volatility process, v, the grid
covers the interval 0.1-0.9, with increments of 0.1. From Table 8, we see that this
interval is the 95% confidence interval of these parameters within their permissible
range (0, 1]. For the other seven parameters, the grid consists of five evenly spaced
points within two standard errors of the point estimates. Thus, the grid consists of
points. At each of the (92 x 57) grid points, we compute the parameters of the pricing
kernel, predicted by the assumed preferences and time-series specification of the model,
and the associated J-stat.

In the full sample, 1930-2006, the minimum J-stat for the identity weighting ma-
trix obtained over the grid is 0.218, which has a p-value smaller than 1% (see critical
values at the end of Table 2). The corresponding predicted values of the parameters
of the pricing kernel are -0.574, -10.00, -27.24, and -3.879, respectively. Note that the
predicted value of the coefficient of the first difference of the risk free rate, -27.24, is
outside the 95% confidence interval of the estimated values, -1.973 and -13.78, respec-
tively, in Panels A and B of Table 2. Thus, the model is strongly rejected even with
the extensive grid search.

In the post-war period, the results are mixed. Table 14 reports the point estimates
of the time series parameters along with the associated standard errors for the post-
war annual sample, 1947-2003. Performing a grid search over the nine time series
parameters, we find that the minimum J-stat over the grid points is 0.019 which is
not rejected at the 1% level of significance (see critical values at the end of Table 3).
The corresponding predicted values of the parameters of the pricing kernel, -0.274,
-10.00, -30.45, -2.010, respectively, are all within the one standard error intervals of the
estimated values in Table 3. However, the value of the persistence parameter of the
LRR variable, p, that best fits the data is 0.5, implying that the half-life of the LRR
variable is one year and its implied frequency is much higher than that of the business
cycle and of most state variables put forth in the asset pricing literature.

These results raise the possibility that the shift in the mean growth rate of con-
sumption and dividends may be of higher frequency than what has been emphasized
in the literature. If we force a low-frequency LLR variable in the post-war period, the
model does not fit the data. When we set p= 0.9 (or, 0.8) in the grid search, with the
implication that the half-life of the LLR variable is 6.6 (or, 3.1) years, the minimum J-
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stat is 0.067 (or, 0.121) and the model is rejected at the 1% level of significance. When
we set p= 0.979 (the calibrated value in Bansal and Yaron (2004)), the minimum J-stat
is 1.394 and again the model is rejected at the 1% level of significance.?

We check the robustness of the model when the model period is taken to be one
quarter rather than one year. Problems with temporal aggregation are likely to be
less severe at the quarterly frequency. We perform a grid search over the nine time
series parameters. Table 15 reports the point estimates of the time series parameters
along with the associated standard errors over the period 1947:2-2003:3. The minimum
J-stat is 0.346 at p= 0.8, implying that the half-life of the LLR variable is 3.1 quarters.
Although the J-stat is rejected at the 1% level of significance (see critical values at the
end of Table 4), the corresponding predicted values of the parameters of the pricing
kernel, -0.196, -10.0, -32.77, and -3.858, respectively, are all within the 95% confidence
intervals of the estimated values in Table 4. Setting p= 0.979, as in Bansal and Yaron
(2004), leads to a minimum J-stat of 23.67, considerably reinforcing the rejection of
the model. Moreover, in this case, the predicted value of the coefficient of the first
difference of the risk free rate, -144.9, is outside the 95% confidence interval of the
estimated value in Table 4.

A similar set of results obtain for the cross-section of asset returns. The specification
of the pricing kernel is rejected in Tables 5 and 6 on the cross-section of returns over the
period 1930-2006, even without imposing time-series restrictions. Not surprisingly, the
rejection becomes stronger after imposing the restrictions. The specification performs
considerably better over the post-war subsample 1947-2003 in Tables 7 and 8 and the
pricing equations are not rejected when the restrictions are not imposed. In Table 7,
the grid search over the time-series parameters gives a minimum J-stat of 0.108 for
the identity weighting matrix. Although this is marginally higher than the 1% critical
value (see critical values at the end of Table 7), the predicted values of the parameters
of the pricing kernel, -0.336, -10.00, -31.29, and -2.500, respectively, are all within one
standard error of the corresponding estimated values. The minimum J-stat is obtained
for p= 0.5, and rises to 0.372 when it is set at 0.979. Finally, the results are very
similar for quarterly data, with the minimum J-stat, 0.110, being obtained at p= 0.4.
The predicted value of the pricing kernel parameters are within one standard error of
the estimated values in Table 9. Setting p= 0.979 raises the minimum J-stat to 1.220.
In this case, the predicted values of the coefficients of the first difference of the risk
free rate and the first difference of the market price-dividend ratio, -144.9 and -5.237,
respectively, are outside one standard error of the estimated values in Table 9.

3The LRR variable is latent and very difficult to estimate (see Shephard and Harvey (1990)). By
expressing the latent state variables as an affine function of observables, our methodology provides a
data~driven way of examining the plausibility of the risk channels highlighted in the LRR literature
as well as the frequencies of the risk factors.
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8 An Extended Long Run Risks Model

We consider a variant of the Bansal, Gallant, and Tauchen (2007) model that is an
extension of Bansal and Yaron (2004). In particular, the aggregate dividend growth,

the LRR variable, and the stochastic volatility processes are as in Bansal and Yaron
(2004),

Aciyy = p+ x4+ 01zam (13)
Tit1 = Pult + P 0Zatt1
2 _ (1 o ) 2 + 2 +
Opp1 = V)0~ + V0, T OwZo,t+1

The point of departure from the Bansal and Yaron (2004) model is the imposition
of a cointegrating restriction between log aggregate stock market dividends,d}", and log
consumption, ¢,

dt — Ct = g + S (14)

where s; is an 1(0) process,

St41 = Azt + PgSt + V012 141 (15)

The shocks zgii1, Zet+1, Zott+1, Zstr1 are assumed to be i.i.d. N(0,1) and mu-
tually independent. Note that the cointegrating coefficient is set at one in equation
(14). Bansal, Gallant, and Tauchen (2005) argue that this restriction is economically
well motivated because aggregate consumption and dividends cannot permanently de-
viate from each other and financial wealth cannot permanently deviate from aggregate
wealth. They also perform a heteroskedasticity-robust augmented Dickey-Fuller test
for a unit root in d}* — ¢; and the results provide strong evidence for a cointegrating
relationship between the variables with a coefficient equal to unity. Bansal, Dittmar,
and Kiku (2007) highlight that this cointegrating relation measures long run covariance
risks in dividends and is important in understanding sources of risk and explaining the
equity risk premia across all investment horizons.*

From equation (14), we have,

Adt—f—l = Act-i-l + ASt_H (16)
= o+ (1 + Xeo)we + (ps — 1)84 + 0r2e 01 + V0125011

‘In a different context, Lettau and Ludvigson (2001) and Menzly, Santos, and Veronesi (2004)
apply the cointegrating residual between consumption, labour income, and dividends to explain the
cross-section of asset returns.
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where the second line follows from equations (13) and (15).

Thus, this extension of the LRR model involves three state variables- the LRR
variable, z;, the stochastic volatility, 02, and the cointegrating residual between log
aggregate dividends and log aggregate consumption, s;. Note that the Bansal and
Yaron (2004) model with two latent state variables obtains as a special case when
ps = 1.

The estimation methodology outlined in Section 2 can readily be adapted to the
extended version of the model. Note that two of the three state variables, namely,
the long run risk variable, x;, and the stochastic volatility, o7, are latent, while the
cointegrating residual, s;, is observable (see equation (14)). Appendix A.3 establishes
that, for this extended specification, the log price-dividend ratio of the market is an
affine function of the three state variables, z;, o2, and s;. The log risk free rate and
the log price-consumption ratio, on the other hand, are functions only of z; and o2,

Zmgt = AO,m + Amet + AQ,mU? + A3,m3t (17)
Zr = Ao + Alxt + 1420'152 (18)
Tre = Ao’f -+ Afot -+ AQ’faf (19)

Equations (17) and (19) may be inverted to express the unobservable state variables,
zy and o7, in terms of the observables, 2+, 17+, and s;, (see Appendix A.3 for details),

Ty = Qo+ il Qa2 + 38 (20)
U? = 60 + Blrf,t + 622m,t + ﬁgst (21)

Now, from equations (3), (4), and (18),

mi1 = (Ologd+ (0 —1)[ko+ (k1 — 1) Ao]) + (—% + (0 — 1)) AN

+(0 — 1>K1A1$t+1 + (‘9 — 1)%1A20§+1
—(0 — 1) Az, — (0 — 1) Ay0? (22)

Substituting the expressions for z; and o7 from equations (20) and (21) into the
pricing kernel, equation (22), we have

Mip1 = €1+ C2ACH1 + C3Zm a1 + CaTpag1 + C5Si1 + CoZmy + Cr7ps + 85y (23)

N+ AC 3 (Pri — Trt) F o (Zmpr — Zmt) + 65 (Se41 — s¢) (24)

The second line follows since ¢3 &~ —cg, ¢4 & —c7 and ¢5 &~ —cg (see Appendix A.1.3
and A.3 for details). The above expression for the pricing kernel is entirely in terms of
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observables and the parameters ¢ = (ci, ¢, c3, ¢4, ¢5) may be estimated from the Euler

. . . . T . .
equations for a set of logarithmic portfolio returns {7y ¢41, ..., "ne41} 1> as in Section
2.

9 Empirical Evidence on the Extended Model

We present the estimation and test results for the extended version of the LRR model,
outlined in the preceeding section. Table 16 reports estimation results of the Euler
equations (2), over the annual sample period 1930-2006, when the set of assets consists
of the market portfolio and the risk free rate, and the lagged log price-dividend ratio
of the market and the lagged log risk free rate are used as instruments. The observable
variables employed to express the latent state variables, the LLR and the stochastic
volatility, as affine functions of the former include the log price-dividend ratio of the
market and the log risk free rate, as detailed in Section 8. Panels A and B report
results for the identity and the efficient weighting matrices, respectively. Note that the
estimated coefficient of the first difference of the log price-dividend ratio of the market
is statistically significant in Panels A and B, while all other estimated coefficients are
not significantly different from zero in both panels. The J-stat in Panel A shows that
the model is rejected at the 5% level of significance but not at the 1% level, when
the identity weighting matrix is used. Moreover, Table 16, Panel B reveals that, using
the efficient weighting matrix, the computed J-stat has a p-value of 59% using the
asymptotic critical values.

As pointed out in Section 4, a full test of the extended LRR model should incorpo-
rate restrictions imposed by the assumed preferences of the representative agent and
the time-series processes (equations (13), (14), (15), and (16)) on the parameters of the
pricing kernel. In order to ascertain the plausibility of the risk channels in the model,
we note that the model implies that the parameters of the stochastic discount factor
are functions of the underlying time-series and preference parameters (see Appendix
A.3 for details). We estimate the time-series parameters to match a comprehensive set
of moments of consumption and dividend data (see Appendix A.4 for details regarding
the choice of moments and corresponding expressions for the chosen moments). Table
17 reports the point estimates of the time-series parameters along with the associated
standard errors. These estimated values, along with plausibly calibrated values of the
preference parameters (these are set to the values in Bansal and Yaron (2004)), are used
to compute the "predicted" values of the parameters of the pricing kernel. The latter
are then compared to the estimated values in order to examine the plausibility of the
model. Note that the coefficient on the first difference of the log risk free rate predicted
by the model is -30.48, which is outside the 95% confidence interval of the estimated
value for the identity weighting matrix (Table 16, Panel A) and beyond one standard
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error of the estimated value for the efficient weighting matrix (Table 16, Panel B). The
J-stats computed at these predicted values are 4193.8 and 10.34 for the identity and
efficient weighting matrices, respectively. Both have p-values smaller than 1%.

However, as noted in Section 7, the time-series parameters are measured with error.
Hence, we evaluate the model over a set of grid points. As in Section 7, for the
persistence parameters of the LRR variable, the stochastic volatility process, and that
of the cointegrating residual, the grid covers the interval 0.1-0.9, with increments of
0.1. For the other parameters, the grid includes five evenly spaced points that cover
a two standard errors interval around the point estimate. The minimum J-stat across
these grid points is 20.30 for the identity weighting matrix which is several orders of
magnitude bigger than the 1% critical value (see critical values at the end of Table 16).
The corresponding predicted values of the parameters of the pricing kernel are 0.138,
-10.0, -5.330, -1.983, and -1.487, respectively. Note that the predicted value of the
coefficient on the first difference of the log price-dividend ratio of the market, -1.983,
is beyond one standard error of the estimated values in Panels A and B.

Table 18 reports estimation results for the same set of assets and choice of instru-
ments over the post-war period 1947-2003. Here, we only report results for the identity
weighting matrix because of the poor finite-sample properties of efficient GMM for a
small sample size. Table 19 shows the time-series parameter estimates for this subsam-
ple. A grid search over these time-series and preference parameters gives a minimum
J-stat of 14.38. Although this has a p-value smaller than 1% (see critical values at the
end of Table 18), the predicted values of the parameters of the pricing kernel, 0.119,
-10.0, -12.30, -1.450, and -1.088, respecively, are all within one standard error of the
corresponding estimated values. This result is attained at p, = 0.1. Forcing the per-
sistence parameter of the LRR variable to have a frequency lower than the business
cycle, 0.9, raises the minimum J-stat of 523.9.

Similar results are obtained with post-war quarterly data. A grid search over the
time-series and preference parameters (Table 21 reports the estimates of the time-
series parameters and the associated standard errors for post-war quarterly data) gives
a minimum J-stat of 7.391. Although this has a p-value smaller than 1% (see critical
values at the end of Table 20), the predicted values of the parameters of the pricing
kernel, 0.035, -10.0, -17.24, -0.065, and -0.049, respecively, are all within one standard
error of the corresponding estimated values. This result is attained at p, = 0.2. Forcing
the persistence parameter to equal 0.9, raises the minimum J-stat of 2448.7. In this
case, the coefficient on the first difference of the log risk free rate predicted by the
model is -85.66, which is outside the one standard error interval of the estimated value
for either choice of the weighting matrix.

Table 22 reports estimation results for the full sample 1930-2006 when the set of
assets includes the market, the risk free rate, the "Small", "Large", "Growth", and
"Value" portfolios. Table 22, Panel A, shows that the model is rejected at the 1%
level of significance using the identity weighting matrix. However, Table 22, Panel B,
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reveals that using the efficient weighting matrix, the computed J-stat has p-value of
51%, using the asymptotic critical values. Also, Table 22, Panel C, reveals that using
the Hansen-Jagannathan weighting matrix, the computed J-stat has p-value exceeding
10%.

Overall, Table 22 reveals that the three-factor extended version of the LRR model
performs much better at explaining the cross-section of returns compared to the original
Bansal and Yaron (2004) two-factor specification (Tables 5 and 6). However, imposition
of the time-series restrictions gives a minimum J-stat of 11.46. The predicted values of
the parameters of the pricing kernel, 0.138, -10.0, -5.330, -1.983, and -1.487, respecively.
Note that the predicted coefficient of the first difference of the log dividend-consumption
ratio, -1.487, is outside the 95% confidence interval of the estimated values in Panels
A and B and outside the one standard error interval in Panel C of Table 22.

Table 23 reports results for the cross-section for the post-war annual period 1947-
2003. Imposition of the time-series restrictions gives a minimum J-stat of 5.409 and
the predicted values of the parameters of the pricing kernel are all within one standard
error intervals of the corresponding estimated values. This is obtained at p, = 0.1.
Forcing the persistence parameter to equal 0.9, raises the minimum J-stat of 104.7. In
this case, the coefficient on the first difference of the log price-dividend ratio of the
market predicted by the model is -7.407, which is outside the 95% confidence interval
of the estimated values for either choice of the weighting matrix.

Finally, Table 24 reports results for the cross-section for the post-war quarterly
sample 1947:2-2003:3. The results are largely similar to Table 23. Imposition of the
time-series restrictions gives a minimum J-stat of 1.699 and the predicted values of
the parameters of the pricing kernel are all within one standard error intervals of the
corresponding estimated values. This is obtained at p, = 0.2. Forcing the persistence
parameter to equal 0.9, raises the minimum J-stat of 328.6.

10 Conclusion

In this paper we test and reject the Bansal and Yaron (2004) model of long-run risks in
aggregate consumption and dividend growth and its extension that captures potential
cointegration of the consumption and dividend levels. The reversal of earlier empirical
conclusions is partly due to the increase in the power of the tests resulting from two
observations under the null hypothesis. First, the latent state variables, and, therefore,
the pricing kernel are known affine functions of observables such as the interest rate
and the market-wide price-dividend ratio. Second, the parameters of the time-series
processes of consumption and dividend growth, the LRR variable, and its conditional
variance impose constraints on the parameters of the pricing kernel.

This increase in power heavily relies upon taking literally the log-linearized model
under the null. It is plausible that the basic intuition of the long run risks model is valid
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yet the model is rejected for other reasons, such as misspecification of the particular
time-series processes of consumption and dividend growth, the LRR variable, and its
conditional variance. One example of generalizing the time-series processes is to allow
for a regime shift in these processes. We also demonstrate that while the two-factor
model at the annual frequency, even without imposition of the time-series restrictions,
fails to price the cross-section over the period 1930-2006, the model is not rejected over
the subperiod 1947-2003, consistent with a regime shift in the post-war period. In this
paper, we address this issue only to the extent that we present estimation results for
both, the full period, 1930-2006, and the 1947-2003 subperiod. A more detailed study
should build into the time-series processes the possibility of a regime shift. We are
currently addressing this class of issues.
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A Appendix

A.1 Details of Estimation Methodology

The model is given by the equations

Tip1 = PuT + Y0€41
2 2 2 2
O o” + v (o*t —0 ) + OwWiy1
Aciyr = p+x+ 04,

Adiyy = pg + og'we + of o

The shocks 7,1, €41, Wit1, w1 are assumed to be i.i.d.N(0,1) and mutually
independent.

A.1.1 Risk Free Rate

To derive the expression for the risk free rate, note that

0
Et [exp <(9 10g5 — @ACtJrl + (9 — 1)Tc,t+1 + Tf,t)‘| =1

Hence,

0
exp(—rs) = E [exp (9 logd — EACHI + (0 — 1)rc,t+1)]

= exp(flogd — %p@ - %xt + (0 — 1)Ko + (0 — 1)1 Ag

+(0 — Dr1Arp,xe + (0 — 1)k Ax(1 — U1)02 + (60— 1),%11421)10?
—(0 —1)Ag— (0 — DAz, — (0 — D) As0? + (0 — D+ (0 — 1)y

0 2
+0.5 (—E +6— 1) of + (0 — 1)*k1A30%07 + (0 — 1) k] A302

Therefore, the risk free rate is
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rey = —flogd — (_% +6— 1> p— (0 —1rg— (0 — 1) (k1 — 1)Ag — (6 — 1)k Ax(1 — v1)0?
—0.5(0 — 1)*k3A302 — {(—% +0—1)+ (0 —1)(k1p, — 1)A1} Ty

2
- [(9 — (ko1 = 1)A2 + 0.5 ((—% +0— 1) + (0 — 1)2H§A?s0§> o

= AO,f + Al,fxt + A27f0-t2

A.1.2 Latent state variables in terms of observable variables

The model implies
Zmgt = AO,m + Al,mxt + AQ,mo-f

rre = Aoy + Az + Aspo;

These equations may be inverted to express the state variables in terms of the
observables,

Ty = 0+ uTfi41 + Q2Zmyt

where
o _ AQ,mAO,f - AO,mA2,f
O Ay Ass— Ay Ary
_A2,m
a1 =
Al mA2,f - A2 mAl f
Qy = As
2T Ay day — AgnAry
and
Uf = Bo + Birfis1 + Bozmi
where
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ST Vo B
Al,m
B = _
Al mAQ,f AQ mAl f
—A
By = -

A.1.3 The pricing kernel in terms of observables

The pricing kernel is given by (equation (3)),

mi1 = (0logd+ (0 —1)[ko+ (k1 — 1) Ao]) + <—g + (0 — 1)> Aciiq

+<9 — 1)H1A1$t+1 + (6 — 1)/11A20?+1 — (0 — 1)1415(]75 — (0 — 1)1420'?

Substituting the expressions for z; and o2 from Section A.2 into the pricing kernel,
we have

Myt1 = €1 + C2AC 41 + CaTf 41 + CaTpy + C52m 141 + C6Zmut

where
cT = 910g5 + (9 — 1)[%0 + <l€1 — 1) (Ao + A1a0 + AQ/Bo)]
0
Cy = _E + (0 — 1)
cs = (0—1)ri[Arar + AxB]
cs = —(0—1)[Araq + A3
cs = (0—1)ri[Aras + A3,
ce = —(0—1)[Aras+ Az,
Since k1 = lj—i; ~ 0.997, we have c3 =~ —¢4 and c5 ~ —cg.

A.2 Estimation of Time-Series Parameters

The decision interval of the agent is assumed to be annual. We estimate the model at
the annual frequency, such that its annual growth rates of consumption and dividends
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match salient features of observed annual consumption and dividend data. There are

9 parameters to be calibrated - 11, i1y, &, P4y Ps Poy T2, U, O
From the specification of the consumption growth process, we have

E(Aci1) = p

We also, have

Var (Aciy1) = Var(zy)+ Var (amt+1) + 2Cov(z¢, 04Myyn)
= Var(z)+0?+0

2 2
o 9060- 2
-1y +o
and,
2,2
Cov(Acii1, Acrya) = plgpi 7

From the specification of the quarterly dividend process, we have

E (Adi) = pg

20_2
Var (Adp) = 6* 27— + 0%

1—p?
2 2
Cov(Adys1, Adpss) = 2p-L7
1—p?
Also, from the consumption and dividend growth processes,
2 2
PO
Cov(Aciyr, Adiy) = ¢1 — 2

Finally, we have

Var ((Act+1)2) =F [Vart ((ACH_l)Q” +Var [Et ((ACt+1)2):|

Now,

(Aci1)” = i + 27 + 07n7 + 20w + 22,0401 + 200474

Hence,
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Et ((ACt+1)2) = /LZ + If + O'? + 2M$t

Var [E, ((Actﬂ)z)] = Var(z?) + Var(o?) + 4p*Var(x,) + 4uCov(wy, x7)
+2Cov(x},07) + 4puCov(xy, o})

Now, Var(o?) = lii”)g, Cov(zy,02) =0, Cov(x?,0?) = %, Cov(zy, 2?) = 0,
and
3peon (1 +vp®) 1 { 4, AP0 4]
Var(z?) = + 2 -
Y= =?)(l-vp?)  1-pt (10
Substituting the above expressions into equation (), we have
3pto? (1 + vp?) 1 4p%ptot
Var [E, ((Ac)?)] = e w 954 4 2P P07
ar [E; ((Aci+1)”)] 1-pH(1 - 02)(1 ,UPQ) Tz ot T 1—p?)
2 2 2
0o 20202 v
4 2 Te e’ w 33
+1—’U2+ - p? +(1—v2)(1—v,02) (33)
Also, from equation (11),
Var, ((ACHI)?) = 20} + 4x}0; + ApPol + 8uwo;
Hence,
o2 40202 v 400
E [Var; (Ac1)?)] =2 2 e w 4 34
[Vary (Aces1)?)] 1—v2+ U+(1—U2)(1—Up2)+1—,0 + 440 (34)
Substituting equations (33) and (34) into equation (32), we have
3pto? (1 +vp?) 1 4p*ptot 302
Var (Acipr)? e w 20 35
e = AT i (T
2 2 2 2
pio b6pios v 4p%c
4 2 Te e” w 2 4
B R (e e R e 20t
Similar calculations yield,
3pto? (1 + vp?) 1 4p*ptot
%4 E Ad 2 = 4 € w 9 4 =P re”
or (B (8d))] =08 | - A=) T M=)
: 2 p20” 20205,V

Ow
+ 2(,0d+4/.L ¢ +

2 2
= =)o) 7
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2

o 4p%02% v 420"
BVar ()] = 27725 + 20" bt | gttt + 1555 | 4

1 —v? (1 =021 —wvp?) 1—p?
+papi0”
Hence, we have
3pto? (1 + vp?) 1 4p*piot 302
Var (Ady)?) = ¢ eTw 20" : 12
ar(( t+1) ) ¢ {(1—/)4)(1—1)2)(1—’0/)2)+1—p4 o+ (1—/?2) 1_U2(pd
2 2 2 2 2 4
g 2 68060-11)1) 2 2 4@60- 2 2
A2
+ X 1_p2¢ (1—U2)<1—Up2)¢ S0d+1_p2¢ Pd
+20% 05 + dpugpio” (36)

Equations (25)-(31), (35), and (36) give 9 moments restrictions in the 9 time-series
parameters.

A.3 Estimation Methodology for Extended Model

The model is given by the equations

Acipr = e+ Ty + 012e 41
Tip1 = PuT +Vp0t2e 441
Ol = Mo+ Py0; + TuZor

di — ¢y = g+ St (37)
St41 = Asalt + PySt + V0126141

Adiyr = po+ (14 Asz)xe + (ps — 1)se + 012e01 + V30125 041 (38)

Now, with Epstein and Zin (1989) preferences, for any asset j, the first-order con-
ditions of a representative agent’s utility maximization problem in an uncertain envi-
ronment yields the following asset pricing Euler condition,

Eylexp(mypr +1j41)] =1 (39)

where m;,, is the natural logarithm of the intertemporal marginal rate of substi-
tution and r;,.; is the log of the gross return on asset j. Also,

0
My = 0logd — EACtJrl + (0 = Dresn (40)
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where 7.4 is the unobservable log gross return on an asset that delivers aggregate
consumption as its dividends each period.

Using the log-affine approximation for the continuous return on the consumption
claim, r.;+1, and that on the market portfolio (the return on the aggregate dividend
claim), 7,41, as in Campbell and Shiller (1988),

Tegr1 = Ko+ Kizeg1 — 2+ Aci (41)
Tmt+1 = Kom + R1mZmt+1 — Zmt + Adt—&—l (42)
where z; and z,,, are the log price-dividend ratios of the consumption and the

dividend claims respectively, and conjecturing that these ratios are affine functions of
the state variables, x;, o2, and s;,

Zt = A() + A1$t + AQU? + A3St (43)
Zmt = AO,m + Al,mmt + A2,ma? + AS,mSt (44)

the coefficients Ao, A1, Az, As, Aom, Aim, A2m, As,, may be computed using
methods similar to those in Bansal and Yaron (2004) and Tauchen (2005).

A.3.1 The Consumption Claim

From equations () and (), for the unobservable return on the consumption claim, 7.1,
the Euler equation is,

Et {exp (9 10g5 — gACH_l + 9T07t+1):| =1 (45)

Substituting the expression for 7. ;1 from equation () into the above Euler condition
and noting that z; is given by equation (), we have

Ey[exp(flog o — %Mc - %It - %Utzc,t—i-l + Oko + 01 Ag
+0r1 A1pyry + Ok1 A1, 0125 1401 + OR1 Agpt, + 9/4;1/42,000? + 0K1A20 420 111
+0k1 Ashsuty + Ok Aspys + Ok1 As) 0425 101 — 0Ag — 0 A1z, — 0Ay0? — O Ass,
+0u, + 0z + 0012 441))
=1 (46)

Using the assumed conditional log-normality of the stochastic processes,the above
expression implies
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7
exp( flogd + <_E + 9) po + O0ro + 0 (k1 — 1) Ag + k1 Asp,

0
- {_E +0+0(k1p, — 1) AL + 9’11143%96] T

+0 (k1py — 1) Azs; + 0 (k1p, — 1) Ayo?
0 2
+O5 { (—E -+ 9) 0_? + (951A1¢w)2 0‘? + (9/4,1/420'“))2})
— 1 (47)

Since the Euler equation must hold for all values of the state variables, we have

0 (k1p, —1) A3 =0

Hence,
Ay =0 (48)
Similarly,
0
_E -+ 0 -+ 0 (/ﬁ?lpx — 1) Al + 951143)\51 =0
implying
1-1

A= — Y 49

and

2
0 (Iilpa — 1) A2 + 0.5 { (—% + 8) + (‘9/‘111411/136)2} =0

0.5 [(_g 1) (9@4%)2}

A2 = 0 (1— rip,) (50

0
glOg(s + <_E + 9) He + eli() + 0 (Hl - ].) Ag + elilAQ,UU 4+ 0.5 (QlilAgO'w)Q =0

log d + (—i + 1) . + Ko + K1 Agp, + 0.50 (/<51Agaw)2
AO = 1 — (51)
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A.3.2 The Dividend Claim

The Euler equation for the observable return on the aggregate dividend claim,r,, 111,
is,

0
Ey [GXP (9 logd — EACt+1 + (0 = D)respr + Tm,t+1>:| =1 (52)

Substituting the expression for r,, 41 from equation () into the above Euler condi-
tion and noting that z,,: is given by equation (), we have

%uc - % - %O‘tzc7t+1 + (0 — ko + (0 — 1)k1 A4
+(0 — V)r1Arp,ar + (0 — 1)1 A1), 0020 141
+(0 — V)1 Agpy, + (0 — 1)k Agp,0? + (0 — 1) k1 Ag0w 20 01
+(0 — Dr1 Ay + (0 — 1) k1 Azpyse + (0 — 1) k1 As) 0425 141
—(0 —1)Ag— (0 — V) Aymy — (0 — 1)As07 — (6 — 1) Aszs,
+(0 — D+ (0 — Dy + (0 — 1)o12c041

+ff0,m + /{l,mAO,m + ’fl,mAl,mpzxt + /{l,mAl,mwwo-th,t—i-l + ’fl,mAQ,m,ug

Eilexp(flogd —

Tt

2
+Hl,mA2,mpg0't + Hl,mAQ,mO-wza,t+1 + R1 mAS m)\sxxt + R1 mA3,mpsst
+’i1,mA3,m77Z}50-tzs,t+1 - AO,m - Al,mxt AQ mgt A3 mSt

Hie + (1 +Ap)xe + (pg — 1)8¢ + 012ca11 + V0125 141)]
= 1

Using the assumed conditional log-normality of the stochastic processes,the above
expression implies

0
exp( 0logd + (—E + 9) po+ (0 —1)ko+ (0 —1) (k1 — 1) Ag + (0 — 1)k1 Aop,
—|—I{07m + (Hl,m — 1)A07m + I{LmAlquU
6
+ K_E +6— 1> +(0—1)(k1py, — 1) A1 4+ (0 — D)r1Ashgs + (Kimpy — 1) Arm + (1 + Asp) | 2

+ [’fl,mA&m)‘sx] zy + (0 — 1) (k1ps — 1) Az + (K‘lﬂ’ﬂps —1) Az m + py — 1] s
+[(0 = 1) (k1p, — 1) As + (K1mpy — 1) Ao m] 0}

0 2
+05{ (_E + 8) O'f + [(9 - 1)1%1143 + Kl,mA&m + 1]2 wgaf

-+ [(9 — 1)/@1141 -+ Kfl,mAl,m]Q in'? + [(9 — 1)51142 + 'Lil,mAQ,m]2 0'120})
= 1 (53
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Since the Euler equation must hold for all values of the state variables, we have

[(9 - ]‘) (l{lps - 1) A3 + (I{l,mlos - 1) A37m + Ps — 1] =0

Ps — 1
P 54
> 1— Hl,mps ( )

0
<—E + 60— 1) +<0—1) (Hlp:p — ].) A1+(0—1)/€1A3)\sx+</€17mpm — 1) Al,m+ﬁl,mA37m)\sx+]-+)\sx =0

1— i + )\sx(l + "’il,mAB,m)

Aim = 55
1m 1— Hl,mpz ( )
0 2
(0 = 1) (k1py — 1) Az + (K1mpy — 1) Az + 0.5{ <_E + 9)
+ (0 = 1)k1As + KymAsm + 1202+ [(0 — 1)k Ay + KAy 92}
= 0
— ~1A

A2,m — (Q 1) (Hlpa ) 2 + C (56)

1 — limeJ
0 2
C = 0.5{ (_E + 9) + [F1mAsm + 17 02

+ [(9 — 1)51/11 + /€17mA1,m]2 wi}

0
0logd + (_E + 9) po+ (0 —1)ro+ (0 —1) (k1 — 1) Ao + (0 — 1)k1 Aopt,

+/€O,m + (ﬁl,m - 1)A07m + Kl,mA2,m,U/g + 0.5 [(9 — 1)/‘11142 + Fdl’mAgym]Q O'zu
=0

0logd+ (=2 460) .+ (0 — Do+ (0 — 1) (ky — 1) Ag
1

1-— Kl,m

+(9 — 1)/431142#0 + /€07m + /117mA27muU + 05 [(9 — 1)/61142 + /1317mA27m]2 O%U

1- K1,m
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A.3.3 The Risk Free Rate

To derive the expression for the risk free rate, note that

0
B, [exp (9 logd — @A0t+1 + (0 — Dregr + Tf,t)‘| =1

Hence,

exp(-r5s) = B exp (010g0 = A+ (0~ Dy )|

6 0

Euc - Ext

+(0 — Dro+ (0 — 1)k1Ag + (0 — V)1 Arp,xe + (0 — 1) k1 Ao p,
+(0 — 1)k Agp, 02 + (0 — 1)k1 Azhgery + (0 — 1)k1 Azp,s;
(
(

= exp(flogd —

—(0 — 1)A0 — (9 — 1)A1£L‘t — (9 — 1)1420'? — (9 — 1)A35t
(60— Dy, + (6 — D)

+0.5

2
(—9 Lo 1) 02 4 (0 — 122AR20% 4 (0 — 1224202 |)

P

Therefore, the risk free rate is

rye = —6logd — (—% +60— 1> p. — (0 — kg — (0 — 1) (k1 — 1)Ag — (0 — 1)k Aops,
—0.5(0 — 1)’k3A%02 — {(—% +60—1)+ (0 —1)(kip, — 1)A1] 7,
—[(0 = 1)(k1p, — 1) As] s¢ +
0 ? )
- [(9 — 1) (k1p, —1)As + 0.5 { <_E + 60— 1) + (0 — 1)21%14%1#1}

= Agyf + Al,fﬂft + A27f0'? (57)

2
0y

A.3.4 Latent State Variables in terms of Observable Variables

We have

Zmt = AO,m + Al,mmt + AQ,mO—? + AS,mSt
rre = Aoy + A g+ Ap gop
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The above equations may be inverted to express the unobservable state variables
Ty, af, and s; in terms of the observables z,,, 74, and s;.

Define,

We have,

Ty

Qp
03]
%)

%]

o;
Bo
e
Ba
Ba

D= Al,mAZ,f — Al,fAZm

Qo + Q1Tfs + Qo2 + Qi3S
AO,fAQ,m - AO,mA2,f

D
_A2,m
D
Ay,
D
_A3,m 2,f
D

Bo + Birs + Bozmit + Bazu—gyt
AO,mAl,f - Al,mAO,f
D

Al,m

D
— Ay

D
Al,fAB,m

D

Now, from equations (10) and (11), the pricing kernel is given by the expression

mn = (Blogd+ (0= kot (=1 A+ (=5 + (6= 1)) A

—f-(@ — 1)H1A1[Et+1 + ((9 — 1)%11420’?_,_1
—<9 — 1)141.’1315 — (9 — 1)1420'?

Substituting the expressions for z; ,0%, and s; into the pricing kernel above, we have

M1 = €1+ CAC1 + C3Tf 41 + CaZmpt1 + C5Se41 + CeTft + Cr2mt + CsSy

~ o1+ cAci + s (Trarr — i) o (Bmpt1 — Zmt) + 65 (Sie1 — St)
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where

c1 = 0Ologd+ (0 —1)[ko+ (k1 — 1) A
Cy = —g + ((9 — ].)

c3 = (0 — 1)/'11[141042 + Agﬁl]

cg = (0 —1)r1[Aray + Ax3y)

cs = (0—1)ki[Aras + Axfs)]

A.4 Estimation of Time-Series Parameters of the Extended
Model

In this specification, there are 10 parameters to be estimated - 1, fge, Pys Pey Oy U,
Ow, Aszy Pgy Vs The two parameters of the stochastic volatility process, namely, v and
0w, are quite imprecisely estimated and, hence, are set to values 0.994 and 0.23x 1075,
respectively.

The specification of the consumption growth process is the same as in Bansal and
Yaron (2004). Hence, we have

E(Ace) = p (58)
Var (Acy1) = Var(z)+ Var (amt+1) + 2Cov(zy, 041y 41) (59)
= Var(z)+o0?+0
2 2
o Speo- 2
= 1——0920 +o0
and,
2,2
Cov(Acii1, Acia) = p, Pe (60)
1—p2
020>
OOU(ACH_I, ACt+3> = pi]_i—p2 (61)

From the specification of the dividend growth process, we have
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Var (Adyyy) = (14 o) Var (z,) + (p, — 1)* Var (s;) + (62)
(1492 o® +2(1+ M) (p, — 1) Cov(zy, 5¢)

where Var (x;) = %, Cov(wy, 8¢) = ﬁ_s;—p;jVar (1), and
2
X2 Var (z,) + 202 + PsapepsVarle)
VCLT (St) = 5T s 1—p,ps

1—p3
Also,

Cov(Ady,1,Adp2) = (14 )\sx)2 Cov(zi1,2¢) + (ps — 1)2 Cov(syi1, St)
+ (14 Asz) (pg — 1) [Cov(xy41, 8¢) + Cov(my, Sp11)]
+ (ps = 1) ¥, Cov(Stt1, 0425141) (63)

where Cov(zii1,2:) = p,Var (i), Cov(sir1,st) = AseCov(xy, s¢) + pVar (sy),
Cov(xy, Se41) = Az Var (xy)+p,Cov(xy, s¢), Cov(Tisr, st) = pp,Cov(xy, st), and Cov(sir1, 0125 141) =

Vo2
Finally,
Cov(Aciy1, Adi1) = (1 + New) Var (z;) + (ps — 1) Cov(ay, 8;) + o2 (64)
and

E(dy — ¢1) = pge (65)
Equations (58)-(65) give 8 moment restrictions in the 8 parameters p, ., pyy @e,
0-7 AS:U? p57 ¢8
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Table 1: Descriptive Statistics

log(returns) log(P/D) log(Dyy1/Dy)

Mean Std.Dev. Mean  Std.Dev  Mean Std.Dev
SizePort folios
Small 0.092 0.300 4.125 0.691 0.084 0.349
Large 0.062 0.173 3.323 0.444 0.010 0.130
B/M Portfolios
Growth 0.057 0.202 3.732 0.631 0.011 0.205
Value 0.104 0.288 3.562 1.118 0.087 0.552
Market 0.070 0.190 3.270 0.386 0.021 0.126
Risk free rate 0.007 0.055

This table shows the descriptive statistics for the annual log returns, the log price-
dividend ratios, and the log dividend growth rates of the market, the risk free rate, the
"Small", "Large", "Growth", and "Value" portfolios. The sample period is 1930-2006.
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Table 2: Tests of the LRR Model on the 2-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy
Estimated —0.061 —=5.099 —-1.973 —3.524
(0.121) (7.358) (11.16) (1.391)
Predicted —-0.373 —10.00 —-146.0 —3.152
Pricing Errors Mean Std.Dev.
Market 0.0004 0.517
Risk free rate —0.0024 0.671
J — stat 0.001
(>0.10)
Panel B: optimal weighting matrix
C1 (&) C3 Cy
Estimated —0.620 14.79  —13.78 —4.554
(0.458) (13.82) (5.813) (1.465)
Predicted —-0.373 —10.00 —146.0 —3.152
Pricing Errors Mean Std.Dev.
Market 0.005 1.098
Risk free rate 0.008 1.188
J — stat 0.677
(0.713)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panel
A reports results for the identity weighting matrix while Panel B reports the same for the
efficient weighting matrix. The pricing kernel is a function of the consumption growth, the
difference in the log price-dividend ratio of the market and its lag, and the risk free rate and its
lag. The asset menu consists of the market portfolio, and the risk free rate. The lagged price-
dividend ratio of the market and the lagged risk free rate are used as instruments. The table
presents the parameter estimates along with the associated standard errors in parentheses.
Average pricing errors along with the standard deviation of the errors are presented for
each asset. The bottom line in each Panel reports the J-statistic for the overidentifying
restrictions along with the associated p-values in parentheses. The J-statistic has a non-
standard aymptotic distribution for the identity weighting matrix with 90%, 95%, and 99%
critical values given by 0.002, 0.003, and 0.004 respectively, and an asymptotic x2-distribution
with two degrees of freedom for the efficient weighting matrix. The data employed in the
estimation are annual and cover the period 1930:2006.
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Table 3: Tests of the LRR Model on the 2-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy

Estimated —0.101 —5.052 —2.130 —4.272

(0.652) (57.05) (51.88) (6.548)
Predicted —-0.988 —-10.00 —26.17 —6.438
Pricing Errors Mean Std.Dev.
Market —0.0003 0.6739
Risk free rate —0.0066 0.8394
J — stat 0.0103

(>0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panel
A reports results for the identity weighting matrix. The pricing kernel is a function of the
consumption growth, the difference in the log price-dividend ratio of the market and its lag,
and the risk free rate and its lag. The asset menu consists of the market portfolio, and the
risk free rate. The lagged price-dividend ratio of the market and the lagged risk free rate are
used as instruments. The table presents the parameter estimates along with the associated
standard errors in parentheses. Average pricing errors along with the standard deviation of
the errors are presented for each asset. The bottom line in the Panel reports the J-statistic
for the overidentifying restrictions along with the associated p-values in parentheses. The
J-statistic has a non-standard aymptotic distribution for the identity weighting matrix with
90%, 95%, and 99% critical values given by 0.0109, 0.0165, and 0.0273 respectively. The data
employed in the estimation are annual and cover the period 1947:2003.
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Table 4: Tests of the LRR Model on the 2-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy
Estimated —0.236 —5.242 —2.098 —4.071
(0.448) (64.76) (28.68) (2.482)
Predicted 0.124 —10.00 —43.62 1.467
Pricing Errors Mean Std.Dev.
Market 0.0128 1.090
Risk free rate 0.0008 1.071
J — stat 0.378
(<0.01)
Panel B: optimal weighting matrix
C1 Co C3 Cy
Estimated —0.009 —-31.09 —22.34 —2.575
(0.588) (92.01) (17.75) (7.169)
Predicted 0.124 —10.00 —43.62 1.467
Pricing Errors Mean Std.Dev.
Market 0.0202 0.6596
Risk free rate 0.0095 0.6539
J — stat 3.078
(0.215)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panel
A reports results for the identity weighting matrix while Panel B reports the same for the
efficient weighting matrix. The pricing kernel is a function of the consumption growth,
the difference in the log price-dividend ratio of the market and its lag, and the risk free
rate and its lag. The asset menu consists of the market portfolio, and the risk free rate.
The lagged price-dividend ratio of the market and the lagged risk free rate are used as
instruments. The table presents the parameter estimates along with the associated standard
errors in parentheses. Average pricing errors along with the standard deviation of the errors
are presented for each asset. The bottom line in each Panel reports the J-statistic for the
overidentifying restrictions along with the associated p-values in parentheses. The J-statistic
has a non-standard aymptotic distribution for the identity weighting matrix with 90%, 95%,
and 99% critical values given by 0.0001, 0.0002, and 0.0003 respectively, and an asymptotic
x2-distribution with two degrees of freedom for the efficient weighting matrix. The data
employed in the estimation are quarterly and cover the period 1947:2:2003:3.

42



Table 5: Tests of the LRR Model on the 6-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy

Estimated —0474 7.712  —2.484 —6.705

(1.346) (42.80) (40.81) (9.523)
Predicted —-0.373 —10.00 —146.0 —3.152
Pricing Errors Mean Std.Dev.
Small 0.031 0.911
Large —0.015 0.886
Grow th —0.034 0.846
Value 0.014 0.910
Market —0.011 0.883
Risk free rate 0.012 1.078
J — stat 0.211

(<0.01)

Panel B: optimal weighting matrix
C1 Co C3 Cy

Estimated —0.498 11.51 —13.68 —3.304

(0.434) (18.99) (9.943) (1.350)
Predicted —-0.373 —10.00 —146.0 —3.152
Pricing Errors Mean Std.Dev.
Small 0.056 0.988
Large —0.020 0.854
Grow th —0.022 0.907
Value 0.015 0.847
Market —0.014 0.862
Risk free rate —0.034 0.923
J — stat 7.11

(0.029)

Panel C: Hansen-Jagannathan matrix

1 Co C3 Cq

Estimates —0.542 11.23 —14.28 —4.185

(0.511) (22.76) (11.64) (1.827)
Predicted —-0.373 —10.00 —146.0 —3.152
Pricing Errors Mean Std.Dev.
Small 0.048 1.052
Large —0.018 0.948
Grow th —0.023 0.988
Value 0.010 0.944
Market —0.013 0.955
Risk free rate —0.016 1.055
J — stat 5.191

(>0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels A,
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B, and C report results for the identity, efficient, and Hansen-Jagannathan weighting matrices,
respectively. The pricing kernel is a function of the consumption growth, the difference in the
log price-dividend ratio of the market and its lag, and the risk free rate and its lag. The asset
menu consists of the market portfolio, the risk free rate, the "Small", "Large", "Growth",
and "Value" portfolios. The table presents the parameter estimates along with the associated
standard errors in parentheses. Average pricing errors along with the standard deviation of
the errors are presented for each asset. The bottom line in each Panel reports the J-statistic
for the overidentifying restrictions along with the associated p-values in parentheses. The J-
statistic has a non-standard aymptotic distribution for the identity and Hansen-Jagannathan
weighting matrices. The 90%, 95%, and 99% critical values for the former are 0.042, 0.060,
and 0.103, respectively, while those for the latter are 13.73, 18.23, and 32.99, respectively.
For the efficient weighting matrix, the J-stat has an asymptotic y?—distribution with two
degrees of freedom. The data employed in the estimation are annual and cover the period
1930:2006.
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Table 6: Tests of the LRR Model with Alternative SDF
Panel A: identity weighting matrix

C1 Co C3 Cy

Estimated —-0.310 —5.173 —1.200 —2.407

(1.728) (151.7) (3.546) (10.87)
Pricing Errors Mean Std.Dev.
Small 0.016 0.974
Large —0.0003 1.157
Growth —0.0096 1.137
Value —0.011 0.921
Market —0.0001 1.141
Risk free rate 0.0045 1.369
J — stat 0.037

(0.01—0.05)
Panel B: optimal weighting matrix
C1 Co C3 Cy

Estimated —0.145 —8.508 —1.180 —0.639

(0.778) (84.15) (2.033) (5.189)
Pricing Errors Mean Std.Dev.
Small 0.068 0.816
Large 0.022 0.837
Growth 0.016 0.829
Value 0.038 0.745
Market 0.024 0.829
Risk free rate —0.006 0.956
J — stat 6.704

(0.035)

Panel C: Hansen-Jagannathan matrix

C1 Co C3 Cy

Estimated —0.208 —7.202 —-1.098 —2.114

(1.043) (98.98) (2.191) (6.288)
Pricing Errors Mean Std.Dev.
Small 0.030 0.829
Large 0.002 0.946
Growth —0.007 0.930
Value 0.004 0.778
Market 0.003 0.932
Risk free rate —0.005 1.114
J — stat 4.267

(0.05—0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels
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A, B, and C report results for the identity, efficient, and Hansen-Jagannathan weighting
matrices, respectively. The pricing kernel is a function of the consumption growth, the
difference in the log price-dividend ratio of the market and its lag, and the difference in the
log price-dividend ratios of the "Value" and "Growth" portfolios and its lag. The asset menu
consists of the market portfolio, the risk free rate, the "Small", "Large", "Growth", and
"Value" portfolios. The table presents the parameter estimates along with the associated
standard errors in parentheses. Average pricing errors along with the standard deviation of
the errors are presented for each asset. The bottom line in each Panel reports the J-statistic
for the overidentifying restrictions along with the associated p-values in parentheses. The J-
statistic has a non-standard aymptotic distribution for the identity and Hansen-Jagannathan
weighting matrices. The 90%, 95%, and 99% critical values for the former are 0.017, 0.028,
and 0.049, respectively, while those for the latter are 3.220, 4.466, and 7.349, respectively. For
the efficient weighting matrix, the J-stat has an asymptotic x2-distribution with two degrees
of freedom. The data employed in the estimation are annual and cover the period 1930:2006.
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Table 7: Tests of the LRR Model on the 6-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cq
Estimated —0.293 —67.36 1.141 —1.643
(0.248) (36.51) (52.02) (5.688)
Predicted —0.988 —10.00 —26.17 —6.438
Pricing Errors Mean Std.Dev.
Small —2.6 x 1073 3.181
Large 7.7 %1073 3.455
Growth ~7.3x1073 3.336
Value 4.8 x 1073 3.284
Market 6.4 x 1073 3.376
Risk free rate —2.7x 1073 3.388
J — stat 0.009
(>0.10)
Panel B: Hansen-Jagannathan matrix
C1 Co C3 Cq
Estimated —1.501 —45.78 32.67 —10.30
(1.811) (47.55) (16.53) (11.92)
Predicted —0.988 —10.00 —26.17 —6.438
Pricing Errors Mean Std.Dev.
Small 0.034 3.244
Large 0.039 3.274
Grow th 0.039 3.337
Value 0.050 3.240
Market 0.036 3.259
Risk free rate 0.028 3.097
J — stat 1.541
(>0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels
A and B report results for the identity and Hansen-Jagannathan weighting matrices, respec-
tively. The pricing kernel is a function of the consumption growth, the log price-dividend
ratio of the market and its lag, and the risk free rate and its lag. The asset menu consists
of the market portfolio, the risk free rate, the "Small", "Large", "Growth", and "Value"
portfolios. The table presents the parameter estimates along with the associated standard
errors in parentheses. Average pricing errors along with the standard deviation of the errors
are presented for each asset. The bottom line in each Panel reports the J-statistic for the
overidentifying restrictions along with the associated p-values in parentheses. The J-statistic
has a non-standard aymptotic distribution for the identity and Hansen-Jagannathan weight-
ing matrices. The 90%, 95%, and 99% critical values for the former are 0.023, 0.033, and
0.057, respectively, while those for the latter are 5.854, 7.922, and 13.40, respectively. The
data employed in the estimation are annual and cover the period 1947:2003.
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Table 8: Tests of the LRR Model with Alternative SDF
Panel A: identity weighting matrix

C1 Co C3 Cq
Estimated —0.855 —106.0 2.198 0.705
(1.004) (49.27) (2.982) (3.377)
Pricing Errors Mean Std.Dev.
Small -8.1x 10 3.560
Large 1.7 x 1073 3.799
Growth 1.2 x 1073 3.710
Value 1.7x 1073 3.642
Market -3.7x 1073 3.726
Risk free rate 2.0 x 1076 3.814
J — stat 0.0012
(>0.10)
Panel B: Hansen-Jagannathan matrix
C1 Co C3 Cq
Estimated —0.873 0.288 —5.41 —3.941
(2.531) (33.68) (9.270) (3.614)
Pricing Errors Mean Std.Dev.
Small 0.083 1.633
Large 0.064 1.608
Growth 0.046 1.551
Value 0.101 1.722
Market 0.065 1.611
Risk free rate 0.040 1.614
J — stat 6.429
(0.05—0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels
A and B report results for the identity and Hansen-Jagannathan weighting matrices, respec-
tively. The pricing kernel is a function of the consumption growth, the log price-dividend
ratio of the market and its lag, and the difference in the log price-dividend ratio of value
and growth portfolios and its lag. The asset menu consists of the market portfolio, the risk
free rate, the "Small", "Large", "Growth", and "Value" portfolios. The table presents the
parameter estimates along with the associated standard errors in parentheses. Average pric-
ing errors along with the standard deviation of the errors are presented for each asset. The
bottom line in each Panel reports the J-statistic for the overidentifying restrictions along
with the associated p-values in parentheses. The J-statistic has a non-standard aymptotic
distribution for the identity and Hansen-Jagannathan weighting matrices. The 90%, 95%,
and 99% critical values for the former are 0.0034, 0.0051, and 0.0094, respectively, while those
for the latter are 5.348, 7.197, and 11.80, respectively. The data employed in the estimation
are annual and cover the period 1947:2003.
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Table 9: Tests of the LRR Model on the 6-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy
Estimated —0.018 —3.000 —2.000 —0.998
(0.157) (42.40) (135.3) (3.692)
Predicted 0.124 —10.00 —43.62 1.467
Pricing Errors Mean Std.Dev.
Small 0.0101 0.1952
Large —0.0018 0.1604
Growth —0.0030 0.1659
Value —0.0115 0.1819
Market —0.0005 0.1634
Risk free rate —0.0168 0.1535
J — stat 0.119
(<0.01)
Panel B: optimal weighting matrix
C1 Co C3 Cy
Estimated —0.382 —126.0 45.35 —3.943
(0.594) (94.04) (45.59) (2.963)
Predicted 0.124 —10.00 —43.62 1.467
Pricing Errors Mean Std.Dev.
Small 6.6 x 1075 2.593
Large 1.6 x 1073 2.671
Growth 1.9 x 1073 2.678
Value 1.7x 1073 2.650
Market 1.3x 1073 2.659
Risk free rate ~1.4x1073 2.690
J — stat 0.572
(0.751)

Panel C: Hansen-Jagannathan matrix

1 Co C3 Cq

Estimated —-0.373 —126.0 45.35 —3.946

(0.685) (99.04) (47.58) (3.147)
Predicted 0.124 —10.00 —43.62 1.467
Pricing Errors Mean Std.Dev.
Small 0.0095 2.619
Large 0.0110 2.697
Growth 0.0113 2.705
Value 0.0111 2.677
Market 0.0107 2.686
Risk free rate 0.0080 2.717
J — stat 0.563

(>0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels
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A, B, and C report results for the identity, efficient, and Hansen-Jagannathan weighting
matrices, respectively. The pricing kernel is a function of the consumption growth, the log
price-dividend ratio of the market and its lag, and the risk free rate and its lag. The asset
menu consists of the market portfolio, the risk free rate, the "Small", "Large", "Growth",
and "Value" portfolios. The table presents the parameter estimates along with the associated
standard errors in parentheses. Average pricing errors along with the standard deviation of
the errors are presented for each asset. The bottom line in each Panel reports the J-statistic
for the overidentifying restrictions along with the associated p-values in parentheses. The J-
statistic has a non-standard aymptotic distribution for the identity and Hansen-Jagannathan
weighting matrices. The 90%, 95%, and 99% critical values for the former are 0.0026, 0.0035,
and 0.0049, respectively, while those for the latter are 4.477, 5.789, and 9.040, respectively.
For the efficient weighting matrix, the J-stat has an asymptotic y?—distribution with two
degrees of freedom. The data employed in the estimation are quarterly and cover the period
1947:2:2003:3.
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Table 10: Tests of the LRR Model with Alternative SDF
Panel A: identity weighting matrix

C1 Co C3 Cy

Estimated —0.307 —-3.027 —3.020 —0.849

(0.530) (82.10) (1.423) (2.414)
Pricing Errors Mean Std.Dev.
Small 0.0018 1.088
Large —0.0035 1.129
Growth —0.0059 1.116
Value 0.0096 1.142
Market —0.0031 1.125
Risk free rate 0.0008 1.284
J — stat 0.035

(<0.01)

Panel B: optimal weighting matrix
C1 Co C3 Cy

Estimated —-0.319 —-1335  1.129 —3.128

(2.870) (396.8) (2.132) (8.439)
Pricing Errors Mean Std.Dev.
Small —0.019 2.077
Large —0.025 2.035
Grow th —0.025 2.045
Value —0.021 2.070
Market —0.024 2.041
Risk free rate —0.036 1.957
J — stat 0.988

(0.610)

Panel C: Hansen-Jagannathan matrix

C1 Co C3 Cy

Estimated —0.452 —152.7 —-0.275  —3.823

(1.576) (181.1) (2.221) (3.528)
Pricing Errors Mean Std.Dev.
Small 0.0199 3.044
Large 0.0139 3.058
Growth 0.0123 3.059
Value 0.0220 3.113
Market 0.0150 3.054
Risk free rate 0.0121 3.077
J — stat 3.140

(>0.10)

The table reports GMM estimates of the Bansal and Yaron (2004) LRR Model. Panels
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A, B, and C report results for the identity, efficient, and Hansen-Jagannathan weighting
matrices, respectively. The pricing kernel is a function of the consumption growth, the log
price-dividend ratio of the market and its lag, and the difference in the log price-dividend ratio
of value and growth portfolios and its lag. The asset menu consists of the market portfolio,
the risk free rate, the "Small", "Large", "Growth", and "Value" portfolios. The table presents
the parameter estimates along with the associated standard errors in parentheses. Average
pricing errors along with the standard deviation of the errors are presented for each asset.
The bottom line in each Panel reports the J-statistic for the overidentifying restrictions along
with the associated p-values in parentheses. The J-statistic has a non-standard aymptotic
distribution for the identity and Hansen-Jagannathan weighting matrices. The 90%, 95%,
and 99% critical values for the former are 0.0025, 0.0034, and 0.0055, respectively, while those
for the latter are 5.943, 7.579, and 12.22, respectively. For the efficient weighting matrix, the
J-stat has an asymptotic y?—distribution with two degrees of freedom. The data employed
in the estimation are annual and cover the period 1947:2:2003:3.
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Table 11: Estimates of Time-Series Parameters

I Iy ¢ g p De o v O
0.015 0.014 2.188 5.871 0.990 0.207 0.016 0.994 3.2 x 1075
(0.003)  (0.013) (0.546) (3.031) (0.448) (4.744)  (0.007)  (3.046) (0.009)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal and Yaron (2004) LRR Model, over the
sample period 1930-2006.
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Table 12: Simulation Results for 2-Asset System
Panel A: identity weighting matrix

c1 Co C3 Cq
FEstimated —0.199 —5.063 —2.260 —&8.178
(0.391) (3.066) (0.198) (5.468)

J — stat 0.018 0.123 0.738

(0.90) (0.95) (0.99)
Panel B: optimal weighting matriz
1 C2 C3 Cq
Estimated —0.111 —-17.94 —2.292 —8.918
(0.379) (21.68) (0.235) (5.702)

J — stat (2.032 0.159 1.760

0.90) (0.95) (0.99)
The table reports simulation results of the Bansal and Yaron (2004) LRR Model. 225
Monte-Carlo simulations, each of size 76, are performed for the choice of parameters in Section
5. Panel A reports results for the identity weighting matrix while Panel B reports the same

for the efficient weighting matrix. The pricing kernel is a function of the consumption growth,
the difference in the log price-dividend ratio of the market and its lag, and the risk free rate
and its lag. The asset menu consists of the market portfolio, and the risk free rate. The lagged
price-dividend ratio of the market and the lagged risk free rate are used as instruments.
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Table 13: Simulation Results for 6-Asset System
Panel A: identity weighting matrix

c1 Co C3 Cq
Estimated —0.091 —4.604 —2.198 —6.426
(0.093) (3.165) (0.089) (2.514)

J — stat 0.183 0.210 0.285

(0.90) (0.95) (0.99)
Panel B: optimal weighting matriz
C1 Co C3 Cy
Estimated —0.281 —1.663 —2.268 —7.591
(0.572) (29.38) (0.432) (3.583)

J — stat 7.15 8.45 12.91

(0.90) (0.95) (0.99)

Panel C: Hansen-Jagannathan matrix

C1 Co C3 Cy
Estimated —0.274 —-1.026 —-2.254  —7.390
(0.541) (28.43) (0.458) (3.305)
J — stat 4.50 12.25 17.02
(0.90) (0.95) (0.99)

The table reports simulation results of the Bansal and Yaron (2004) LRR Model. 95
Monte-Carlo simulations, each of size 76, are performed for the choice of parameters in Section
5. Panels A, B, and C report results for the identity, efficient, and Hansen-Jagannathan
weighting matrices, respectively. The pricing kernel is a function of the consumption growth,
the difference in the log price-dividend ratio of the market and its lag, and the risk free rate
and its lag. The asset menu consists of the market portfolio, the risk free rate, the "Small",
"Large", "Growth", and "Value" portfolios.

%)



Table 14: Estimates of Time-Series Parameters

% g ¢ g p P o v O
0.013 0.023 1.930 6.170 0.967 0.227 0.010 0.994 3.4 x 10°©
(0.002)  (0.010) (1.856) (3.111) (1.255) (4.457) (0.005) (87.64) (0.022)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal and Yaron (2004) LRR Model, over the
sample period 1947-2003.

56



Table 15: Estimates of Time-Series Parameters

% Hg o g p e o v Ow
0.004 0.006 1.917 6.174 0.621 0.113 0.023 0.988 8.9 x 1075
(0.0006)  (0.006) (91.57) (3.888) (29.31) (6.063) (0.012)  (360.8) (1.338)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal and Yaron (2004) LRR Model, over the
sample period 1947:2-2003:3.
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Table 16: Tests of the Extended LRR Model on the 2-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cy Cs
Estimated —0.207 4941  —2.144 —3.938 —3.288
(0.415) (19.85) (14.35) (1.777) (3.800)
Predicted 0.124 —10 —30.48 —4.828 —1.035
Pricing Errors Mean Std.Dev.
Market —0.0011 0.478
Risk free rate —0.0060 0.646
J — stat 0.0031
(0.01—0.05)
Panel B: optimal weighting matrix
C1 C2 C3 Cq Cs
Estimated —0.736 13.66  —14.79 —5.439 2.143
(0.549) (15.71) (9.816) (3.049) (8.114)
Predicted 0.124 —10 —30.48 —4.828 —1.035
Pricing Errors Mean Std.Dev.
Market 0.0052 1.181
Risk free rate 0.0052 1.251
J — stat 0.290
(0.590)

The table reports GMM estimates of the Extended version of the Long Run Risk Model.
Panels A and B report results for the identity and efficient weighting matrices respectively
The pricing kernel is a function of the consumption growth, the difference in the log risk
free rate and its lag, the log price-dividend ratio of the market and its lag, the difference in
the demeaned log dividend-consumption ratio and its lag. The asset menu consists of the
market portfolio and the risk free rate. The lagged price-dividend ratio of the market and
the lagged risk free rate are used as instruments. The table presents the parameter estimates
along with the standard errors in parentheses. Average pricing errors along with the standard
deviation of the errors are presented for each asset. The bottom line in each Panel reports
the J-statistic for overidentifying restrictions along with the p-values in parentheses. The
J-statistic has a non-standard aymptotic distribution for the identity weighting matrix with
90%, 95%, and 99% critical values given by 0.0014, 0.0020, and 0.0033 respectively, and an
asymptotic y2-distribution with one degree of freedom for the efficient weighting matrix. The
data employed in the estimation are annual and cover the period 1930:2006.
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Table 17: Estimates of Time-Series Parameters

H K Pz Pe a )‘Sﬂﬂ Ps ¢s

0.015 7.700 0.926 0.212 0.023 1.442 1.051 4.043
(0.003)  (0.030) (0.741) (1.143) (0.004) (4.241) (0.572)  (1.757)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal, Gallant, and Tauchen (2007) LRR Model,
over the sample period 1930-2006.
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Table 18: Tests of the Extended LRR Model on the 2-Asset System
Panel A: identity weighting matrix

1 C2 C3 Cq Cs

Estimated —-0.234 2919 —-0.479 —5.163 0.663

(0.742) (31.40) (26.87) (4.520) (10.70)
Predicted 0.116  —10.00  3.331 —3.089 —0.662
Pricing Errors Mean Std.Dev.
Market —0.0028 0.6705
Risk free rate —0.0087 0.7921
J — stat 0.0109

(<0.01)

The table reports GMM estimates of the Extended version of the Long Run Risk Model.
Panels A reports results for the identity weighting matrix. The pricing kernel is a function of
the consumption growth, the log risk free rate and its lag, the log price-dividend ratio of the
market and its lag, and the difference in the demeaned log dividend-consumption ratio and its
lag. The asset menu consists of the market portfolio and the risk free rate. The lagged price-
dividend ratio of the market and the lagged risk free rate are used as instruments. The table
presents the parameter estimates along with the standard errors in parentheses. Average
pricing errors along with the standard deviation of the errors are presented for each asset.
The bottom line in each Panel reports the J-statistic for overidentifying restrictions along
with the p-values in parentheses. The J-statistic has a non-standard aymptotic distribution
for the identity weighting matrix with 90%, 95%, and 99% critical values given by 0.0009,
0.0013, and 0.0026 respectively. The data employed in the estimation are annual and cover
the period 1947-2003.
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Table 19: Estimates of Time-Series Parameters

H K Pz Pe a )‘Sﬂﬂ Ps ¢s

0.013 7.694 0.824 0.279 0.015 3.575 1.025 3.259
(0.002)  (0.023) (0.807) (0.753) (0.002) (16.00) (0.933)  (3.223)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal, Gallant, and Tauchen (2007) LRR Model,
over the sample period 1947-2003.
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Table 20: Tests

of the Extended LRR Model on the 2-Asset System

Panel A: identity weighting matrix

C1 Co C3 Cy Cr
Estimated —0.424 4609 —2.062 —4.485 —3.587
(0.523) (62.00) (56.38) (5.884) (4.202)
Predicted —12.46 —-10.00 —-32.49 —22.92 —22.69
Pricing Errors Mean Std.Dev.
Market 0.0121 1.107
Risk free rate 0.0035 1.087
J — stat 0.207
(<0.01)
Panel B: optimal weighting matrix
1 C2 C3 Cq Cs
Estimated —0.078 —27.08 —20.68 —1.994 —2.549
(2.213) (311.6) (42.99) (26.09) (2.598)
Predicted —12.46 —10.00 —-32.49 —22.92 —22.69
Pricing Errors Mean Std.Dev.
Market 0.0144 0.658
Risk free rate 0.0069 0.658
J — stat 1.948
(0.163)

The table reports GMM estimates of the Extended version of the Long Run Risk Model.
Panels A and B report results for the identity and efficient weighting matrices respectively
The pricing kernel is a function of the consumption growth, the log risk free rate and its lag,
the log price-dividend ratio of the market and its lag, and the difference in the demeaned
log dividend-consumption ratio and its lag. The asset menu consists of the market portfolio
and the risk free rate. The lagged price-dividend ratio of the market and the lagged risk
free rate are used as instruments. The table presents the parameter estimates along with the
standard errors in parentheses. Average pricing errors along with the standard deviation of
the errors are presented for each asset. The bottom line in each Panel reports the J-statistic
for overidentifying restrictions along with the p-values in parentheses. The J-statistic has
a non-standard aymptotic distribution for the identity weighting matrix with 90%, 95%,
and 99% critical values given by 1.4x107° 2.1x107°, and 3.7x107° respectively, and an
asymptotic y2-distribution with one degree of freedom for the efficient weighting matrix.
The data employed in the estimation are quarterly and cover the period 1947:2:2003:3.
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Table 21: Estimates of Time-Series Parameters

H K Pz Pe g )‘Sl’ Ps ws

0.004 —5.868 0.964 0.226 0.005 1.849 0.551 5.732
(0.0006)  (0.014)  (0.528) (1.810) (0.002) (82.89) (3.133)  (10.34)

The table reports GMM estimates of parameters, along with the standard errors in paren-
theses, of the time-series processes in the Bansal, Gallant, and Tauchen (2007) LRR Model,
over the sample period 1947:2-2003:3.
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Table 22: Tests of the Extended LRR Model on the 6-Asset System

Panel A: identity weighting matrix

C1 Co C3 Cq Cs
Estimated —4.440 —4.039  6.356 —21.22 15.78
(5.325) (24.72) (39.50) (22.16) (8.033)
Predicted 0.124 —10 —-30.48 —4.828 —1.035
Pricing Errors Mean Std.Dev.
Small —0.0006 5.238
Large 0.0152 5.655
Growth —0.0203 5.457
Value 0.0042 5.389
Market 0.0022 5.526
Risk free rate —0.0010 5.406
J — stat 0.050
(<0.01)
Panel B: optimal weighting matrix
C1 Co C3 Cq Cs
Estimated —8.566  77.18 118.5 —47.09 —31.34
(7.578) (63.82) (85.45) (33.44) (25.09)
Predicted 0.124 —10 —-30.48 —4.828 —1.035
Pricing Errors Mean Std.Dev.
Small 0.0398 3.663
Large 0.0130 3.358
Growth 0.0074 3.452
Value 0.0120 3.364
Market 0.0149 3.386
Risk free rate 0.0209 3.332
J — stat 0.436
(0.509)
Panel C: Hansen-Jagannathan matrix
C1 Co C3 Cy Cs
Estimated —5.994 4793 91.71 —35.37  —22.62
(5.785) (57.05) (65.66) (26.59) (19.41)
Predicted 0.124 -10 —-30.48 —4.828 —1.035
Pricing Errors Mean Std.Dev.
Small 0.0315 3.568
Large 0.0086 3.347
Growth 0.0080 3.489
Value 0.0201 3.376
Market 0.0119 3.377
Risk free rate 0.0081 3.200
J — stat 0.550
(>0.10)

The table reports GMM estimates of the Extended version of the LRR model. Panels A,
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B, and C report results for the identity, efficient, and Hansen-Jagannathan (H-J) weighting
matrices respectively. The pricing kernel is a function of the consumption growth, the log risk
free rate and its lag, the log price-dividend ratio of the market and its lag, and the difference
in the demeaned log dividend-consumption ratio and its lag. The asset menu consists of
the market portfolio, risk free rate, the "Small", "Large", "Growth", and "Value" portfolios.
The table presents the parameter estimates along with the standard errors in parentheses.
Average pricing errors along with the standard deviation of the errors are presented for each
asset. The bottom line in each panel reports the J-stat for overidentifying restrictions along
with the p-values in parentheses. The J-stat has a non-standard aymptotic distribution for
the identity and H-J weighting matrices. The 90%, 95%, and 99% critical values for the
former are 0.003, 0.004, and 0.007, respectively, while those for the latter are 2.981, 4.052,
and 7.161, respectively. For the efficient weighting matrix, the J-stat has an asymptotic y2-
distribution with one degree of freedom. The data employed are annual and cover the period
1930:2006.
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Table 23: Tests of the Extended LRR Model on the 6-Asset System
Panel A: identity weighting matrix

C1 Co C3 Cq Cs

Estimated —-0.301 —-13.64 —6.57 0.055 —17.35

(0.547) (63.13) (21.04) (3.826) (20.03)
Predicted 0.116  —10.00  3.331 —3.089 —0.662
Pricing Errors Mean Std.Dev.
Small —0.0083 1.436
Large —0.0003 1.585
Growth —0.0130 1.547
Value 0.0284 1.544
Market —0.0010 1.580
Risk free rate —0.0070 1.518
J — stat 0.062

(<0.01)

Panel B: Hansen-Jagannathan matrix
C1 Co C3 Cq Cs

Estimated —-0.174 —-67.34 —19.85 1.597 -9.019

(0.602) (46.41) (22.63) (3.521) (8.450)
Predicted 0.116  —10.00  3.331 —3.089 —0.662
Pricing Errors Mean Std.Dev.
Small —0.0004 1.986
Large —0.0014 2.073
Growth —0.0012 2.038
Value —0.0017 2.026
Market —0.0012 2.065
Risk free rate —0.0011 2.387
J — stat 0.0026

(>0.10)

The table reports GMM estimates of the Extended version of the LRR model. Panels
A and B report results for the identity and Hansen-Jagannathan (H-J) weighting matrices
respectively. The pricing kernel is a function of the consumption growth, the log risk free rate
and its lag, the log price-dividend ratio of the market and its lag, and the difference in the
demeaned log dividend-consumption ratio and its lag. The asset menu consists of the market
portfolio, risk free rate, the "Small", "Large", "Growth", and "Value" portfolios. The table
presents the parameter estimates along with the standard errors in parentheses. Average
pricing errors along with the standard deviation of the errors are presented for each asset.
The bottom line in each panel reports the J-stat for overidentifying restrictions along with
the p-values in parentheses. The J-stat has a non-standard aymptotic distribution for the
identity and H-J weighting matrices. The 90%, 95%, and 99% critical values for the former
are 0.023, 0.033, and 0.057, respectively, while those for the latter are 5.854, 7.922, and 13.40,
respectively. The data employed are annual and cover the period 1947:2003.
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Table 24: Tests of the Extended LRR Model on the 6-Asset System

Panel A: identity weighting matrix

C1 Co C3 Cq Cs
Estimated 0.004 —-10.61 —2.271 —1.229 0.442
(1.000) (41.97) (595.6) (58.69) (38.10)
Predicted —12.46 —-10.00 —3249 —22.92 —22.69
Pricing Errors Mean Std.Dev.
Small 0.0092 0.228
Large —0.0015 0.204
Growth —0.0027 0.208
Value 0.0110 0.219
Market —0.0002 0.206
Risk free rate —0.0163 0.198
J — stat 0.109
(<0.01)
Panel B: optimal weighting matrix
C1 Co C3 Cq Cs
Estimated —0.544 —148.0  49.59 —3.716 —1.900
(1.311) (131.4) (59.97) (3.035) (6.791)
Predicted —12.46 —-10.00 —3249 —22.92 —22.69
Pricing Errors Mean Std.Dev.
Small 0.0021 2.921
Large 0.0028 3.014
Growth 0.0026 3.022
Value 0.0024 2.969
Market 0.0027 3.001
Risk free rate 0.0026 3.030
J — stat 0.022
(0.881)
Panel C: Hansen-Jagannathan matrix
C1 Co C3 Cq Cx
Estimated —0.555 —148.0 49.58 —3.757  —2.000
(1.402) (135.6) (63.03) (3.080) (7.373)
Predicted —12.46 —10.00 —-32.49 —22.92 —22.69
Pricing Errors Mean Std.Dev.
Small —3.7x107° 2.932
Large 4.6 x 1074 3.024
Growth 1.8 x 107* 3.032
Value 3.4x 1074 2.983
Market 3.4 %107 3.011
Risk free rate 5.1 x 1074 3.041
J — stat 0.025
(>0.10)

The table reports GMM estimates of the Extended version of the LRR model. Panels A,
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B, and C report results for the identity, efficient, and Hansen-Jagannathan (H-J) weighting
matrices respectively. The pricing kernel is a function of the consumption growth, the log risk
free rate and its lag, the log price-dividend ratio of the market and its lag, and the difference
in the demeaned log dividend-consumption ratio and its lag. The asset menu consists of
the market portfolio, risk free rate, the "Small", "Large", "Growth", and "Value" portfolios.
The table presents the parameter estimates along with the standard errors in parentheses.
Average pricing errors along with the standard deviation of the errors are presented for each
asset. The bottom line in each panel reports the J-stat for overidentifying restrictions along
with the p-values in parentheses. The J-stat has a non-standard aymptotic distribution for
the identity and H-J weighting matrices. The 90%, 95%, and 99% critical values for the
former are 0.0015, 0.0021, and 0.0036, respectively, while those for the latter are 3.633, 5.500,
and 8.808, respectively. For the efficient weighting matrix, the J-stat has an asymptotic
Y 2-distribution with one degree of freedom. The data employed are quarterly and cover the
period 1947:3-2003:3.
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