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The Locality of Data and Claims in Model Organism Research¹
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Abstract

In everyday scientific practice, facts come in two sizes: small facts (data acquired by researchers through experimentation or field work), and big facts (claims about phenomena for which data function as evidence). This paper explores the processes through which small and big facts are circulated and used across research contexts in model organism biology. This leads me to challenge the standard philosophical characterisation of data as embedded in the context in which they are produced (and hence “local”) and of claims about phenomena as retaining their significance beyond that context (hence “non-local”). I argue that the degrees of locality of both small and big facts are not intrinsic to their epistemic status, but rather vary depending on the packaging used to make them travel. As illustrated in the case of bioinformatics, packaging processes include recourse to appropriate labels, vehicles and expertise. Facts about organisms travel well when they are temporarily liberated from information about their context of production, thus becoming non-local entities that can be recruited across new contexts. At the same time, information about provenance needs to be included in the packaging of facts, so as to enable prospective users to assess their reliability.

Introduction

Data² are the smallest, yet the most stubborn of scientific facts. They constitute the empirical backbone of scientific research: once they are

¹ Acknowledgements: Mary Morgan provided insightful suggestions on several drafts of this paper, which has greatly improved as a result. Warm thanks also to the “facts” group; to audiences in Twente and Madrid; to Chris Jarvis and his colleagues at the MRC Centre in London; and to the TAIR team, particularly Sue Rhee, for pictures and information. This research was conducted as part of the project “The Nature of Evidence: How Well Do “Facts” Travel?,” funded by the Leverhulme Trust (grant number F/07004/Z) and the ESRC at the Department of Economic History, LSE.

² I here follow Ian Hacking’s broad definition of data as any “marks” produced by a “data generator”: “uninterpreted inscriptions, graphs recording variation over time, photographs, tables, displays” (Hacking 1992, 48). Biological data, for instance, include various types of marks, among which material objects (e.g. stains on an embryo resulting from an in situ hybridisation experiment), dots on a slide (e.g. micro arrays) and strings of letters (e.g. DNA sequences). Especially within genomics, increasing quantities of data are now produced in digital formats (i.e. XML files), to facilitate their dissemination through digital means (Hilgartner 2004).
adopted as reliable evidence for a given claim, data are generally trusted and used without being altered or questioned. But what is the relation between data and the claims for which they are taken as evidence? Can data be circulated independently of those claims, so as to be used in research contexts other than the one in which they have been produced? And in which ways and with what consequences does this happen, if at all? This paper tackles these questions by focusing on how biological data travel to research contexts other than the one in which they have been produced. I argue that data need to be appropriately packaged to be circulated and used as evidence for new claims; and that studying the process of packaging helps to understand the relation between data, claims, and the local contexts in which they are produced. My analysis leads me to challenge some of the conclusions drawn by Bogen and Woodward (B&W) on the evidential role of data and claims about phenomena. B&W characterise data as unavoidably embedded in a specific experimental context, a condition which they contrast with the mobility enjoyed by claims about phenomena, whose features and interpretation are alleged not to depend on the setting in which they are formulated. This view does not account for cases where data travel beyond their original experimental context and are adopted as evidence for new claims, nor for the extent to which the travelling of claims about phenomena depends on shared understanding across epistemic cultures.

In what follows, I argue that the capacity of data to travel constitutes a defining feature of contemporary biological science. This capacity is not intrinsic to data themselves, but needs to be enforced by scientists. Many efforts and resources are invested in creating tools and procedures through which data can be retrieved and used beyond the context in which they have been produced. The extent of these efforts is such that they often result in the birth of new types of expertises and infrastructures devoted explicitly to making data travel. My analysis focuses on one such case, namely: the use of digital databases to
gather, organise and distribute the heterogeneous mass of available data about model organisms. In the first half of the paper I introduce databases as means of overcoming the challenge presented to biologists by the accumulation of data on model organisms. I reconstruct the phases through which data are made to travel through databases, and the consequences of such travelling for biological research. In the second half of the paper (sections 2 and 3), I use this case to discuss B&W’s claims. I examine three main components of the packaging through which databases allocate evidential value to data: labels, technological infrastructure and expert intervention. My analysis leads me to conclude that both data and claims about phenomena may be more or less embedded in a local research context: their degree of locality depends on the packaging strategies through which they are circulated.

1. Making Facts About Organisms Travel
Biology has yielded immense amounts of data in the last three decades. This is especially due to genome sequencing projects, which are yielding billions of data points about the DNA sequence of various organisms. Researchers in all areas of biology are busy exploring the functional significance of those structural data. This leads to the accumulation of even more data of different types, including data about gene expression, genes’ position on the chromosomes and their mobility through time, morphological effects correlated to “knocking out” specific genes, and so forth (Kroch and Callebaut 2007). These results are obtained through experimentation on a small set of species, including fruit-flies (Drosophila melanogaster), worms (C. elegans), mouse cress (Arabidopsis thaliana) and mice (Mus Musculus), whose features are particularly tractable through available laboratory techniques. These are called “model
organisms,” because it is assumed that results obtained on them will be applicable to other species with broadly similar features.\(^3\)

Researchers are aware that assuming model organisms to be representative for other species is problematic. Cross-species transfers of knowledge are unavoidably a shot in the dark, as researchers cannot know the extent to which species differ from each other unless they perform accurate comparative studies. Indeed, reliance on cross-species inference is a pragmatic choice. Focusing research efforts on a few species enables researchers to integrate data about several aspects of their biology, thus obtaining a better understanding of organisms as complex wholes. Despite the dubious representational value of model organisms, the majority of biologists agree that cooperation towards the study of several aspects of one organism is a good strategy to advance knowledge, as results acquired on that one organism can be a starting point for the study of other species. The circulation of data across research contexts is therefore considered a priority in model organism research: cooperation can only spring from an efficient sharing of results.

The quest for efficient means to share data has recently become a lively research area in its own right, usually referred to as bioinformatics. One of the main objectives in bioinformatics is to exploit new technologies to construct digital databases that are freely and easily available for consultation (Rhee et al 2006).\(^4\) Aside from the technical problems of building resources that would process, store and visualise huge amounts of data, bioinformaticians have to confront two main issues. One is the fragmentation of model organism biology into epistemic communities with their own local culture – that is, their own expertise, traditions, favourite methods, instruments and research goals (Knorr Cetina 1999). Making data accessible to all of these communities means finding a vocabulary and a format for the data that makes them retrievable by anyone according to her own research interests and

---

\(^3\) For a detailed analysis of the characteristics of model organisms and the way in which they are used in research, see Ankeny (2007) and Leonelli (2007).

\(^4\) Another strand of bioinformatics, which I will not discuss here, has to do with the mathematical modeling and analysis of populations.
background. The second issue concerns the characteristics of data coming from disparate sources and produced as evidence for various different claims, which make it difficult to assess the evidential scope of the data that become available (what are they evidence for?) as well as their reliability (were they produced by competent scientists through adequate experimental means?).

I examine bioinformaticians’ responses to these demands by looking at three phases of data travel: (i) the disclosure of data by researchers who produce them; (ii) the circulation of data through databases, as arranged by database curators; and (iii) the retrieval of data by researchers wishing to use them for their own purposes. I illustrate my analysis of these phases through a specific case, that is the publication, circulation and retrieval of data concerning the expression of the UFO (“unusual flower organs”) gene in the flowering of the model plant Arabidopsis thaliana.

i. Disclosure by data producers
The vast majority of experimenters disclose their results through publication in a refereed journal. Publications usually include a description of the methods and instruments used, a selected sample of the data thus obtained and an argument for how those data support the claim that researchers are trying to make. Data are selected on the basis of their value as evidence for the researchers’ claim; their “aesthetic” qualities (e.g. clarity, legibility, exactness); and their adherence to the standards set in the relevant field.5 Because of these strict selection criteria, a large amount of data produced in the course of experiments is discarded without being circulated to the wider community. Also, published data are only available to researchers who are interested in the claim made in the paper. Especially given the vast amount of publications currently issued in the biological sciences, there is little chance that a

5 Each way to disclose data requires data producers to “polish” the data and standardise them according to the requirements imposed by the publication that they send data to.
researchers working in a different area or on a different claim will read
the paper, see those data and thus be in a position to evaluate their
relevance to their own projects. As a consequence, there is little chance
that those data will ever be employed as evidence for a claim other than
the one that they were produced to substantiate. Disclosure through
patenting, another popular means for circulating data in biology, has
similar characteristics: data are reported in patents purely to add
plausibility to the claims about phenomena (most often about how to
intervene on organisms) made therein.6

Take the example of data obtained on the expression of the UFO
gene in Arabidopsis, which plays a significant role in the development of
the stamens and pistils of the plant. In situ hybridisation is a standard
experimental technique used to establish whether a given gene regulates
the development of specific morphological traits. It consists of hybridising
a specific DNA molecule with a RNA probe, so that the mRNA produced
by the DNA molecule will become stained and clearly visible under the
microscope; gene expression, that is the mRNA signals sent by DNA
outside of the cell nucleus, is thus visualised. In a plant like Arabidopsis,
this technique is usually applied to the whole embryo: researchers grow
the embryo to a desired stage, inject it with the probe (figure 1) and, via a
series of procedures designed to help the probe hybridise with the target
DNA, are able to observe the parts of the embryo in which the chosen
gene is expressed at different stages of development (figure 2).

A group of Canadian researchers led by Alon Samach performed
in situ experiments to visualise the expression of UFO in shoot apical
meristem growth (that is, the development of the pluripotent cells located
on the top of a growing plant into the specialised cells that make up
flowering organs). The aim of their research was to prove the regulatory
role played by UFO in the flowering stage of Arabidopsis development.

6 Hilgartner (1995) coins the term “communication regimes” to analyse the complex
sociotechnical systems supporting different forms of data disclosure, such as scientific
journals, patents and databases.
The experiments performed by this group resulted in several hundreds stained tissues, most of which indeed display a strong expression of UFO in the late stages of shoot apical meristems development. This means that the group could publish a paper detailing their claims and the evidence on which they are based. The researchers therefore selected a few “good-looking” embryos (i.e. embryos where the staining effect is clearly legible) whose picture could be published as evidence for their claims. These pictures, as reported in figure 3, were published in 1999 in the prestigious *The Plant Journal*. The title of this publication “The UNUSUAL FLOWER ORGANS gene of Arabidopsis thaliana is an F-box protein required for normal patterning and growth in the floral meristem” makes the scope of the claims very clear. Only researchers interested in the development of the floral meristem will be
Figure 2: Each cylinder contains hybridised embryos at various stages of development. Picture taken by the author at the MRC Centre for Developmental Neurobiology, Kings College London.

interested in reading the paper and assessing the value of the data therein reported.

So far, this story confirms B&W's assessment of data as embedded in a specific research programme and unable to move across research contexts. If disclosure is left solely to publications and patents, data will travel as the empirical basis of specific claims about phenomena (e.g. "the UFO gene is expressed in apical shoot meristem development "). Data such as in figure 3 will rarely be examined independently of those claims, as they have been carefully selected to provide evidence, rather than to document the full spectrum of data obtained by researchers in their interaction with phenomena. In other words, publications aim to make big facts travel, and small facts such as data are treated as an indispensable part of the evidential baggage that
claims need to bring with them. Both biologists and their funding agencies are however unhappy with this situation, since making data travel beyond their context of production allows their potential value to be exploited as evidence for other, possibly new claims about the same phenomena. Maximising the use made of each dataset means maximising the investments made on experimental research and avoiding the danger that scientists waste time and resources in repeating each other’s experiments simply because they do not know that the sought-for datasets already exist.

One radical move to “liberate” data from their local context of production has been the construction of public repositories that are available online and collect all data produced in a digital format (e.g. in shot-gun sequencing, micro arrays or in situ experiments), regardless of which of them are used as evidence in publications. GenBank, one of the most famous such repositories, collects data gathered through
sequencing projects across a variety of model organisms. Yet, even as it solves the problem of withholding data from public access, the disclosure of data through repositories presents another challenge: data are thrown into the repository with a minimal amount of standard formatting and classificatory criteria, thus making it difficult for users to locate the data that they may find interesting. The repositories are not the most efficient vehicle for travelling data: they do not provide means for users to retrieve and compare data quickly and efficiently according to their own research interests.

ii. *Circulation by data curators*

Community-based databases, that is databases devoted to collecting data about specific model organisms, are an attempt to solve the challenge presented by repositories without falling back to the inefficient disclosure format provided by publications (Rhee et al 2006). The curators responsible for the construction and maintenance of databases ground their work on one crucial insight. This is that what biologists consulting a database wish to see is first of all the actual “marks,” to put it with Hacking, obtained through measurements and observations of organisms: the sequence of amino acids, the dots of micro array experiments, the photograph of an embryo taken after in situ hybridisation. These marks constitute unique documents about a specific set of phenomena. As I noted in the case of in situ experiments, they are produced under heavy constraints posed both by the experimental setting and by the nature of the entities and processes under scrutiny. These material and social constraints severely limit the representational value of the data: they certainly cannot be taken to document reality “as it is,” regardless of human intervention, but are rather empirical traces gathered through highly situated human interaction with specific objects. This said, it is important to note that researchers with differing interests and expertises might – and often do – see the same data in different

---

7 For a history of the construction of GenBank, see Strasser (2006) and Garcia-Sancho (2007). See also Hilgartner (1995) on its function as a communication regime.
ways and interpret them as evidence for a variety of explanations of the phenomena at hand. While Samach and his collaborators saw the pictures in figure 3 as telling something about the role of genes in development, researchers interested in physiology might see those same pictures as evidence for claims about the chronology of flowering processes; cell biologists might use them to explain of how pluripotent cells diversify; and biochemists might be interested in the variations of staining patterns across the pictures, which tells something about the susceptibility of tissues to the probe.

Curators have realised that researchers are unlikely to see data in the light of their own research interests, unless the data are presented independently of the claims that they were originally produced to validate. This does not mean that data can be used without accessing information about their sources and provenance; that is, the methods, instruments, protocols and setting through which they have been produced. As I shall illustrate, such information is key to evaluating the reliability of data: yet, it is not necessarily needed at the stage of research when biologists are trying to find out what work has already been done that could potentially inform their research goals. Acting on this insight, curators endeavour to insert both data and information about their production in their databases, but in a way that allows researchers to retrieve them separately if they so wish.

The idea that data can be separated from information about their provenance might seem straightforward. Most facts travelling from one context to another do not bring with them all the details about how they were originally fabricated. When spreading a rumour, for instance, we are interested in its content rather than its source (as in “they might be getting married”). The source only becomes important when adding credibility to the claim (as in: “the major said that they are planning to get married”). Even non-scientific cases show that the reliability of facts that travel widely is very hard to assess. This is precisely because to evaluate the quality of a claim we need to know how the claim originated. Knowing
whether to trust a rumour depends heavily on whether we know where the rumour comes from and why it was spread in the first place; a politician wishing to assess whether to believe a claim about, say, climate change, needs to go back to the available research on this topic and reconstruct the reasoning and methods used by scientists to validate the claim.

Thus, on the one hand, facts travel well when stripped of everything but their content and means of expression; on the other hand, the reliability of facts cannot be assessed except by reference to the way in which facts are produced. Curators are well aware of this seeming paradox. Their main challenge is to find ways to make data travel, without however depriving researchers who “receive” those data from the opportunity to assess their reliability for themselves, according to their own criteria. The realisation of this goal is everything but straightforward, and there are various schools of thought in bio-informatics concerning strategies to confront the challenge.\(^8\) Here I will focus on a particularly popular approach among model organism databases, which can be characterised as involving three main activities: “data mining,” “data annotation” and allocation of “evidence codes.” As I go along, I shall illustrate how these processes work by describing how the UFO data published by Samach et al were added to The Arabidopsis Information Resource [TAIR], which is the best developed community database for genomic data on Arabidopsis thaliana.\(^9\)

Data are first of all “mined” from all available sources, which usually include publications, repositories and direct communication from experimenters. Curators select data that they deem to be of high quality as well as representative for a given biological object. The process of mining starts not from the actual sources, but from the curators’ list of

---

\(^8\) See Leonelli (forthcoming B).
\(^9\) TAIR personnel describes the goals of the database as follows: “to develop user-friendly tools that permit an individual working outside this model species to formulate a query based on their organism of interest, have that query directed to the relevant knowledge for the plant models, and present the information about the models in a way that can be understood by the plant biology community at large” (Rhee et al 2003).
items to be annotated, which can be divided into two main categories: basic objects in Arabidopsis biology, such as genes, markers, polymorphisms, chromosomes and so forth; and basic experimental techniques, whose results need to be centrally stored and organised so that they do not remain solely in the domain of the place where each experiment is performed (examples of this latter category are micro array experiments, sequencing techniques and in situ experiments). Data mining from publications does not present problems in terms of quality assessment, as curators trust that referees for the journal in question would have done the job for them. In the case of the 1999 paper by Samach et al, TAIR curators selected all information therein contained that is relevant to the UFO gene (see figure 4). Data mining from repositories is trickier, as curators can often choose between different datasets – for instance, sequence data gathered by different labs on the same part of the chromosome.

**Figure 4:** Data annotated in the databases on the basis of the paper by Samach et al.
Once they are mined, data are labelled with what curators call a “unique identifier.” This is a standard label given to the item with which the dataset has been associated during data mining, so that there can be no confusion as to which item datasets are supposed to document (see figure 5). Importantly, the unique identifier is machine readable, which makes it possible for data to be computed and analysed through machines (when possible, in automated ways). The labelling of datasets with unique identifiers marks the beginning of the process of annotation, which involves the packaging of datasets to be retrieved through the database. This is a process of classification and of standardisation at the same time: data are modified to fit the machine-readable formats adopted within the database, and they are classified according to the conceptual categories chosen by curators to order the database and make it intelligible to practicing biologists. The step of classification is the one that interests me the most here, as it implies the association of each dataset with keywords. These keywords, which are part of so-called “bio-ontologies,” signal the phenomena to which data are presumed to be potentially associated: that is, the phenomena for which they might be used as evidence. In the case of the UFO data, the chosen keywords are “meristem organisation” and “floral meristem.” This implies that the data could be relevant to research performed on any aspect of meristem organisation, above and beyond the narrow claim that Samach et al have published in conjunction with the disclosure of those data.

Performing data mining and annotation does not involve reference to the context of data production. Data are taken to speak for themselves as “marks” that are potentially applicable, in ways to be specified, to the range of phenomena indicated by keywords. The layered structure of databases, which exploits a hierarchical organisation of data allowing scientists to peruse different classes of information by clicking on sections of the screen, enables curators to store as much information

---

10 Leonelli (forthcoming A) discusses in detail the epistemic significance of the annotation process, including the advantages of machine-readable identifiers for the classification of data and the importance of keywords used in bio-ontologies.
about how data have originally been produced as can be put on a
screen. “Evidence codes” are categories classifying any given set of data
according to the method with which it was obtained (e.g. table 1). By
clicking on these codes, the database user can access information about
the methods and protocols used to obtain data; the model organism,
often down to the specific ecotype, used in the experiment; the
instruments and techniques used; the publications or repository in which
the data have first appeared; and the names and contact details of the
researchers responsible for that bit of research, who can therefore be
contacted directly for any question concerning information not directly
reported in the database. In short, evidence codes allow database users
to access information detailing the methods, instruments, goals,
protocols and people who made up the context of data production.

Figure 5: The annotation of gene UFO in TAIR. The unique identifier is what is here
signalled as “locus,” while the bio-ontology terms as referred here as “keyword terms.”
### Table 1: Evidence Codes used in TAIR

<table>
<thead>
<tr>
<th>Experimental evidence codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Inferred from Mutant Phenotype</td>
</tr>
<tr>
<td>- Inferred from Direct Assay</td>
</tr>
<tr>
<td>- Inferred from Genetic Interaction</td>
</tr>
<tr>
<td>- Inferred from Physical Interaction</td>
</tr>
<tr>
<td>- Inferred from Expression Pattern</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computational analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEA - Inferred from Electronic Annotation</td>
</tr>
<tr>
<td>RCA - Reviewed Computational Analysis</td>
</tr>
<tr>
<td>ISS - Inferred from Sequence Similarity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAS - Traceable Author Statement</td>
</tr>
<tr>
<td>NAS - Non-traceable Author Statement</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Curatorial statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC - Inferred by Curator</td>
</tr>
<tr>
<td>ND - No biological Data available</td>
</tr>
</tbody>
</table>

### iii. Retrieval by data users

Data packaged through the processes of mining and annotating are ready to be retrieved by the database users. Retrieval happens through so-called “search tools.” TAIR, for instance, contains around 30 tools, each of which allows the submission of queries about one type of items: e.g. genes, metabolic cycles, ecotypes, proteins, microarray experiments, markers, polymorphisms and so forth (see figure 6). The display of search results happens through a series of digital models.
developed by curators, which allow users to visualise data according to the parameters they request.

Figure 6: A list of the principal search tools available on the TAIR homepage, obtained by clicking on “search” in the main options bar.

For the purposes of this paper, what is most remarkable about these search and display tools is their flexibility to the demands and expertise of the researchers using them. Users can look up appropriate keywords in which to phrase their query (thus establishing the range of phenomena of interest, as when looking up “floral meristem”) or specific gene names (e.g. “UFO gene” or, to use its unique identifier in TAIR, “AT1G30950”; see figure 7). Once they have successfully formulated their query, they will get a series of links to all the data associated with either the keyword or the unique identifier. By clicking on one such link, they will narrow down their search to the items that they are looking for. Also, they will be able to choose among ways to display those results, so as to fit the data that they receive as much as possible to the methods and standards characterising their own research context.
On the basis of this array of representations, database users are able to peruse countless sets of data and eventually to correlate them with each other. This process quickly generates precious information concerning the quantity and types of available data that are classified as relevant to a given phenomenon; alternative ways of ordering the same dataset, for instance in relation to two different but biologically related phenomena; and even new hypotheses about how one dataset might correlate with another, or about how one phenomenon might be causally linked to another, which researchers might then go on to test experimentally. Researchers are able to gather this type of information from such an extensive dataset because data are presented in formats that do not take into account the differences in the ways in which they originated. Without de-contextualisation, it would be impossible to consult and compare such a high number of different items (remember that we are talking about several billions of data stored in each database), not to speak of distributing such information across research communities.

Once researchers have found data of interest to them, they can narrow their analysis down to that dataset and assess its quality and reliability. It is at this stage that they need to know more about how the data have been produced, by whom and for which purpose. The first step in that direction is the consultation of evidence codes. Information about the data producers, sources and materials used is also readily available.
(see figure 8). This background knowledge is crucial to deciding whether to pursue the investigation further, and how.

Figure 8: Display of information about the provenance of a specific dataset in TAIR.

The possibility to consult data coming from other contexts makes an enormous difference to the range of claims that those data can be brought to bear upon. Databases are efficient in making data travel in both a geographical and a scientific sense: data are used by researchers working in places very distant from the place where the data were first produced, as well as possessing scientific interests and goals other than the ones characterising the original context of data production.11

11 In the case of UFO data, geographical travel can be traced through publications by Japanese and Australian labs that retrieved the Canadian data online and used them
2. Packaging for Travel

As I illustrated in the previous section, sciences such as experimental biology have a different way to deal with data and their connection to claims about phenomena than sciences such as physics or astronomy. This is not purely due to the size of datasets handled by scientists in these different areas, which tend to be massive across the board. Rather, the difference is due to the variability in the types of data available, and the purposes for which they are produced and used. Experimental biology is characterised by very diverse sets of data, obtained on different organisms and by appeal to varying theoretical perspectives, instruments, protocols and goals. Unpredictability of use is a prime characteristic of biological data, especially at the genomic level. Data are not produced to validate or refute a given claim about phenomena, but rather because biologists possess new technologies to extract data from organisms (such as micro array experiments and sequencing machines), and it is hoped that the potential biological significance of those data will emerge through comparisons and correlations among different datasets. This type of research is data-driven as much as it is hypothesis-driven: the characteristics of available data shape the questions asked about their biological relevance, and at the same time existing open questions about biological entities and processes (that is, claims about phenomena that need to be verified and validated) shape the ways in which data are produced and interpreted.

The inter-dependence between data types and claims about phenomena is made possible by packaging processes such as the ones used by database curators. Packaging here serves the purpose of connecting data to claims about phenomena in ways that differ from the one-way evidential connection depicted by B&W. Curators are required for their own purposes (e.g. Ikeda et al 2007, Taylor et al 2001). Also, several publications that make reference to UFO data found in TAIR have epistemic cultures that differ widely from the one that produced the data: some are concerned with different topics, such as leaf senescence (Ryun Woo et al 2001) and stress signalling (Devoto and Turner 2005); others are working with species other than Arabidopsis, such as rice (Ikeda et al 2007) and peas (Taylor et al 2001).
to find ways to connect data with claims about phenomena in a way that will not fix the value of data solely as evidence for specific claims, but rather will allow users to recognise the potential relevance of data for as many claims as possible. In this section, I focus on three elements of packaging and on the epistemic consequences of adopting these measures to make data travel across contexts.

Labels
The allocation of labels involves the selection of terms apt to classify the facts being packaged, thus making it possible to organise them and retrieve them. In the case of datasets in databases, the labels are the keywords used by curators to indicate the range of phenomena for which data might prove relevant.\(^{12}\) For example, the pictures of stained Arabidopsis tissue resulting from the in situ experiment mentioned above are labelled “floral meristem” and “UFO gene,” thus indicating that the pictures might provide evidence for claims about these phenomena (such as “the UFO gene regulates the development of the floral meristem”).

Labels indicating phenomena are the only element used both for data classification and for the formulation of claims about phenomena for which data might provide evidential support. Indeed, the labelling system devised by curators has the crucial epistemic role of connecting the terms used to indicate which phenomena data can be taken to document with the terms used to formulate claims about those phenomena.

It is not at all obvious that the terms used to classify data and formulate claims about phenomena should or even could be the same. Indeed, scientists tend to keep these two labelling processes separate from each other, since they satisfy different demands arising from different circumstances. Labelling data for prospective retrieval and reuse means choosing terms referring to phenomena that are easily observed in the lab, either because they are very recognisable parts of an

---

\(^{12}\) In what follows, I refer chiefly to databases that make use of Open Biomedical Ontologies, that is an ensemble of labelling systems sanctioned by a consortium of specialists as the most reliable and highly standardised in contemporary bioinformatics (see [http://obo.sourceforge.net](http://obo.sourceforge.net)).
organism or a cell (e.g. “meristem,” “UFO gene,” “ribosome”), or because they are processes whose characteristics and mechanisms are widely established across research contexts (e.g. “mitosis”). By contrast, labelling phenomena for the purposes of formulating claims about them has the primary aim of ensuring that the resulting claims are compatible with the background knowledge and interests of the scientists adopting the labels. Any label that is seen as loosely compatible with observations will be accepted, as long as it fits the epistemic culture of the research context in question. This means that there will be as much variation among labels adopted to formulate claims about phenomena as there is variation across research cultures and beliefs. For instance, both immunologists and ecologists use the term “pathogen” as a label in formulating their claims; however, they use it to refer to two different phenomena (for immunologists pathogens are a specific type of parasites, while ecologists tend to view them as potential symbionts). Another example is the term “bud,” which is used by botanists to describe a protuberance on a stem or branch; other biologists, however, do not recognise that definition and use the term to indicate an asexual reproductive structure. Equally common are cases where the same phenomenon is described through different terms at different locations.

The multiplicity of definitions assigned to the same terms (and of terms assigned to the same definition) limits the power of the label to carry information across contexts. Indeed, the use of “local” labels is one of the reasons why journal publication is an inefficient means to disseminate data. Since journals in biology address very specific communities with their own unique epistemic culture, the keywords used to designate the phenomena discussed in each article are the ones which are most familiar to the audience that the journal is meant to address. Databases have ways to confront this issue. For a start, curators assign a strict definition to each term chosen as a label. These definitions are as close as possible to the definitions used by scientists working on the bench when formulating claims about phenomena. Yet,
they have two additional functions: to make definitions explicit, so that scientists can access them and critique them when needed, and to standardise those definitions that vary depending on the research contexts in which the corresponding term is used. Once specific labels are chosen and defined, curators examine cases where a different label is given the same definition or where several labels are proposed as fitting one definition. To accommodate the former option, curators create a system of synonyms associated with each chosen label in the database. For instance, the term “virion” is defined as “the complete fully infectious extracellular virus particle.” Given that some biologists use the term “complete virus particle” to fit this same definition, this second term is listed in the database as a synonym of “virion.” Users looking for “complete virus particle” are thus able to retrieve data relevant to the phenomenon of interest, even if it is officially labelled “virion.” Curators use another strategy for cases of substantial scientific disagreement on how a specific term should be defined. This is the use of the qualifier “sensu,” which allows them to generate sub-terms to match the different definitions assigned to the same term within different communities. This is especially efficient when dealing with species-specific definitions of terms: the term “cell wall” is re-labelled “cell wall (sensu Bacteria),” which is defined as peptidoglycan-based, and “cell wall (sensu Fungi),” which contains chitin and beta-glucan. As long as curators are aware of differences in the use of terms across communities, that difference will be registered and assimilated so that users from all communities will be able to query the database for data.

Database users cannot extract data without using the labels chosen by the curators for the purposes of their query. Thanks to the use of synonyms and “sensu,” this is true even in cases where the terms and definitions used by the user do not match the ones used to classify data in the database. As a consequence, users are not only “taught” the official labelling system preferred within the database, but they are also invited to accept those labels and definitions, at least for the purposes of
retrieving data and assessing their value as evidence (for example, a user looking for “complete virus particle” has to accept that this term is equivalent to the term “virion” in order to retrieve data thus classified). In this way, the packaging of data pulls phenomena along: users accessing data through the database do not only get the prospective evidence that they need, but also a specific interpretation of how the terms used as labels in the database refer to objects and processes in the world. When extracting data from a database, users implicitly agree to use the labels found in the database when formulating claims about phenomena for which those data serve as evidence.

The result of adopting this labelling system is to successfully implement an inter-dependence between the characteristics of data, which determine the terms used for their classification, and the characteristics of claims about phenomena, which determine the terms used to indicate phenomena. Using such a labelling system is crucial to the process of packaging data. The labels with which it refers to phenomena are recognised across scientific contexts as applying both to the classification of datasets and to the formulation of claims about phenomena. This fit between labels used to refer to phenomena allows data to travel efficiently across a wide spectrum of communities, even in the face of large disparities in epistemic cultures.

**Vehicles**
A second key component of packaging is vehicles such as the journals used to make claims travel and the databases disseminating data. Already from these two examples, it is clear that the technological infrastructure used to package facts makes a big difference to how efficiently they will travel and thus become non-local. The possibility to delegate efforts to computers has changed the speed, breath and accuracy with which data can be analyzed. Through tools such as unique identifiers, data are made recognizable to the available software, which means that they are searchable according to the parameters set in the
A high degree of automation in the handling of data means a fast and reliable access to those data, as well as the possibility for curators to insert vast amounts of data without investing too much time and manual labor. It is true, as argued by Strasser (2006), that databases are in many ways continuing the natural history tradition of collecting, and as such they inherit the conceptual and practical problems of how to classify disparate objects. However, the software used in databases, combined with the flexibility of virtual space in the world wide web, makes it possible to order and retrieve data in ways unimaginable until three decades ago. The Web Ontology Language (OWL), for instance, is one of many schema languages developed to facilitate interoperability between controlled vocabularies. Many of these technologies are developed as part of the Semantic Web, which is broadly defined as an extension of the current Web that enables navigation and meaningful use of digital resources by automatic processes. It is based on common formats that support aggregation and integration of data drawn from diverse sources. (Ruttenberg et al 2007, 3)

The system of labels and synonyms devised by database curators only works thanks to software and HTML interfaces geared to be widely accessible, extendable, and as flexible and decentralized as possible. This point has been recognized by most historical and sociological work devoted to databases. Its enormous epistemic implications, however, have yet to be explicitly discussed. Without the layered structure and immense capacity for storing information characterizing databases, it would be impossible for curators to classify data separately, and yet in relation to, information about their provenance. Further, languages such as OWL make it technically possible to align labels used to classify data with labels used to formulate claims about phenomena. Finally, the multiple search tools developed through XML imply that databases can

---

adapt to the needs and expertise of their users, allowing them to phrase their queries in the terms most familiar to them (as I explained above in the case of labels and their synonymous terms). Information technology provides novel tools through which to implement classificatory criteria for the purpose to circulate information.

Agency
Technology by itself does not offer ready-made solutions to the problem of devising criteria through which to order, store and distribute data: the classificatory work is primarily a conceptual effort and it remains the responsibility of curators, who need a fitting expertise to accomplish this task. The third element required in packaging is thus appropriate agency, i.e. the exercise of skills geared towards making facts travel.14 When mining and annotating data from papers, curators have to bridge a conspicuous gap between (A) the information available in and about the publications and (B) the information required by databases to classify the potential relevance of data as evidence. (A) encompasses the names and affiliations of the authors and the actual text of the publication. (B) includes a description of the data included in the publication, an estimate of its relation to other datasets in the database, its classification through an appropriately chosen label, and eventual comments by the curator as to how the data should be interpreted given their characteristics (such as their format or the organism on which they were obtained). Information of type (B) is often not displayed in the text of the relevant papers. Partly this is because authors are writing for an audience of specialists who do not need to have every detail of the adopted technique and preferred evidence spelled out. Further, it is because data are packaged as evidence for one specific claim. Curators are thus not just cutting information from the papers and pasting it into their databases. They need to interpret the content of the papers in the light of their own

14 This is why curators are sometimes referred to as “intermediaries” (e.g. Markus 2001): as recognised by scholarship in information technology management, “it takes organisational work to develop local knowledge for broader use” (Brown et al 1998, 99).
familiarity with the techniques and methods used in that field, so as to be able to extract the (B) type of information needed to package data in the database.

This means, on one hand, that curators need to be acquainted with as many fields, experimental methods, and epistemic cultures as possible, so as to be able to understand and combine results arising from different expertises without committing mistakes or misrepresenting research projects. On the other hand, curators need to be aware of what it is like to experiment with model organisms on a daily basis. Indeed, curators often come “from the bench”: they have been experimenters before entering bioinformatics and their contribution to databases is heavily informed by their awareness of what it takes to manipulate model organisms in the laboratory. \(^{15}\) The apparently simple information about a gene’s location, expression and (especially) biological functions are actually very difficult to extract from a bunch of papers written by different authors for a variety of mixed purposes. The curator’s ability is not so much to annotate the data so that they match the chosen keywords: it is to comprehend the experiments described in the papers (including how to handle the instruments, prepare the organisms and compare results obtained from different experimental techniques) so as to be able to extract the relevant data and information about the sources of the evidence. In this sense, curators should be seen as specialists in packaging: their expert knowledge of how to intervene is both generalist and informed by details, and this mix of generality and specialization is necessary to bridge between the differing expertises of experimenters.

3. On the Locality of Data and Claims
I now consider the consequences of successful packaging on the locality of data and claims about phenomena. I take a fact to be local, when its evidential scope depends on the context in which it has been produced; non-local, when its evidential scope can be determined without reference

\(^{15}\) This finding is based on several interviews to curators working in a variety of databases which I conducted between 2004 and 2007.
to that context. By evidential scope I mean the value of the fact as evidence for a specific set of claims, which in the case of data will be claims about phenomena, and in the case of claims about phenomena will be more general theoretical claims. For instance, a dataset is local when researchers need to be acquainted with the method, tools, materials and background knowledge originally used to produce it so as to understand which claims it can be taken to support. A claim about phenomena is local when its interpretation as evidence for theories depends on the background and tacit knowledge possessed by researchers using it.

The distinction between the role of data as evidence for claims about phenomena, and the role of claims about phenomena as evidence for theories, is one put forward by B&W (1988, 306). In their contribution to the debate on the evidential value of data, B&W use this distinction to argue that data and claims about phenomena have intrinsic degrees of locality. Data are “idiosyncratic to particular experimental contexts, and typically cannot occur outside of those contexts” (B&W 1988, 317). This is because their characteristics are “heavily dependent on the peculiarities of the particular experimental design, detection device, or data-gathering procedures an investigator employs” (ibid.). Claims about phenomena are non-local or at least intrinsically less local than data, since they “can occur in a wide variety of different situations or contexts” (ibid.). B&W see phenomena as real objects in the world, which they characterise as having “stable, repeatable characteristics which will be detectable by means of a variety of different procedures, which may yield quite different kinds of data” (ibid.). Data by contrast are the product of human interactions with the world. They carry information about what the world is like, but such information is expressed in ways that can only be properly understood and interpreted by scientists who are familiar with the functioning, output and setting of the instruments through which data are acquired. Knowledge about phenomena thus needs to be freed from its embedding in data (and thus in the local practices through which data
are obtained) in order to be shared among scientists irrespectively of their familiarity with the means through which it has been acquired. “Liberation” comes through the formulation of claims about phenomena: data help scientists to infer and validate those claims, yet ultimately it is the claims about phenomena that travel around the scientific world and are used as evidence for general theories. Hence B&W see data as local evidence for non-local claims: data serve to produce reliable descriptions of the world which form the evidential basis for scientific theories and explanations. Once data have been used as evidence for a claim, their only remaining scientific use is that of guaranteeing the credibility of that claim: as observed by Ronald Giere, data are “something available for public scrutiny,” bearing witness to the scientists’ powers of observation and analysis (Giere 2006, 31).

As I showed in the case of UFO data, data published through a paper are indeed selected and formatted to fit their role as evidence for a claim about a phenomenon (“gene X regulates developmental process Y”). In line with B&W’s arguments, what readers are required to take away from the paper is not the data themselves, but rather the empirical interpretation of those data provided by the authors (and approved by peer reviewers) in the form of a claim about the phenomenon of flowering. Disclosure through publication is, however, increasingly complemented (and in some cases supplanted) by disclosure through databases or other tools geared towards making data, rather than claims, travel. This signals a change in how biological knowledge is constructed\textsuperscript{16} which Bogen and Woodward, writing in 1988, could hardly have anticipated. Yet, it also signals biologists’ uneasiness with the system of disclosure through publication and their willingness to develop alternative systems of data sharing, which I believe stems precisely from the scientific need to circulate and use data far beyond their context of production.

My analysis of packaging shows that transport through databases expands the evidential scope of data in several ways. It makes data accessible to other research contexts and therefore potentially re-usable as evidence for new claims; and it associates data with a broader range of phenomena than the one to which they were associated in the context of production. This brings me to contest B&W's idea that data are intrinsically local: data can in fact be made non-local through the use of appropriate packaging processes. Data that travel through databases become non-local. They travel in a package that includes information about their provenance, but they can be consulted independently of that information. This is a way to “free” data from their context and transform them into non-local entities, since the separation of data from information about their provenance allows researchers to judge their potential relevance to their research. This is different from judging the reliability of data within a new research context. This second type of judgment requires researchers from the new context to access information about how data were originally produced and match it up with their own (local) criteria for what counts as reliable evidence, as based on the expertise that they have acquired through their professional experience in the lab. What counts as reliable evidence depends on scientists’ familiarity with and opinion of specific materials (for instance, the model organism used), instruments, experimental protocols, modelling techniques and even the claims about phenomena that the evidence is produced to support. Thus, data judged to be reliable become once again local: what changes is the research context that appropriates them. The successful packaging of data for travel involves both the de-contextualisation of data, without which it would be impossible to retrieve them online according to their relevance to phenomena, and the re-contextualisation of data for use in a new research context. A journey has to start and finish in a specific place: the temporary de-contextualisation achieved through packaging processes ensures that the trajectory of the journey – and thus the
The evidential scope of data across contexts is determined by the receiving context rather than by the production site.

The second point in B&W’s account that I wish to critique is the idea that claims about phenomena are intrinsically non-local, or at least less local than data themselves. My analysis of packaging shows how scientists’ interpretation of a claim about phenomena is always situated by their specific background knowledge, skills and interpretive framework or perspective. As evident from my discussion of labels, the classification and definition of phenomena depends on the interests and expertise of the scientists who investigate them. Phenomena are always described on the basis of a specific epistemic culture—a combination of the concepts used to classify, share and reason upon data, the skills used to interact with the world, past experience and socialisation. This holds also for the curator’s attempt to develop non-local labels for phenomena, which requires them to nurture a cross-disciplinary expertise mediating between the local epistemic cultures that characterise research at the bench. Like data, claims about phenomena only acquire non-local value through apposite packaging. The non-locality of claims is an important scientific achievement, requiring the selection and efficient implementation of packaging elements such as the labels, vehicles and agency outlined above.

B&W appeal to the intrinsic non-locality of claims about phenomena in order to defend their main argument about the evidential value of these claims: “facts about phenomena are natural candidates for systematic explanation in a way in which facts about data are not” (1988, 326). This argument is compatible with the view I propose. Claims about phenomena do have a different epistemic role from data. I contest the idea that this difference can be accounted for as a question of locality.

McAllister rightly points out that B&W do not clearly distinguish claims about phenomena (in the sense of patterns in data sets) from phenomena themselves (in the sense of investigator-independent constituents of the world). I agree with McAllister’s characterisation of phenomena as “labels that investigators apply to whichever patterns in data sets they wish so to designate” (1997, 224): here I focus on the epistemic status of those labels rather than the ontological status of the notion of phenomenon.
Claims about phenomena are privileged candidates for systematic explanations because they are propositions, rather than dots on a slide, photographs or numbers generated by a machine. Both claims about phenomena and data aim to carry information: claims are formulated to make a specific interpretation of data available to others and data are produced through standardised procedures so as to be legible by a community of scientists. The difference between data and claims does not consist in the degree of locality of the elements of which they are made, but rather on the ease with which they can be integrated into formal structures such as theories or explanations. Claims about phenomena are expressed so as to be tractable as evidence for a general formula or statement. For instance, the claim “gene X regulates the development of trait Y” can be used as evidence for a general statement about gene regulation, such as “genes regulate the development of morphological traits.” Data about the UFO gene, whether in the form of gene sequences or photographs of embryos, are not directly useable as evidence for such a statement – nor were they produced to fulfil this aim. To be useful for such purpose they need to be interpreted: first through association with a specific set of phenomena, then through a proposition expressing what they are taken to demonstrate.

My conclusion is that the effectiveness of claims about phenomena as mediating between data and theoretical statements does not come from the supposed constancy and stability of such claims across contexts, as argued by B&W (1988, 326), but rather from their tractability for the purposes of producing formal theories and propositional explanations. As illustrated in the case of data travelling through databases, data are most tractable for other scientific purposes, such as the discovery of correlations (through statistical analysis or direct comparison of datasets, depending on the format of the data in question) and the formulation of hypotheses to be tested.
Conclusion: Degrees of Locality

There are many cases in scientific research where data function as non-local entities that are shared and used across a wide range of research contexts. In the case of biological databases, data travel well when packaged separately from information about their production; at the same time, access to such information is needed to assess the reliability of data, so as to be able to use them in a new research context. Through the process of labeling, database curators select and define the range of phenomena to which data could be associated. The labeling system is then implemented in a vehicle – the database -capable of storing vast quantities of diverse types of data and retrieving them according to the specific interests and competences of each user. As a result, database users can quickly assess the evidential scope of data, that is their potential relevance to specific research areas and projects. Databases thus help scientists to form new hypotheses that might guide future research. For instance, spotting that the same gene participates in the regulation of two different developmental processes might lead to an investigation of the evolutionary links between the two; or finding a correlation between gene expression levels and its metabolic function might suggest that the genes involved play a regulatory role. When the time comes to actually test those hypotheses, biologists can examine information about the original context of data production. This helps them to assess the reliability of the data within the new context and thus eventually re-use them: data become local again, but in a context other than their production site.

One implication of this analysis is that non-locality is a scientific achievement, obtained through complex processes of packaging.\(^{18}\) This holds for data as well as for claims about phenomena, whose non-locality depends on the extent to which the terms and tacit knowledge used in

---

\(^{18}\) This argument is closely associated with and inspired by Bruno Latour’s work on “immutable mobiles” and the circulation of references (Latour 1987, 1999). While Latour has focused his analysis on the social conditions for and implications of the scientific achievement of non-locality, however, I am here interested in the epistemic import of packaging processes.
their formulation are standardised and widespread. Indeed, both data and claims about phenomena can have varying degrees of locality. This contrasts with B&W’s characterisation of data as local and claims as non-local. It does not, however, betray B&W’s fundamental concerns with the relation between local and non-local knowledge: I am taking those concerns one step further, by noting how both claims and data are made in very specific and possibly unique contexts, and need to comply with precise requirements to be granted significance outside that context.

Model organism biology provides a particularly apt setting to investigate this issue, as the applicability of results (whether data or claims) beyond the species or even the individual organism on which they are obtained needs to be evaluated in every single case of “travel.” The same dataset can have very different evidential scope depending on the research context and especially the organism on which it is brought to bear: a specific gene sequence might be used as evidence for a variety of claims in Drosophila melanogaster, while it might only be useful as evidence for one claim in Mus musculus and might have no evidential value at all in Arabidopsis thaliana.

This brings me to conclude that, at least in some scientific realms such as model organism biology, it is not only possible but even desirable for data and claims about phenomena to have a variable evidential scope and, as a consequence, variable degrees of locality. This variability depends on the scientific, material and social circumstances in which facts are packaged for travel. The efficient packaging of genomic data, whose functional significance is still so far from clear and whose production requires large efforts and resources, is now a priority in biological research: both researchers and their sponsors aim to make genomic data travel as widely as possible, so as to exploit their large potential as evidence for future discoveries. At the same time, it is vital for researchers to keep in mind that genomic data might turn out to be more local than initially assumed, given the immense variations in
the relevance of these data across species and our increasing knowledge about the genetic basis for biodiversity.

In closing, the emphasis on the variable degrees of locality of data and claims about phenomena brings me back to a well-known argument put forward by Pierre Duhem a century ago. Duhem introduced his thesis about the underdetermination of theories by data\(^\text{19}\) by observing that

> An experiment in physics is the precise observation of phenomena accompanied by an interpretation of these phenomena; this interpretation substitutes for the concrete data really gathered by observation abstract and symbolic representations which correspond to them by virtue of the theories admitted by the observer (Duhem 1974 [1914], 147).

Duhemian underdetermination has long been a source of headaches to naïve realist and strict inductivist philosophers. Yet, it is often far from being a problem for scientists, many of whom need to access data gathered through experiment without necessarily buying the interpretation of those data proposed by the original “observer.” The study of how data travel in biology shows that the more claims data can be used as evidence for, the more science may develop. Data are a resource that scientists need to maximize: biologists try to extract as much knowledge as possible from the same datasets. Underdetermination in this case is a strength of scientific research. Data produced with high efforts and costs can and arguably should be used as evidence for a variety of claims about phenomena. This will not happen by itself: as I have shown, data travel requires effort and appropriate means. Further, in many scientific disciplines it is not yet clear precisely how and with which consequences data can be made to travel. This is a

---

\(^{19}\) “The physicist can never subject an isolated hypothesis to experimental test, but only a whole group of hypotheses; when the experiment is in disagreement with his predictions, what he learns is that at least one of the hypotheses constituting this group is unacceptable and ought to be modified; but the experiment does not designate which one should be changed” (Duhem 1974[1914], 187).
place where philosophy of science can effectively cooperate with science itself, by contributing to a better understanding of procedures, strategies and implications of data travel.
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