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I INTRODUCTION

This paper deals with the time series properties of returns
to equity portfolios in the UK and the US during the period 1926-T0.
The UK data used are two quarterly series of returns to a group of
quoted companies for the period 1926-70 prepared by the authors, one
for a portfolio weighted by the market value of equity, the other for
an equally weighted portfolio; each series is available in money and
in real terms. A description of the derivation of these series as well
as the data themselves will be found in [ 1] and [ 1a]. For
comparison with our value weighted portfolio we have used Ibbotson and
Sinquefield's series for the US for the years 1926-T5 [22]. No suitable
quarterly series have been found to compare with our equally weighted
series, but this is probably not of major importance since differences
in behaviour between the two UK series as revealed by the techniques
applied in this paper are usually small. Where only one set of figures
is given below for the UK, these are value weighted unless the contrary
is stated. Since the periods for which the two value weighted series
are available do not correspond, we confine ourselves in this paper to
the study of returns in the overlapping period 1926-70, which for
purposes of analysis has been divided into the sub-periods 1926-39,
1939-51 and 1951-70 (sometimes referred to as sub-periods 1, 2 and 3
respectively). It will be seen that the behaviour in 1939-51 is
consistently odd and perhaps not too much significance should be

attached to the results for this period. In all, there are four series



for the UK (value/equally weighted, real/money) and two for the US
(real/money), each of which may be studied for the whole period and
for the three sub-periods. In the preliminary discussion which
follows we shall often refer simply to 'the series' without

mentioning these distinctions.

Our statistical analysis takes as its starting point the
strongest hypothesis about the cumulative total logarithmic returns
process in the two countries which might reasonably be entertained,
namely that it is a two-dimensional Brownian motion with drift; the
process observed at quarterly intervals is then a normally distributed
two-dimensional random walk with drift. This means that the guarterly
total log-returns process is a sequence of independent, identically
distributed, bivariate normal variables; then for each country
separately the quarterly log-returns have independent, identical,
normal distributions. We investigate the various ways in which this
'null’ hypothesis might fail to hold, considering among other questions
those of stationarity, normality and absence of auto-correlation.

The general conclusion is that the hypothesis is an approximate
description of the series and in most cases 1s not rejected by formal
statistical tests; at the same time, close examination of the dats
suggests that there may well be certain systematic departures from the
hypothesis. In the literature on efficient markets, weaker theories
are also often considered, for example that the cumulative process is

a martingale or sub-martingale. Some of the tests which we perform are



also appropriate for testing these theories; thus, if the cumulative
de—trended return is a martingale, it will be free from auto-correlation.
In investigating the various properties we confine ourselves to the
time series of returns themselves and make no attempt to describe their
behaviour in terms of exogenous variables. The statistical discussion
proceeds as follows. In Section II we consider briefly the question

of lognormality, i.e. the normality of the logarithms of returns.

There are some indications that the sample distributions are too highly
concentrated about the mean for normality and that there are too many
outlying values, but statistical tests are not sufficiently conclusive
for the hypothesis to be rejected, particularly for the money terms
series. In the further work we therefore do not consider the
alternative hypotheses that the process is stable but of infinite
variance or that the distribution is a mixture of a normal distribution

and another which gives rise to the outlying wvalues.

Stationarity of the series, at least over sub-periods, is

desirable for statistical testing, and also highly relevant to the
possibility of estimating the rates of return on equities to be expected
in future. We have used two methods of testing for stationarity -
comparing means between sub-periods and applying tests for trend to the
series themselves. In addition, the sample variance has been examined
for differences between periods. These tests and their results are

described 1n Section III.

The above approach is not very sophisticated, but the tests have



been enough to show that it is difficult to reject the hypothesis of
stationarity of the mean in spite of large historical differences in
returns. Our general conclusion is that the variability of the series
is so great that we cannot make conclusive tests of differences

between means. As regards variance, superficial examination suggests
that in the UK this has been fairly constant over the period of our
study. In the US, however, the variance does appear to be significantly

greater in the first sub-period than in the later ones.

Other work which we have done - for example to test whether
equities are on average more profitable than gilts — leads to similar
difficulties. The sample variance is too great to allow‘means to be
accurately estimated and comparisons between means are therefore

inconclusive.

Strictly speaking, the tests for stationarity of means, variances
and correlation coefficients used in Section III presuppose independence
of the observations, which is tested only in later parts of the
paper. If the hypothesis that quarterly log-returns for the UK and
US are independent observations of the same bivariate normal distribution
is accepted, either for the full period or for a sub-period, it remains
to estimate the parameters of this distribution and in particular to
test whether the means and staﬁdard deviations differ between the two
countries and whether the two series are significantly correlated.

Since these questions turn on the same statistics and methods as the

discussion of stationarity, it is convenient to deal with them in the



same Section. It is found that differences in mean returns between
the two countries cannot be shown to be significant, but the US
variances are significantly greater than those in the UK in 1926-39
and to a lesser extent in 1951-T0. Point estimates for the parameters
of real terms quarterly log-returns for 1926-70 as a whole are 0.01k
and 0.018 for the UK and US means respectively (corresponding to about
1.4% and 1.8% rates of return per quarter), with 0.0T4 and 0.094 for

the standard deviations and 0.357 for the correlation coefficient.

Despite the inconclusiveness of the tests of stationarity, we
assume during the remaining investigations that the quarterly log-returns
process is second order stationary. The next question to be considered

is the existence of auto—correlation of any order. This is, of course,

relevant to the possibility of making money by using knowledge of
the past to improve prediction of future returns. Before applying
more general techniques for identifying cycles, we carried out a
separate investigation to see whether there are seasonal variations.
This was prompted by the fact that we have quarterly data, and by the
widely held belief that such cycles exist, which is expressed in such
stock market lore as "Sell in May - go away". Such variations might
be set up, for example, by the annual timetable of financial events
and the publication of financial statistics. In Section IV we
describe tests carried out on seasonal mean log-returns and on
seasonal ranks. At first sight there do seem to be some signs of

seasonal variation, at least in the frequency with which the four ranks



occur in the quarters, but their significance is uncertain.

Section V describes further work in which the problem of auto-
correlation has been approached in two ways: in the time domain by
building auto-regressive models and in the frequency domain by spectral
analysis. Two features are apparent, namely some positive first order
auto-regressive behaviour in the US series and a cycle of approximate
length 3 quarters in the UK. The latter feature can be linked with a
certain pattern in the auto-covariance function of the series at low
lags. As in other aspects of the work on these series, however, we

cannot show that the features are statistically significant.

In Section VI we describe another way of approaching the question
of variance and correlation which is more intuitively related to
problems as seen by the investor, whose direct interest is in the
movement of the return to his portfolio and the risk involved as he
loocks further into the future. Correlogram and spectrum are statistical
representations of properties which are relevant to the investor's risk,
but the relationship is not immediate. Even a perfectly estimated
correlogram will not show at a glance how the risk, as measured by
variance of log-return, moves as one looks into the future. We have
therefore considered the matter in a third way, by examining the plot
of average varilance per quarter for different holding periods, which we
have called the 'variance curve'. This shows how the risk of an
investment behaves with increasing length of holding. The null hypothesis

of a Brownian motion or random walk with drift implies a horizontal curve,



i.e. constant average variance of log-return.

Despite its intuitive attraction, the variance curve is inconvenient
as a basis for exact tests of significance, becsuse successive values
of the curve are not independent random variables, Such rough and
ready tests as have been done lead to the usual conclusion - there do
seem to be substantial deviations from the null hypothesis, but it

cannot be formally rejected.



11 LOGNORMALITY

(i) Discussion of results

Our investigations of lognormality, i.e. the normality of the

variables loge(l+r where 1+r is the quarterly return, make use of

o)
the Kolmogorov-Smirnov maximum deviation test as well as a x2 test.
Histograms have been constructed for the UK and US series in money and
real terms for the full period and the three sub-periods. In nearly

all cases the values are found to cluster gbout the mean more than
would be expected for a sample from a normal population. There are also
in many cases several outlying values, particularly negative ones. All
four series show variation in the shape of the histogram from one

period to another and there is some indication from the full period

that the distribution is negatively skewed.

The statistical tests have been carried out on all four series
(UK/US, money/real) for the full period and the three sub-periods.
The results are on the whole inconclusive. The only results of any
significance are for the x2 test for the UK real terms series in 1951-T0
and the US real terms series in 1939-51, when the hypothesis of normality
is rejected at the 1% level of significance. Thus we have no firm
evidence for rejecting the hypothesis of normality for the money terms
series in spite of the deviations mentioned above. For the real terms
series there is more evidence for rejection, but it is inconclusive

since results vary from period to period and according to the test performed.



The histograms for the equally weighted series appear to depart
from the normal curve rather more than do those for the value
weighted series, but the results of statistical tests are only

slightly more significant and therefore are not presented here.

(ii) Cumulative relative frequency

Graph Ila shows the graphs of cumulative relative frequency
derived from the histograms of the UK and US series in money terms,
1926-70, plotted against the corresponding normal curve. The step
function derived from a normal distribution would lie wholly below
the curve, touching it at the corners of the steps. In Graph ITa the
actual step functions lie above the normal curve at around -3 standard
deviations, indicating outlying negative values. Near the mean, the
step functions lie below the normal curve, indicating that fewer than
half the values are less than the mean, i.e. that the distribution is
negatively skewed. At 1 standard deviation, however, the step functions
have increased above the normal curve, showing a peak between the mean

and 1 standard deviation which would be absent from a normal distribution.

(iii) Kolmogorov - Smirnov test

The departures from normality described above occur with
considerable consistency from series to series and from period to period.
We use the Kolmogorov - Smirnov maximum deviation test to determine
whether these deviations warrant rejection of the hypothesis of normality.

The test statistic is the maximum vertical distance between the curves
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in Graph Ila (measured from the corner of the step to the normal curve).
Table IIa(i) gives this maximum deviation K for UK and US log-returns,
in money and real terms, for all periods, and Table IIa(ii) gives
critical values of K corresponding to different proballity levels ao.

In no case is K larger than the ecritical value even for o = 0.1. Thus
we cannot on this evidence rule out the possibility that the underlying

distribution is normal despite the apparent deviations.

(iv) x% test

For each period and each series of log-returns, values of x2 have
been calculated and Tables used to obtain the associated values of Q,
the probasbility that values of x2 at least as large as those observed
would have arisen by chance under the assumption of normality. These
values of Q are set out in Table ITb. It iIs seen that the assumption
of normality is rejected at the 1% level for the UK real terms series
in 1951-70 and for the US real terms series in 1939-51. No other
results are significant even at the 20% level. Thus we still have no
convincing evidence that the money terms series arenot normal, although

two results for the real terms series indicate absence of normality.
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Graph Ila

Cumuwlative relative fre@uency of log-returns in money terms
compared with normal distribution, 1926-70
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Table I1s

Kolmogorov - Smirnov test for normality of log-returns

(i) Values of maximum deviation K

UK Uus
Period Money Real Money Real
Terms Terms Terms Terms
1926-T0 .0k9 .054 0Tk .053
1926-39 .093 .050 .093 LOTL
193951 116 . 100 .090 .090
1951-T0 .066 .095 .052 .052

(ii) Critical values of K for various probability levels o

Period Obs o= .1 o = .05 o = .02
1926-T0 179 121 .13k .150
1926-39 5k .163 .181 .203
1939-51 L6 7T . 196 .219
1951-70 79 .136 .151 .168




Table ITb

¥2 test for normality of log-returns

Values of Q

Us
Period DF Money Real Money Real
Terms Terms Terms Terms
1926-T70 16 .35 2L L .23
1926-39 6 .5k .996 27 .72
1939-51 .62 .68 .49 .01
1951-70 .T1 .01 .18 .29

13
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ITI STATIONARITY AND UK/US COMPARISONS

(i) Discussion of results

Stationarity of the mean of the log-returns process has been
investigated by two methods. The sample means of log—-returns for
the same country in different sub-periods have been tested for equality,
and the log-return series themselves have been tested for trend.
In addition, the mean log-returns in different countries have been
compared period by period. Although some of the differences between
periods and countries look large, there is very little evidence of
significance. In some isolated cases, non-parametric tests for trend
indicate significant changes from one sub-period to another. There is,
however, no consistency in the results from different tests, and most
of them are spectacularly inconclusive. In particular we cannot on

this evidence reject the hypothesis of stationarity of the mean.

As regards variance, however, it does appear that the variance
of the US series in 1926-39 is substantially and significantly greater
than the UK variance in that sub-period, and also to a lesser extent
during 1951-70. In addition, it seems that the US wvariance in 1926-39
was greater than that in the other two sub-periods. These results
are obtained in both real and money terms. The UK series show no

significant change in variance from period to period.

There is strong evidence of correlation between the UK and US

series in all periods in both money and real terms, the coefficient
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being about .47 for the inter—war period and about .38 post-war.

All statistics in Table III below relate to value weighted
portfolios. Differences in mean and variance from period to period
for log-returns to the UK equally weighted portfolio are of the
same order as those for the value weighted series and the results

of relevant tests are also similar.

(ii) Comparisons of means

(a) Comparisons between periods

Estimates of means and standard~deviations period by period
for UK and US log-returns in money and real terms are shown in
Table IITa(i), and 95% confidence intervals for the money terms
estimates in Table IIIa(ii). (Real terms confidence intervals are
very similar.) Inspection shows that, except for the US in 1926-39,
the standard deviation is fairly\constant, so we first use a t-test
for equality of means, see EZ3] p. 21, In each case, the
probability Q that a difference in mean at least as great as that
observed would occur even if the population means were the same is
shown in Table IITb under 'basic t-test'. It is seen that the lowest
of these probabilities is 0.2, for the UK series in money terms,
comparing sub—periods 1 and 3; thus, even in this case, a difference
in means at least as great as that observed would occur in one sample

out of five if the population means were the same.
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We have in the above test assumed constant variance, but our
investigations into the stationarity of variance described below
indicate that this condition is not satisfied by our data, at least
in the US. We have therefore carried out two further tests
described in [ 4] Vol. IT pp. 141-6 which are appropriate to this

situation.

The first of these involves setting up a test statistic t
which is a function of the ratio 6 between the population
variances; t can then be evaluated for various different values of
8, whose true value is of course unknown. Table IITb gives the
probability Q described above associated with the maximum value of
t as 8 varies: lower values of t lead to less conclusive results.
In all cases these values of Q are equal to or only a little smaller

than those obtained for the basic test.

The second test which does not require the assumption of
constant variance (Scheffé's test) consists of a t-test based on the
smaller of the two samples under consideration and a random subset
of equal size selected from the larger. The associated Q-values are
also shown in Table ITIb. In most cases these values are a little

larger than those obtained for the basic test.

Since the prcbabilities resulting from these last two tests
are not greatly different from those of the basic test we may
conclude that stationarity of variance is not fundamental to the

results. In any case, we cannot conclude that the mean of any of
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the series is non-stationary.

(b) Comparison of UK and US means

To compare the means of the UK and US series we confine ourselves

to comparisons within sub-periods and consider

where subscript 1 refers to the UK and 2 to the US. If the UK and US

means are the same, v has the theoretical mean zero and variance

2 2
c =40

2
1 ¥ 0o - 2p0,0, .

We may then use a t-test to discover whether y is significantly different
from zero. The results of this test are given in Table IIIc and are seen

to provide no significant evidence of difference between the means.

(¢) Non-parametric tests for trend

Two non-parametric tests for trend described in [:5:] pp. 390-1
have been carried out on all four series for the full period and the
three sub-periods. The first test involves computing the number of

positive differences x

41 T X In the series and the second the

calculation of Spearman's rank correlation coefficient between the X,
arranged in increasing order and the same observations in temporal
order. Table IIId gives the probabilities Q that values of the test
statistics at least as large as those observed would occur even if

there were no trend. The results of the first test are completely

inconclusive, except for the UK series in real terms in 1926-39,
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where a value of .15 is obtained for Q, Smaller values of Q are
obtained from Spearman's p, particularly for the US series (real

and money) in 1951-70 where values of .02 to .03 are recorded.

This means that in only one sample out of about forty would such a
large value of p be obtained if there were no trend in the population.
The corresponding results for the first test are, however, by no

means so conclusive.

(iii) Comparisons of variances

(a) Comparisons between periods

We have tested for differences in variance between periods
using an F-test based on the ratio of the two sample variances, see
[13:] pp. 38-9. These ratios for all four series in real and money
terms are set out in Table ITIe(i)., Table IITe(ii) gives the
critical values with which these ratios should be compared at

different levels of significance.

It is seen that the F-values for the US series in the cases
where sub-period 1 is compared with sub-periods 2 and 3 exceed the
eritical values at a significance level of 0.5% by a considerable
amount. We must therefore conclude that the variance of the US
series in sub-period 1 is significantly greater than that in the

other two sub—periods, in both real and money terms.
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(b) Comparison of UK and US variances

A different procedure is needed to compare variances between the
two countries because returns are not independent. We use a method
described by Kendall and Stuart [ 4 | Vol. ii p.133 Exercise 20.19 to
derive confidence intervals for the variance ratio A = oz/oi from a
transformation of Student's t. The values of the observed ratio
L= si/si are shown in part (i) of Table IIIf and the confidence
intervals for various probability levels in part (ii). It is seen
that the null'hypothesis A =1 is decisively rejected for the period
1926-39, when the observed variance for the US was more than 4 times
that for the UK, both in money and in real terms. The rejection of
the hypothesis for the full period 1926-T70 appears to be due mainly
to the figures for the inter-war period. The values of L for 1939-51
are entirely consistent with the null hypothesis, since the value of
one lies well within all the confidence intervals considered. For
1951-T0 this value lies outside the 99% interval but inside the 97.5%
interval in the money case, providing fairly strong but not
conclusive grounds for rejection; in the real case the evidence is

somevhat weaker.

(iv) Correlation

We have tested for correlation between the UK and US series

£ =4 /(n—2)r2
- 1-r?

using the test statistic
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where n 1s the number of observations and r is the correlation
coefficient; this is distributed as Student's t with n-2 degrees
of freedom, see [ 4 | Vol. II p. 296. Values of Q, the probability
that t-values at least as large as those obtained would occur if

p = 0, are given in Table IIIg(i). This probability is less than
0.06% except in 1939-51 where it is approximately 6.5% in real
terms and 2% in money terms. The same Table shows that the
correlation coefficient is fairly stable from period to period,
particularly in money terms. The confidence intervals shown in
Table IIIg(ii) are quite wide, so that it is clear without further
tests that the coefficients cannot be shown to differ significantly.
On the other hand, we can confidently assert that there 1is

significant positive correlation between the UK and US series.



(i) Means and standard deviations of UK and US log-returns

Table IIIa

UK Us

Period Money Real Money Real
Terms Terms Terms Terms

1926-T0 | Mean | .0214k | .01398 | .02249 .01808
S.D. .07327 | .0T433 | .09437 | .09435

1926-39 | Mean | .01328 | .01502 | .01177 | .01656
S.D. .06270 | .06303 | .13651 .13312
1939-51 | Mean | .01602 | .00204 | .02775 | .01453
S.D. .07068 | .Oo743k | .07934 | .08L4k45

1951-T0 | Mean | .03016 | .02023 | .02677 | .02119
S.D. .08097 | .08122 | .06259 | .06436

(ii) 95% Confidence Intervals for means and standard

deviations of UK and US log-returns in money terms

21

Mean Standard Deviation
Period
UK Us UK Us
1926-70{ (.0107, .0322)}(.0087, .0363)|(.064k, .0850)|(.0830, .1095)
1926-39! (-.0053, .0319){~.0289, .0523){(.0521, .0788){(.113L, .1715)
1939-51{ (-.0033, .0353)|(.0061, .0495){(.0595, .0871)| (.0668, .0977)
1951-70| (.0121, .0483)|(.0128, .0kG8)|(.0700, .0959)| (.054k1, .OTk41)




Table TTTh

Comparisons of means between periods

Values of Q for wvarious t-statistics

UK Us
Periods Test
compared Money { Real | Money | Real
Terms { Terms { Terms | Terms
1 and 2 Basic t-test 8L .35 .19 .93
Max t = t(8) .84 .35 Ry .93
Random subset .85 A .51 .93
2 and 3 Basic t-test .33 .22 oL .62
Max t = t(8) .30 .20 .ok .62
Random subset ko .29 e .65
3 and 1 Basic t-test .20 .69 Lo .79
Max t = t(8) .18 .68 .39 .79
Random subset .20 .70 I .81
Table ITIc

Comparison of means between UK and US

Values of Q@ for t-test

Period Money Real

Terms Terms
1926-T0 .88 ST
1926-39 .93 .92
1939-51 .36 .38
1951-T70 .70 .92
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Table ITTd

Non-parametric tests for trend

Values of Q
UK Us

Period Test Money Real Money Real
Terms Terms Terms Terms
1926-70 | +ve diffs .38 .30 R RIS
Spearman's p .08 .2k .30 .16
1926-39 | +ve diffs .32 .15 RS RIS
Spearman's p .25 .13 b1 .33
1939-51 | +ve diffs .38 L6 46 RIS
Spearman's p .2h T AT .16
1951-70 | +ve diffs .38 .50 .38 .50
Spearman's p 37 4 .03 .02

Table ITIe

Comparisons of variances between periods

: - a2/a2
(i) Values of F Sa/sb

Periods UK US
comoared Money Real Money Real
P Terms Terms Terms Terms
1 and 2 1.27 1.39 2.97 2.48
2 and 3 _1.31 1.19 1.61 1.72
3 and 1 1.67 1.66 4.28 4.76

(ii) Percentage points of the F-distribution

Probability Level

Periods Degrees of
compared Freedom 5% 2.5% 1% 0.5%
1 and 2 v] = 53

vy = b5 1.63 1.80 | 2.00 2.17
2 and 3 vy = 45

vy = T8 1.55} 1.68 | 1.86| 1.99
3 and 1 V] = 78

Woiy | 16| 165 | 82| 1.0
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Table IIIf

Comparison of variances between UK(=1) and US(=2)

(i) Values of I, = s%/s%

1926~-T70 1.66 1.61
1926-39 hoh L.46
1939-51 1.26 1.29
1951-T0 1.66 1.59

2k

(ii) Confidence intervals for A = c%/o%
Y 95% 97.5% 99% 99.5%
ﬁ1926—70
. Money (1.48, 1.86) 1§ (1.46, 1.89) [ (1.43, 1.93)| (1.41, 1.95)
| Real (1.45, 1.79) f (1.43, 1.82) } (1.40, 1.85)[ (1.38, 1.87)
' 1926-39
Money (2.80, 8.04)¢§ (2.56, 8.78) | (2.36, 9.52)| (2.20,10.23)
Real (2.63, 7.56) % (2.41, 8.25) | (2.22, 8.95){ (2.07, 9.61)
1939-51
Money (0.72, 2.21){ (0.66, 2.41) ] (0.59, 2.68)] (0.56, 2.82)
Real (0.76, 2.19)] (0.70, 2.38) | (0.63, 2.63)| (0.60, 2.77)
1951-70
Money (1.11, 2.49)} (1.02, 2.69) | (0.96, 2.88)} (0.91, 3.03)
Real (1.06, 2.38)} (0.98, 2.58){ (0.92, 2.76)}| (0.87, 2.90)




Table ITIg

(1) Correlation between UK and US series

Correlation
Coefficient Value of Q
Period
Money Real Money Real
Terms Terms Terms Terms
1926-T70 371 357 <.0002 <.0002
1926-39 469 L7100} <.0002 .000L4
1939-51 . 3Lk 278 | L0180 .0656
1951-T0 .381 .382 | .0006 .0006

(ii) 95% Confidence intervals for UK/US correlation
coefficients in money terms

Perioa | 9% Sontidnee
1926-T0 (.10, .58)
1926~39 (.22, .67)
1939-51 (.15, .56)
1951-70 (.25, .49)




26

v SEASONAL VARTATION OF LOG-RETURNS

(i) Discussion of results

In this section we consider in a simple way the significance
of differences in mean quarterly log-returns at different times
of the year. We consider the series in money terms only, since
there are seasonal fluctuations in the price index which will show
up in the real terms series. Table IVa gives means and standard.
deviations of UK and US quarterly log-returns for the full period
1926-T0 and for all three sub-periods. The row headed 'Feb' gives
figures for the series of log-returns arising in quarters beginning

on 1st February each year and so on.

Table IVa shows that there was considerable variation of seasonal
mean log-returns in both cquntries. For the UK wvalue weighted
series the overall mean log-return for all quarters is .021k,
composed of .0398 in the August quarter, .0269 in November, .0165
in February and .0027 in May. The same pattern is apparent in the
seasonal means of the equally weighted series, the overall mean of
.0270 comprising .O0487 in August, .0326 in November, .0199 in
February and .0068 in May. At first sight these figures do lend
some support to the Stock Exchange saying "Sell in May - go away".
There is variation of a similar order in the US mean log-returns,
but in this case the largest value occurs in May and the smallest
in August. The total mean is .0225, comprising .0061 in August,

.0345 in November, .0116 in February and .0380 in May.
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Tests for determining the significance of these differences
in mean log-returns are discussed below. Briefly, if we could
take several sample sets of quarterly mean log-returns for the
full period we would expect differences as great as those shown
by our data in one sample out of ten for the UK value weighted
series, one out of twenty.for the UK equally weighted series or one
sample out of three or four for the US, even though there was no
underlying reason for it. For most sub-periods the probability of
the observed differences occurring by chance is greater. If ranks
are assigned to the quarters in each year (1 for the lowest log-
return and 4 for the highest) and tests of significance for quarterly
mean ranks are performed, the differences are such as would occur
in less than one sample out of 40 in the UK for the full period
(for both value weighted and equally Weighted series) and about one
in 33 for the US in 1926-39. The results for sub-periods in the UK
are less striking, and for the US there is little evidence of a
significant variation in the full period or the remaining sub-periods.
Of course, even if the seasonal differences were significant, it
would be necessary to postulate a mechanism for producing them which

would work differently in the two countries.

(ii) Tests for differences among mean log-returns

We test the null hypothesis that the population means for each
set of quarterly log-returns are the same. This may be tested

separately in each sub-period. For present purposes we may assume
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normality, since for the money series, which interests us here,
this hypothesis was not rejected by the tests carried out in
Section II. Inspection of Table IVa suggests that it is reasonable
to assume that all observations have a common standard deviation

o, at least within the period or sub-period considered. Simple

standard tests for differences among means are therefore available.

An appropriate procedure for testing the hypothesis is an
analysis of variance test, which assesses the significance of
differences among the sample means for the four quarters by
comparing them with the differences among the observations within
samples. The resulting test statistic FO has the distribution of
Fisher's F with L-1=3 and N-U4 degrees of freedom, where N is the
total sample size, see [ 4] Vol. IT pp. 503-4 and [ 3]

p. 169. For large samples there is an alternative test statistic

S which is distributed as x2 with 3 degrees of freedom.

A more refined test first eliminates the variance arising
from the fact that in each quarter we have observations from the
same n years (Un=N assuming a full set of observations in each year).
The resulting test statistic F! is also distributed as F but with 3 and

3(n-1) degrees of freedom.

Values of FO and Fl! for all periods and of S for the full
period are given in Table IVe below; their significance will be

assessed after a brief discussion of rank tests.
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(iii) Tests for differences among ranks

It is of some interest to consider whether high or low mean
log-returns in particular quarters are due to the frequency with
which these quarters have higher or lower log-returns than other
quarters in the same years, rather than exceptionally large or small
values on a few occasions. Some insight into this question can be
obtained by considering statistics of the quarterly ranks of log-
returns rather than the log-returns themselves. In each year the
rank 1 has been assigned to the quarter having the lowest log-return,
the rank 4 to that having the highest, and the mean quarterly ranks
have been tabulated in Table IVb. Note that the random variable
'rank' has theoretical and sample mean (1+2+3+L)/4 = 2.5 and

standard deviation v{(12+22+32+42-2,52xh)/k} = 1.118 in each year.

The tests for differences among mean ranks used here are the
same as those used for mean log-returns. The variable 'rank' is not
normally distributed, but since the sample sizes are quite large it
seems reasonable to use the F-test described above in this case
also: the test is described by Kendall and Stuart as "remarkably
robust to departures from normality" [ 4 | Vel. II p. 504. The
values of F obtained for ranks appear on the right hand side of
Table IVe(i). As a check on the result for the full period, we also
give the value of S for ranks; in large samples this statistic,
like its counterpart for log-returns, has the distribution of x2

with 3 degrees of freedom.
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(iv) Significance of results

The significance of the results given in Table IVc(i) can be
assessed by comparing the values of F and S with the percentage
points of the corresponding distributions, some of which are set out
in Tables IVe(ii) and (iii). Briefly, the values of the test
statistics for log-returns seem too low to be interesting
individually. The values of F0 for the UK value weighted series
for the full period and 1939-51 are at about the 10% level,
corresponding to chances of 9:1 against the occurrence of
differences among quarters at least as great as those observed if
the null hypothesis is true. Values of Fl for these two periods and
of S for the full period are around the same level. For the equally
weighted series values of all statistics for the full period are
around the 5% level, but sub—period values are much less significant.

The most significant US result is around the 15% level.

The statistics for ranks are more significant, particularly in
the UK where in the full period both FO and S are significant at the
2.5% level for both series. This is equivalent to chances of more
than 40:1 against the occurrence of differences in mean as large as
those observed. The values of F! for this period are both about the
5% level, as are the values of FO for both UK series in 1951-70.

The equally weighted series also has a value of FO at about the 3%
level in 1926-39. For the US in 1926-39, FV is also around this level,

but other values of the US statistics are not at all significant.
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(v) Outlying observations

The improved results obtained for the UK series when ranks are
used instead of log-returns indicate that the differences among mean
log-returns are not on the whole caused by a few very large or small
values. To demonstrate this we show the effect on mean log-returns
of values lying more than two standard deviations from the mean.
Table IVA shows, for the full period, the incidence among quarters
of such observations and the effect on mean log-returns of omitting
them. It is seen that for the UK value weighted series, values lying
more than two standard deviations from the mean have little effect.
The UK equally weighted series behaves somewhat differently since
the two large negative values in May are seen to play a considerable
part in depressing the return in that quarter. In the US, the low
return in August is almost entirely due to the occurrence of five

large negative values in that quarter.



Table IVa

Means and standard deviations of quarterly log-returns

Quarter 1926-T0 1926-39 1939-51 1951-T0
Beginning Mean S.D. Mean S.D. Mean S.D. Mean S.D.
(a) UK VW
Feb .0165 L0623 | -,0013 .0523 .0033 .0k439 .0362 L0733
May L0027 .0831 .0135 L0660 .0235 .1086 .0096 L0792
Aug .0398 L0827 .0Lk22 .0623 .0361 .0609 .0koh . 1061
Nov .0269 .0583 | -.0002 .0668 .0L438 .0353 .0348 . 0600
Total L0214 .0733 .0133 .0627 .0160 .0707 .0302 .0810

(b) UK EW
Feb .0199 .0586 .00kL6 .0kT9 L0071 .0395 L0377 .00k
May .0068 .08u4T L0134 L0672 L0072 L1113 .0100 .0830
Aug L0487 .0823 .0551 .0832 .0357 .06L6 L0522 .0936
Nov .0326 .0588 | -.0001 .0721 .0537 .0330 .ob17 L0546
Total .0270 .0733 .0179 .0699 .0233 .0705 .0353 0772

(¢} US VW
Feb .0116 .0832 | -.0167 . 1202 .0140 L0750 .0300 L0lbT72
May .0380 L0941 L0687 . 1290 .0326 .080L .0195 L0681
Aug .0061 L1047 | -.0296 L1567 .0370 .0901 .0108 .0605
Nov .03h5 .093L .0224 .1318 L0267 .0796 LOLTT .0710
Total .0225 .09LL .0118 .1365 .0278 L0793 .0268 L0626

VW: Value weighted
EW: Equally weighted

ce



Table IVb

Mean ranks of quarterly log-returns

Quarter | - - — -
Beginning 1926-70 | 1926-39 | 1939-51 1951=T0
(a) UK VW

Feb 2.311 2.286 2.091 2.450
May 2,200 2,571 2.182 1.950
Aug 2.911 3.154 2.677 2.900
Nov 2.546 2.077 2.917 2.632
(v) UK EW
Feb 2.333 2.286 2.091 2.500
May 2.178 2.571 2.182 1.900
Aug 2.867 3.231 2.667 2.750
Nov 2.591 2.000 2.917 2.790
(e) US VW
Feb 2.378 2.143 2.182 2.650
May 2.711 3.143 2.455 2.550
Aug 2.245 2,000 2,667 2.150
Nov 2.636 2.692 2,667 2.579




Table IVc

Tests for differences among quarterly mean log-returns and ranks

(i) Values of test statistics

UK Us
Period N-L VW EW VW
FO Fl S FO Fl S FO Fl S
(a) Log-returns
1926-T0 175 2,111 2,15 6.21 | 2.75] 2.82 | 8.02 | 1.30] 1.48 |3.88
1926-39 50 1.401 1.89 1.78] 2.02 1.481 1.8L
1939-51 ko 2.k21 1,95 1.851 1.5k 0.171 0.16
1951-T0 75 0.59 ] 0.56 1.104{ 1.10 1.26| 1.19
(b) Ranks
1926-T0 175 3.72| 2.69[10.70 { 3.b2} 2.4719.85 [ 1.73] 1.26 |5.13
1926-39 50 2.431 1.7k 3.21] 2,30 3.2} 2,22
1939-51 ko 1.4} 0.98 1.4h | 0.98 0.47] 0.33
1951-70 75 2.721 1.88 2.85] 1.98 0.80] 0.55

€
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Table IVe (contd.)

Tests for differences among quarterly mean log-returns and ranks

(ii) Percentage points of F with 3 and M degrees of freedom

Probability level
M
25% 10% 5% 2.5%
4o 1.6h2 2.23 2.84 3.46
60 1.41 2.18 2.76 3.3k
120 1.39 2.13 2.68 3.23
w 1.37 2,08 2.60 3.12

(iii) Percentage points of y2 with 3 degrees of freedom

Probability level

25%

10%

5%

2.5%

6.25

7.81

9.35




Table IVd4
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Effect of outlying values on mean log-returns, 1926-T0

Number of values

outside 2 Mean
Quarter standard deviations excluding Overall
beginning these mean
tve —ve values
(a) UK VW
Feb - - .0165 .0165
May 1 2 .0087 .0027
Aug 3 1 .0350 .0398
Nov - - .0269 .0269
(b) UK EW
Feb - - .0199 .0199
May - 2 .0168 .0068
Aug 2 1 .0LL6 L0487
Nov - 1 .0369 .0326
(c) US VW
Feb - 1 .0185 .0116
May 1 1 L0377 .0380
Aug - 5 .0348 .0061
Nov 1 1 .0368 .0345
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v AUTO-CORRELATION

(i) Discussion of results

In this section we investigate more generally the existence of
auto-correlation in the series; in particular, we wish to test the
hypothesis that the series are purely random or 'white noise'.

First we use spectral analysis to indicate cycles in the data and
show up auto-regressive patterns. Where appropriate, auto-regressive
models may then be fitted to the data and their goodness of fit
analysed. Money terms series have again been used to avoid picking
up cycles which originate in the price index, but in fact it is shown
below that the spectra of the real and money terms series are very

similar.

The analysis yields no evidence which is significant at more
than the 10% level that the series are not random. The most
significant feature is a slight auto—regressive pattern in the US
series over the full period 1926-T0. TFurther, the UK spectra have a
peak at a frequency of approximately .3 cycles per quarfer
(representing a wavelength of about three quarters) which, although
not particularly significant, does occur consistently in the full
period and in all three sub-periods. It is shown that this peak is
related to a particular pattern in the auto—covariance function at
low lags, i.e. the auto—covariances at lags 1 and 2 are both less than

those at lags 3 and 4. The first pair of auto-covariances may be
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positive or negative, but typically the second pair are positive.

This auto-covariance pattern is absent from the US series.

(ii) Methods

Spectral analysis depends on the fact that a time series may be
considered as a weighted sum of cyclical components of different
frequencies. The spectrum (spectral density function) of the series
shows what proportion of the total variance of the series is
associated with each component — see | 6 | for a full discussion.

A random or 'white noise'! series has equal amounts of variance
arising at all frequencies, so that its spectrum is a horizontal line.
Thus any departure of the spectrum of a series from the horizontal
indicates some cycle or trend, and i1f the deviation is greater than
would be expected to arise from sampling error, we may conclude that

the series i1s not random.

The significance of deviations from the horizontal may be assessed
in two ways. First it is possible to compute confidence intervals
for the. logarithm of spectral density at different levels of
significance. (The logarithm is used since the width of each
confidence interval will then be the same at all frequencies.) If the
log spectral density is plotted, any feature in the curve whose
amplitude exceeds the confidence interval at a particular level of
significance may be considered significant at that level. Secondly,

the integrated spectrum may be used for a significance test. The
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integrated spectrum at a given frequency is the sum of the variances
due to componenfs at all frequencies less than or equal to the given
one. For a random series, since the spectrum is a horizontal line,
this sum of variances will be proportional to frequency, and the
integrated spectrum will be a line passing through the origin at an
angle of 45° to the axes. The significance of any departure of the
integrated spectrum from this line may be determined by means of

the Kolmogorov - Smirnov test [ 6 ] pp. 234-T7.

(1ii) Spectra of log-return series in money terms

Graphs Va(i)-(iv) show the spectra of UK and US log-returns in
money terms for the full period 1926-T0 and the three sub-periods.
Except for the UK in 1939-51, all the spectra have a peak at small
values of f, indicating long term components, and the UK spectra
also have a peak at approximately f = .3 cycles per quarter, although
this is not very marked in 1951-70. This peak is totally absent from
the US spectra, which are all rather dissimilar, although the full
period and 1926-39 show a slight auto-regressive pattern (spectrum
decreasing from £ = 0 to £ = 0.5). Confidence intervals show that

none of these features can be considered significant at the 5% level.

Graph Vb shows the integrated spectra for the UK and the US
series in the full period. It is seen that for the US there is a

departure from the 45° line which is significant at about the 10% level.
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That this is due to the slight auto-regressive nature of the series
can be shown by fitting a first order auto-regressive equation to

the data (see (v) below).

(iv) Auto-covariances

Although the peak at £ = .3 in the UK spectra is not a feature
of any great statistical significance, it does occur consistently
and reasons for it and for the absence of a similar peak from the US
spectra have been sought. Examination of the first few auto-
covariances of the UK series shows that there is a consistent pattern
which is absent in the case of the US., TFor the UK, auto—-covariances
at lags 1 and 2 are relatively low compared with those at lags 3 and
4, this pattern being more marked in some periods than in others.
The US auto-covariances do not conform to this pattern in any period.
Since the auto-covariances at low lags have more influence on the shape
of the spectrum than those at higher lags, it seems likely that the
pattern of two low values followed by two higher ones is linked with
the appearance of the peak at f ~ .3. This can be shown by computing
the spectra of several simple auto-covariance functions in which the
first four values have this pattern and the values at higher lags are
Zero. Ali such spectra have a peak at f = .3, whereas there is no
such peak in the spectra of other simple auto—covariance functions
which approximate those of the US series. It may further be shown
that the basic shape of the spectra is not unduly influenced by the
'tail' of the auto-covariance function, i.e. the values for lags

greater than 4.
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We may thus conclude that the peak at f = .3 in the UK spectra
is associated with relatively low auto-covariance at lags 1 and 2
(i.e. between values arising three or six months apart) combined with
relatively high auto-covariance at lags 3 and I (i.e. between values

arising nine months or one year apart).

(v) Auto-regression

The spectrum of the US series for the full period shows a slight
auto-regressive pattern, in that there is a tendency for the spectral
density to decrease from f = O to £ = 0.5. The integrated spectrum
test shows that the same series displays a departure from white noise
which is significant at the 10% level and which may be due to this
auto-regressive pattern. To investigate this possibility we examine
the residuals of a first order auto-regressive equation fitted
by ordinary least squares. The results of the regression are given
in Table Va; it is apparent that the fit is not particularly good,
since the value of R? is small and the standard error of residuals
0: is little less than the original standard deviation of the series

(notation as in Malinvaud [5 ] ).

Graph Ve shows the spectrum and integrated spectrum of the
residuals of this auto-regression compared with those of the original
series. The spectrum of the residuals is much closer to a horizontal
line and the integrated spectrum departs very little from a line
at hSO to the axes, indicating that despite the poor fit the auto-
regressive equation has accounted for the bulk of the observed

departure from white noise.
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(vi) Log-returns in real terms and UK equally weighted portfolio

Graphs Vd and Ve compare the spectra of money terms and real
terms log-returns for the UK and the US in the full period.
Graph V4 also shows the spectrum of the UK equally weighted series
in money terms. The real terms series have been derived using price
indices smoothed to eliminate seasonal fluctuations. The graphs show
differences between the real and money spectra and between the
equally weighted and money weighted spectra to be very small.
No further analysis of this type has therefore been considered

necessary for real terms or equally weighted series.



Table Va

First order auto-regression of US log~return series in money terms

Auto-regression equation: x, = ax + b+ e

1 t-1 t
u = .0225 RZ2 = .04L3
X
t,
*
o = .0947 o = .0927
X € .
1
a = .2101 b = .0180
o, = L0738 o, = .0072
T, = 2.85 T, = 2.52
Durbin-Watson statistic = 2.02
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Graph Vb

Integrated spectra of UK and US log-returns to value weighted
portfolio in money terms, gross of tax, 1926-70.
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Graph Vd

Spectra of log-returns to UK value weighted portfolio in money
and real terms and equally weighted portfolio in money terms only, 1926-T0
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Graph Ve

Spectra of log-returns to US value weighted portfolio
in money and real terms, 1926-70.
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VI VARTANCE CURVE

(i) Definition

Part of the purpose of the present work is to shed some light
on the risk properties of the log-return series. Although we have
gained some information from the preceding analysis, it does not give
straightforward answers to the questions an investor might ask about
risk. In search of a more intuitive approach we examine the average
variance per quarter for different holding periods. This is defined
as follows: let ci be the theoretical variance of log-return for
investments with holding period T quarters; then the average varlance
is oi/r and the 'variance curve' is obtained by plotting ci/r against T.
In order to estimate this curve we plot V., an unbiased estimator of
Gi/T whose derivation is given in the Appendix. Graph VIa shows the

estimated curves for all four value weighted series (UK/US, money/real).

It should be noted that these curves are closely related to
the auto-correlation coefficients discussed above. A positive/negative
sum of correlation coefficients for holding periods not exceeding T
gives rise to an increase/decrease in average variance between T and

T + 1. Precise formulae will be found in the Appendix.

These formulae also demonstrate the major difficulty encountered

in attempting to derive statistical tests based on the variance curve.
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Although in large samples the auto-correlation coefficients of
different orders are approximately independent, v, involves a
cumulative sum of such coefficients and successive values are
therefore related. A second difficulty arises, particularly in

the case of sub-period variance curves (see below), when investments
with long holding period are considered., Comparatively few
disjoint observations are available for calculating average
variance, and although it is possible to overcome this problem to
some extent by taking overlapping periods of constant length, this
makes the derivation of tests more complex. TFor this latter reason
also, not too much significance should be attached to values of

average variance for long holding periods.

(ii) Behaviour of risk with holding period

The 'geometric' Brownian motion theory of stock market returns
suggests that Gi/T should be constant. Indeed, if log-returns in

different quarters are independent and have the same variance

2

2 _ <2 2 -
gc = cl,then oL = TO}

and risk as measured by the variance of log-
return grows linearly with the length of period. An alternative
theory - that all risks cancel out in the long run - can be
translated into the assertion that oi/T + 0 as T > », Graphs of
UK and US variance in money and real terms (Graph VIa) do not bear
out either of these simple hypotheses. It seems that risk per

quarter increases sharply for holding periods of up to 6 or 7

quarters, then falls consistently until around 25-30 quarters.



51

Thereafter there are further fluctuations, which should not be
regarded as very significant, but the graphs do suggest that the risk
settles down to a 'permanent' level which cannot be eliminated by

further prolonging the investment.

(iii) Sub-period variance curves

Variance curves in money terms for the three sub-periods are
plotted on Graph VIb. Because of the smaller number of values
available for the shorter series the graphs are plotted for holding
periods of less than 25 quarters only, but even then not too much
attention should be paid to values at the higher end of this range.
It is seen that the peak in the curve at holding periods of 6 or 7
quarters is not a completely consistent feature, varying
considerably in size from period to period and being totally absent
for the sub-period 1939-51 in the UK. The size of the peak is
determined by the first few auto—correlation coefficients, large
peaks occurring when several of these are large and positive
(i.e. around .2 to .3) as in the UK in 1926-39. Smaller peaks
occur when some of these coefficients are small or negative.
Individual quarterly log-returns can have considerable influence
on the sub-period variance curves. In particular, three large
values in the UK series occurring in 1932 and 1933 seem to be
mainly responsible for the very large peaks in the variance curves

of the sub-period 1926-39.
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(iv) Equally weighted series

Graph VIc shows the Variance curves for the UK equally
weighted series in money and real terms, 1926-T70, compared with
the curves for the corresponding value weighted series.. The curves
are seen to be similar in shape although the equally weighfed
curve lies above 1ts value weighted counterpart in both money and
real terms, the two pairs of curves being almost parallel for
holding periods of more than 25 quarters. The difference is mainly
due to higher auto—correlation at low lags in the equally weighted
series, particularly in real terms, since at lag 10 the distance
between the curves is half its maximum value in money terms and

two thirds in real.

The sub-period variance curves for the equally weighted series

are very similar to those of Graph VIb.



Graph VIa

Variance curve of log-~returns to UK and US value weighted portfolios
in real and money terms, 1926-T0.
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Graph VIb

Variance curve of log-returns to value weighted portfolio in money terms only by sub-periods
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Graph Vic

Variance curve for UK log-returns to value weighted

and equally weighted portfolios, 1926-70.
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APPENDIX

Variance curve formulae

(i) Unbiased estimator of average variance

Let Y

£ t =1,....,N be random variables of the form loge(1+r )

t

2

with common mean p and variance o<. Let Yy be observations on Yt'

-1
Define Zt,T =jzo yt+j’ where yt+j = yt+j—N if t+3 > N.
1 N 1 N
= — = 2 = 2 - 2
Then mo= g ; Zt,'r mT and sZ =y ; (Zt’T mT) .

We seek an estimator v of o2 = Var(z ) such that E(v ) = o¢?/<.
T T t,T T T :

2

N
2 = l. _ _ _ 2
Set 52 =3 ; [Zt,-r 1 (m'r u'r)]
N
-1 _ 2 _ 220 - )2 . -
= q ; (Zt,'l‘ 'IJT) 4 (m ]J) since uT Tu
N
E(s2) = E lZ (z, _ - u)?| - t2B(m - n)?
T N 1 t,T T
2.2
= o,zr -ra NG since E(m - p)2 = var(m) = o¢2/N
=02—:[_E.(EL).—N—sinceE(52)=02_°1___l\T__1_02_
T N N-1 1 1 ﬁ- N 1
2.2
. E(S% _ T Sl) - 0"2[_
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2 2 o2
Thus BT o) =, e
52 1s?
v = — + —— 1s the required estimator.
T T N-1

(ii) Serial correlation and average variance (theoretical parameters)

From above

)

T) = var(Y1+Y2+.....+Yt+T_1

Thus

gg = var(Y1+Y2) var(Yl) + Var(Yz) + 2 COV(Y13Y2)

202 + 202p; = 202(1+py)

where P, is the auto-correlation coefficient at lag t.

0% = var(Y1+Y¥p+Y3) = var((Y;+Y,) + Y3)
= 02 + 02 + 2 cov(Y1+Y,,Y¥3)
5 2513

= c% + 02 + 202(py+po)

= o2 + o (1+2(p1+p5)) (1)

= 02(3+bp1+2p5) (2)



Generalising formula (1) we have

2 =92+ o2(1+ +p ot +
62, = 62 + o2(142(p1%0z*. .40 )
2 k2 - <2
0%y 07~ O _
or = p1+p2+....+pT
202

This can be used to calculate the P iteratively given values

of the o2.
T

Generalising formula (2) we have

- =1
o2 [t +2) pi(T—i) , or
- 1

g2
T

02 2 P Ti1 i
T =0 1+ 2 p.(1 -=)
T L 1 1 T

Hence by differencing and rearranging

0$+1 - G% . 2 % ip
w1 T ) gy

This can be used to calculate values of the G%/T given values

of the pT and o2.
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