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Varieties of memory, varieties of reconstruction, varieties 
of memory trace
Simon Alexander Burns Brown

Centre for Philosophy of Natural and Social Science, London School of Economics and Political 
Science, London, UK

ABSTRACT
The biological world is rich in variation, both in bodies and in 
minds. A particularly clear case is memory, where traditional 
taxonomies increasingly face challenges capturing the full 
extent of variation. Meanwhile, a central debate within phi
losophy of memory has focused on whether episodic mem
ory requires memory traces, given the role of simulation in 
episodic remembering. Do other forms of memory involve 
traces and simulation in the same way as episodic memory, 
and if they do, does this undermine episodic memory’s claim 
to be a natural kind? Trace minimalist approaches see the 
role of simulation in memory retrieval as a means of extract
ing a rich, reliable yet fallible representation from a trace 
storing compressed information. This insight can be general
ised to a broader class of theories, Minimal Trace Minimalism. 
Within this broader class, ‘Trace Pluralist’ theories suggest, 
surprisingly, that the basic computation of compressed sto
rage and potentially fallible reconstruction shows up not just 
in episodic memory, but equally in paradigmatic cases of 
semantic memory. This motivates replacing the episodic/ 
semantic distinction with a richer, more systematic array of 
categories, and reevaluating our understanding of semantic 
memory and related notions such as belief.
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1. Introduction

This paper will suggest new ways of thinking about kinds of memory. It will 
suggest that semantic memory is likely to involve reconstruction in much 
the same sense – and for much the same reasons – as episodic memory. It 
will suggest that neither episodic nor semantic memory need constitute 
well-defined, clean kinds, underpinned by distinctive mechanisms. Rather, 
each is likely to come in many overlapping varieties, across different cases 
within individuals but especially across species.
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Such a conclusion may be exasperating to a certain kind of theorist, who 
expects science to traffic in well-defined categories. However, before turning 
to more detailed arguments favoring such views, one can start to develop 
more favorable intuitions by turning to memories of school science classes.

In secondary school, I preferred physics to biology. This was partly 
thanks to idiosyncratic features of the classes, but there was also an element 
of teenaged laziness involved. I did not like biology’s making me memorize 
all those facts—the parts of a cell, the classes and orders and families. I liked 
being able to memorize a handful of equations and derive everything else in 
the exam.

These differences in what is taught in biology and physics classes are not 
purely accidental. Deep differences in subject matter support these different 
approaches. Biology is characterized by variety and by exceptions. The best 
candidates for laws in biology relate to evolution by natural selection; and 
natural selection implies variety – there needs to be variation to be selected 
on, and intermediate forms to evolve through. As Murray et al. (2017, p. 14) 
put it, “natural selection produces advantages, not parsimony.” 
Understanding the biological requires allowing for imperfect patterns, 
abundant fuzzy-boundaried kinds, and special cases.

All this is doubly true for cognition, characterized by even more complex
ity and variation than other biological capacities, thanks to learning (hence 
determination by one’s unique series of experiences), flexibility, and crea
tivity. Neat, definitive taxonomies are possible here, but should not be 
expected: adequate taxonomies are likely to need many categories, to be 
riven with exceptions and intermediate cases; and to sit alongside equally 
useful cross-cutting taxonomies, especially when including other species.

Psychology nonetheless often posits clean, simple taxonomies. Especially 
in memory science, dichotomies have ruled: long-term/short-term; declara
tive/procedural; episodic/semantic. Yet any categorization of memory sys
tems must reckon with variation across species. We face the Problem of 
Interspecific Variation (Boyle & Brown, 2025; cf. related discussion in; Boyle,  
2022, 2023; Keven, 2022; Malanowski, 2016; Pan, 2022): on any way of 
characterizing episodic memory, there are almost certainly species with 
systems, processes or states with some of the relevant features but not 
others. Under what conditions should we categorize these as genuine epi
sodic memory, or as merely episodic-like? Closely related is the Problem of 
Alternatives (Boyle & Brown, 2025): insofar as other species might have 
episodic-like memory which is not episodic memory proper, should this be 
thought of as semantic memory, associations, or some other category? And 
how should these types be individuated across species in light of variation? 
Murray et al. (2017) identify no fewer than seven memory systems operating 
just in humans, each with its own distinctive evolutionary history, without 
even attempting to search for systems unique to non-human species. Others 

2 S. A. B. BROWN



have rethought the episodic-semantic distinction even in the human case 
(Addis & Szpunar, 2024; Aronowitz, 2022; De Brigard et al., 2022; Henke,  
2010; Rubin & Umanath, 2015; Sherman et al., 2024).

Much of philosophy of memory has focused on a somewhat independent 
question: it has taken for granted episodic memory’s distinctness from other 
forms of memory, and asked what if anything sets it apart from imagination. 
Roughly, causalists claim that episodic memory involves a memory trace, 
while simulationists claim that episodic memory can occur without 
a memory trace, and is therefore not fundamentally distinct from imagina
tion. Trace Minimalism (TM) offers an intermediate position, on which 
simulation is indeed central to episodic memory, but a distinctive kind of 
simulation that draws on memory traces.1

As Michaelian and Robins (2018, p. 14) aptly characterize the debate 
since the classic presentation of causalism in Martin & Deutscher (1966), 
“Like most subsequent causal theorists, Martin and Deutscher focus on 
episodic memory, memory for past events.” This “focus on episodic mem
ory” can take two forms: explicitly offering a theory designed to only apply 
to episodic memory; or implicitly assuming that one’s theory will generalize 
to memory in general. Martin and Deutscher explicitly claim that their 
account generalizes with a few modifications, although they do little to 
substantiate this. The subsequent literature has often had less to say on non- 
episodic memory.

But if episodic memory as a category is likely to be blurred, we should ask 
about the role of memory traces and simulation in other forms of memory. 
Attempting to generalize accounts of the role of imagination in memory can 
give rise to new ways of thinking about memory traces and their role in all 
forms of memory. And these ways of thinking about memory traces suggest 
ways of approaching the question of the taxonomy of memory.

I will illustrate this through showing how different views within one 
family of approaches to the issue of memory traces and simulation – 
which I call Minimal Trace Minimalism (MTM) – suggest very different 
accounts of semantic memory and its relationship to episodic memory. All 
versions of MTM claim that episodic memory involves both traces and 
simulation, because they interact in a specific way to gain distinctive advan
tages for cognition. Traces compress large amounts of information. Given 
that simulation can be used to reconstruct full representations on the basis 
of these compressed traces in a reliable way, this gives subjects access to 
sufficiently accurate representations of a much wider array of events than 
would otherwise be possible. MTM constitutes a plausible, distinctive posi
tion in the debate on traces and simulation. However, it is consistent with 
a wide range of views about the reconstruction processes and traces 
involved. On some of these, such as Werning and Cheng’s Trace 
Minimalism (TM), episodic memory involves a highly distinctive kind of 
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trace and of reconstruction. However, other views are plausible, including 
Trace Pluralism, on which multiple kinds of trace and of reconstruction are 
involved in different cases of episodic remembering. Thinking through 
Trace Pluralism will point to a further radical possibility: even paradigmatic 
cases of semantic memory may involve the same kinds of simulation, 
reconstruction, and memory traces as episodic memory.

I begin by summarizing TM’s key insight concerning the role for com
pression in memory (Sec. 2). Sec. 3 shows how this insight can be general
ized beyond the specific commitments of TM, articulating MTM and Trace 
Pluralism and providing reasons to think the latter is plausible. Sec. 4 shows 
we can fruitfully apply a very similar framework to semantic memory, with 
major implications for our understanding of even paradigm cases of seman
tic memory. Sec. 5 defends the idea that allowing for reconstruction in 
semantic memory does not illegitimately confuse reconstruction with infer
ence. Sec. 6 considers the upshot for our taxonomy of memory: while we 
could distinguish kinds of memory on the basis of distinct varieties of 
compression and reconstruction, the result would be rather different to 
the standard episodic-semantic distinction.

2. Trace minimalism

TM has been developed by Cheng, Werning, and collaborators (Cheng & 
Werning, 2016; Cheng, Werning, & Suddendorf, 2016; Fayyaz et al., 2022; 
Werning, 2020). Its core idea is that episodic remembering involves simula
tion and memory traces collaborating in a specific way, inspired by a 
prominent account of perception. Predictive processing accounts see per
ception as making uncertain, error-prone, but generally reliable predictions 
of what is going on around us on the basis of a general model of the world 
and sparse sensory inputs. TM sees episodic memory as making uncertain, 
error-prone, but generally reliable predictions about particular past events 
on the basis of a general model of the world and sparse memory traces. The 
brain thereby produces a representation of a scenario, a coherent temporal 
sequence of events, generally including spatial layouts and a setting, parti
cipants, and their interactions.2 Memory traces do not specify all this; 
instead they specify a limited portion or gist of the pattern of activity that 
does represent a whole scenario. Producing a full representation of the past 
event involves filling out the rest of this pattern via computations which, in 
effect, estimate the most likely properties of an event to have given rise to 
this memory trace, given the brain’s general model of the environment. That 
is, memory traces are compressed representations of scenarios, which can 
only be turned into full representations of scenarios through reconstruction.

In general, compression involves transforming a representation into 
a representation (or, more precisely, information-carrying entity) 

4 S. A. B. BROWN



which uses fewer bits. In the context of the brain compressing rich 
sensory-cognitive-emotional representations of scenarios, the relevant 
kind of compression will generally be lossy compression, where some 
information is stripped out entirely. A good lossy compression algo
rithm will strip away only irrelevant aspects of the initial representa
tion, and especially redundant information, which can be reliably 
reconstructed from the information that remains in the compressed 
representation.

This reconstruction process is a key reason why remembering can be 
inaccurate: the regularities used to bridge the gap between trace and full 
representation might have changed since encoding; precise details are not 
fully determined by trace and regularities in any case, with multiple versions 
of the event deemed tolerably accurate; and on top of this, depending on 
how the trace is stored it too may have changed. Yet remembering will be 
broadly reliable: the relevant regularities will not have changed that much, 
attention will have ensured that the most important aspects of the scenario 
were encoded in the memory trace, and so on. The perception analogy is 
again helpful: it too is broadly reliable, especially in naturalistic scenarios 
and about aspects of the scene most likely to be important (Werning, 2020, 
p. 316).

A key attraction of TM is its promise of reconciling the attractive ele
ments of both causalism and simulationism, while avoiding their pitfalls.

Causalism accounts for episodic memory’s reliability, by positing traces 
which retain information from past experiences. But it struggles to account 
for various phenomena which are naturally predicted by trace minimalism. 
Werning and Cheng give several, including “epistemic generativity” 
(Werning, 2020), and evidence of simulation, especially distortion at retrie
val, which undermines simple forms of Causalism according to which the 
entire content of an instance of remembering derives directly from a trace. 
But a particularly interesting argument for TM over Causalism is that the 
latter is information-theoretically implausible:

Insofar as important information about the scenario can be reliably 
reconstructed on the basis of a much more minimal trace, traces themselves 
do not need to store more information than is necessary for that reconstruc
tion. Thus, lossy compression can enable a greater amount of information to 
be available later, to a tolerable degree of accuracy, for a given storage 
capacity. Werning (2020, p. 217) claims that remembering as much as we 
in fact can would exceed the informational capacity of our brains if we did 
not use compression; at the very least, doing so would be expensive 
evolutionarily.3 The general idea that compression is important to memory 
traces back to Barlow (1961/2012), via models of hippocampal function such 
as those of, Teyler & DiScenna (1986), Treves & Rolls (1994), and 
McClelland et al. (1995), and is endorsed explicitly by many contemporary 
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views of episodic memory (e.g., Kerrén et al., 2025; Nagy et al., 2025). Hints 
of the view can even be found in historical philosophy (De Brigard 2014, 
p. 405).

Like TM, Simulationism also posits more reasonable amounts of storage 
than Causalism, and can easily explain distortion. However, Simulationism 
faces a challenge which TM can avoid. Insofar as Simulationism rejects the 
necessity of a causal link between remembered experience and remember
ing, and insists that remembering is just a form of imagination, it faces 
a challenge of accounting for how that form of imagination manages to be 
reliable about the specifics of particular events. Werning (2020) gives an 
extensive formal argument that reliability of this kind can only be achieved 
through a causal link to the event in question. Trace Minimalism posits such 
a link. Relatedly, Cheng (2024) argues that unique features of how 
a particular event played out are much more likely to be captured by 
a simulation based on a memory trace, than are unique features predicted 
of a future event on the basis of merely semantic memory: i.e., episodic 
memory is likely to be closer to the truth if it uses a trace.

A dedicated simulationist can reply that while there does need to be 
a causal link carrying information from the original event to reconstruct it 
reliably, this need not be a trace. In principle, it would be possible to 
accurately reconstruct some past events on the basis of general semantic 
information or testimony specifying enough unique features of those events, 
just as experts can reconstruct specific historical events without having 
themselves experienced them. However, TM could respond with an argu
ment that relying on such processes alone would be highly atypical for 
a well-designed system: it would seem highly maladaptive to not use mem
ory traces in something like the way posited by TM nearly all of the time. 
This argument would draw on parallel considerations to the information- 
theoretical argument given by Werning against Causalism: just as relying 
entirely on stored information with no reconstruction implies storing 
excessive amounts of information, relying entirely on reconstruction is 
likely to require excessive amounts of computation. Traces can be specia
lized for reconstruction, containing just the information that reconstruction 
processes will predictably use. Drawing on whatever information happens to 
be at hand instead of such traces will require much more energy at the 
reconstruction phase. Think back to the case of learning physics. My pre
ferred strategy was heavy on computation to enable minimal storage: 
I would only learn a handful of equations and derive the rest in the exam 
as needed; but this relied on being able to do all of those computations in the 
exam. Had I instead learned a greater number of equations, with some of 
them being special cases of the equations I did learn, I could have cut down 
on the amount of calculating I needed to do in the exam. And for more 
difficult exams, relying entirely on deriving the answer to every question 
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from first principles would be ill-advised, to say the least. In general, there is 
a trade-off between amount of storage and amount of computation required 
for reconstruction, and relying entirely on either without using the other at 
all will be at best an extreme edge case. The underlying trade-off here 
provides deep reasons why typical remembering will use both sorts of 
mechanism, interacting with one another in a distinctive way. Cases not 
involving both mechanisms will therefore involve a rather different overall 
mechanism to the normal one.

3. Minimal Trace Minimalism

The previous section detailed how TM offers to reconcile the attractive 
elements of both causalism and simulationism, and showed how its doing 
so is not ad hoc, but rather independently motivated by considering how the 
mind could efficiently make available reliable-enough information about 
past events. TM as developed by Cheng and Werning involves numerous 
further commitments than just these, however. Most relate to the idea that 
episodic memory is underpinned by a particular neural mechanism, and 
that compression and reconstruction take a certain form supported by that 
mechanism. Minimal Trace Minimalism (MTM) eschews these further 
commitments. It is therefore not committed to the idea that episodic 
memory constitutes a natural kind in any strong sense, even as it adopts 
the positions described in Sec. 2 that allow for reconciling the attractions of 
causalism and simulationism.

TM was developed as a view of what would make episodic memory 
a natural kind (Cheng & Werning, 2016). This idea was tied to 
thinking that there is a distinctive neural mechanism at play in 
episodic memory and only in episodic memory: hippocampal replay, 
a distinctive kind of oscillatory activity in which place cells fire in 
rapid sequences often corresponding to sequences of locations the 
animal has previously traversed (Liu et al., 2022; Ólafsdóttir et al.,  
2018). While such neural events have been linked to various other 
functions besides episodic memory, such as planning (Ólafsdóttir 
et al., 2018), Cheng and Werning suggest that this is because these 
other functions draw on episodic traces (Cheng, 2024, p.7; Cheng and 
Werning 2016, pp. 1365–1369). The claim that episodic memory is 
distinctive in involving hippocampal replay drives further commit
ments both about its neural implementation and psychological dis
tinctiveness. For example, Cheng and Werning insist that episodic 
memory always represents temporally extended scenarios rather than 
merely spatially extended scenes. It also contributes to the idea that 
traces, reconstruction, and compression take a particular form, cap
tured by models developed by Cheng’s lab involving artificial neural 
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networks. These models have architectural features inspired by rele
vant brain areas (Fayyaz et al., 2022; Zeng et al., 2023). A “cortical” 
part of the model is a convolutional network, with layers organized 
hierarchically such that patterns of activity in higher layers corre
spond to more abstract features of the environment. 
A “hippocampal” part of the network stores memory traces, which 
act as pointers to portions of activity patterns in the “cortical” net
work. In these models, reconstruction takes the form of completing 
these “cortical” patterns. Traces so-understood do not store informa
tion compositionally or in the form of explicit representations of 
external features; they carry a much smaller amount of information, 
which in the first instance only specifies part of the pattern of 
“cortical” activity. Given Werning and Cheng’s specific understanding 
of “representation,” this implies memory traces are not representa
tions at all.4

Minimal Trace Minimalism (MTM) drops most of these commitments. 
MTM is the commitment only to the theses that episodic memory uses 
memory traces which carry some information about past events, that these 
memory traces do not typically fully specify the content represented when 
the relevant episodic memories are retrieved, and that this is because these 
memory traces are compressed, with the function of enabling tolerably 
accurate reconstruction of these events at retrieval. These are the theses 
that allow TM to capture the distinctive benefits and avoid the costs of both 
Causalism and Simulationism. Whereas TM takes on further strong com
mitments about both the neural implementation and psychological-level 
details of both the (i) reconstruction processes and (ii) traces, MTM remains 
neutral on these. Thus, TM is a member of the family of views captured by 
MTM. Another member of that family can be called Trace Pluralism. Trace 
Pluralism adopts MTM’s commitments, and takes on the further commit
ment that there are many different kinds of reconstruction processes and 
traces. To see why Trace Pluralism ought to be a live option, it will help to 
consider the many ways that one might go about designing a system to 
reconstruct a scenario from sparse information.

The pattern completion processes in Cheng’s artificial networks are 
broadly about different layers of those networks filling out patterns of 
activity in line with regularities in how these layers respond to “perceptual” 
inputs, where each layer works more or less similarly. Such artificial net
works are simplified models of the biological neocortex. The simplifications 
Cheng makes are reasonable and productive modeling choices for many 
purposes. Nonetheless, they obscure the possibility of there being multiple 
varieties of processing supporting distinct varieties of reconstruction. The 
cortex supports many kinds of computation; indeed, for higher forms of 
cognition as opposed to perceptual categorization, we have little idea of 
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exactly how they are implemented, so we do not even know how such 
a model distorts them. It will be helpful to sketch some of the potential 
for variety in reconstruction processes.

One dimension of variation of possible reconstruction processes is gen
erality. We could imagine processes that use very general cognitive pro
cesses to elaborate on memory traces, which can also be used for tasks such 
as for determining whether certain states of affairs are likely under different 
conditions. At one extreme lie processes for highly general functions, such 
as performing Bayesian inference. At the other, memory reconstruction 
heavily relies on processes specialized for reading memory traces and 
nothing else.

Another dimension might be how perceptual or cognitive the relevant 
processes are. Exactly how to draw the perception-cognition boundary 
(indeed, whether there is a robust boundary at all) is controversial (Block,  
2023; Clarke & Beck, 2023; Green, 2023; Siegel, 2017; Watzl et al., 2021). 
However, for illustrative purposes, suppose the following captures two sorts 
of process at different ends of the spectrum: perceptual systems are honed 
for constructing a structured, image-like representation of the overall likely 
layout of specific features (textures, shapes, colors, spatial relations of mid- 
sized objects, faces, pitch etc.) in one’s immediate surroundings, in a fast, 
automatic and inflexible way driven by sensory input. They do this through 
embedding (either in their rules of processing or in their formats) a great 
deal of information about environmental regularities: that certain patterns 
of light tend to mean a certain 3D shape; that it is likely that those two 
protruding shapes with an occluding object separating them (but aligned 
just so) are really parts of one object; and so on. Cognitive systems use less 
image-like, more abstract or language-like representations, processing them 
according to quite different rules and often considerably more flexibly but 
often more slowly. They use more explicit representations of generalities 
than implicitly encoded regularities in their rules of operation, and can 
revise these more easily. Their rules of operation are often flexible, as are 
the tasks they can perform – thus they rely on inference to the best 
explanation, various kinds of modeling etc.

Both sorts of process could potentially be used for the simulation 
involved in episodic memory, in rather different ways.

Using perceptual systems offline (i.e., in a non-stimulus-driven, non- 
immediately-action-guiding way)5 might allow a simulation process to tap 
into the environmental regularities they implicitly encode. This could 
enable the compression of a huge amount of sensory information. For 
example, for Bob to store the details of how Alice’s face looked on 
a particular occasion, there would be no need to explicitly record, as it 
were, every pixel. Instead, suppose that Bob’s visual face-recognition sub- 
system has developed a schema for Alice’s face, primarily for recognizing 
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Alice, and for filling out the low-level features when seeing her under poor 
lighting conditions etc.; and a similar schema for emotional facial expres
sions. Then all that need to be stored, to be able to later recall a good 
approximation of Alice’s face on a particular occasion (including the space 
between her eyes, the way her mouth went taught and her eyes widened – 
down to details that are difficult to capture in language), is the information 
that it was Alice, and that she looked angry. Additional storage capacity 
could be used for any event-specific details that do not fit such patterns – 
Alice’s wearing sunglasses, say. In turn, the idea that episodic remembering 
draws on offline perceptual systems broadly suggests an explanation of why 
it is often associated with imagery—which is often understood in precisely 
the terms of offline use of perceptual systems – and why these same systems 
show up neurally in online perception, mental imagery, and episodic 
memory.6

Yet episodic memories do not always focus on the kinds of properties 
perceptual systems are specialized for. Aphantasics likely have some form of 
episodic memory without imagery, although it is impaired, reflecting lower 
connectivity between hippocampus and perceptual areas (Milton et al.,  
2021; Monzel et al., 2024). Neurotypical humans often have some episodic 
memories with minimal perceptual details, focusing more on internal men
tal states and feelings (e.g., remembering coming to some realization via 
a chain of reasoning) or social details of a scenario (the gist of who said what 
to whom) without including details of what they looked or sounded like. 
More common still are episodic memories which combine perceptual ima
gery with both memories of emotions and thoughts and with broader 
context such as the location of the event and its role in one’s overall life, 
information about how different elements of an event were causally related 
to one another and to other events one remembers, abstract features of the 
event in question, and their significance within a particular social and 
cultural moment. The way Pablo Casals recounts discovering Bach’s Cello 
Suites brings out how such different elements are often bound together in 
his recollection, and in this respect is plausibly illustrative of how many 
instances of episodic remembering are experienced:

One day I told my father I needed especially to find some new solo music . . . we 
stopped at an old music shop near the harbor [event context including location and his 
intentions]. I began browsing through a bundle of musical scores. Suddenly I came 
upon a sheaf of pages, crumbled and discolored with age [sensory details]. They were 
unaccompanied suites by Johann Sebastian Bach—for the cello only! I looked at them 
with wonder . . . What magic and mystery, I thought, were hidden in those words? 
[cultural context and feelings/thoughts] . . . I forgot our reason for being at the shop 
[non-sensory mental events]. All I could do was stare at the pages and caress them. 
That scene has never grown dim. Even today . . . I am back again in the old musty shop 
with its faint smell of the sea. [vivid sensory details] (Casals & Kahn, 1974, p. 46)
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In cases like this, it is highly likely that multiple cognitive and neural systems 
are working in tandem, processing very different kinds of information in 
distinctive ways (e.g., with information about Bach, feelings of wonder, and 
the smell of the shop being handled quite differently, even if they are all also 
being related to one another in a coherent overall scenario). To the extent 
that psychological systems use very different kinds of computation and 
inference, formats, prior probabilities etc. specialized for particular tasks, 
we can expect simulation (including in episodic memory) to draw on these 
for compressing and reconstructing different kinds of information. It is 
unlikely that modeling all these different processes of compression and 
reconstruction as simple pattern completion will capture the relevant variety 
at either the psychological or neural levels. Indeed, theoretical treatments of 
episodic memory in psychology and neuroscience – from Tulving (1983) to 
Conway & Pleydell-Pearce (2000) to Murray et al. (2017) to Addis & 
Szpunar (2024) – have typically in one way or another incorporated the 
assumption that it typically draws on and coordinates multiple different 
perceptual and cognitive systems to represent different aspects of any given 
episode.

The reason TM is restrictive here is not that it cannot account for episodic 
memory including non-perceptual details. Cheng’s model explicitly allows 
that the stored patterns and reconstruction may take place at different levels 
of the sensory hierarchy, including more or less abstract and detailed 
contents depending on context and attention, with some episodic memories 
allowing relatively little access to sensory contents (Cheng, 2024, p. 3). 
Rather, the issue is that it seems to rule out the possibility posited by 
Trace Pluralism – which should be a live one – of contrasting mechanisms 
being involved in remembering.

With variety in the kinds of reconstruction available comes variety in 
memory traces. Insofar as episodic memory involves compressed memory 
traces, it involves traces which, when fed to specific systems, will be likely to 
result in a content within some range of acceptable values. The forms taken 
by traces will vary with the systems they are to be fed to. For example, traces 
designed to be read by connectionist pattern completion might simply be 
pointers to fragments of an activation pattern in a network. Yet traces 
designed to be read by more classical kinds of computation might have 
explicit, compositional content about the external world, consisting of 
explicit summaries of the gist of an event plus ways in which it diverged 
from that overall gist (or representations warning of risks of specific errors 
when reconstructing based on the other parts of the trace). Furthermore, it 
is not obvious they would need to take the specific form of sequences, or be 
tied to a particular neural implementation in hippocampal place cells – let 
alone that hippocampal replay always encodes for particular episodic 
memories.7
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Advocates of TM can point to evidence that hippocampal traces based 
around sequences are often implicated in episodic memory. However, this 
does not establish that memory traces only take this form. It could be that 
some traces take this form (particularly for perceptually based memories) 
and others don’t; and it could be that many cases of episodic memory 
involve hybrid traces, where sequences are bound to further compressed 
cortical information that is then read in a completely different way by other 
cortical systems. Indeed, it is plausible, given the plethora of different 
varieties of information that can be bound into one episodic memory, that 
such hybrid traces do sometimes occur. Thus, there are reasons to either 
remain neutral about the form traces might take, both in terms of neural 
implementation and in terms of their computational properties (as per 
MTM), or even to lend some credence to Trace Pluralism.

Trace Pluralism, especially, marks an important difference with TM on 
the issue of whether episodic memory is a natural kind, cleanly mechan
istically distinguishable from other forms of memory or information storage 
(even if they share some components). If various compounds of different 
brain areas are involved in storing and “reading” memory traces depending 
on the precise contents of the memory, it becomes much less likely that such 
mechanisms are unique to storing particular past events, and more likely 
that some of them are involved in memories for kinds of events, or for 
particular objects, or for locations, and so on as the case may be, especially 
when we consider variations on these mechanisms across species. Thus, it is 
vitally important to the Problem of Interspecific Variation that Trace 
Pluralism is a live view which captures many of the advantages of TM – 
all those which, as explained above, can be gained by any view within the 
MTM family. Are there nonetheless reasons to adopt TM?

One point to note is that none of what is said above disproves TM: there 
are ways of explaining away findings like apparently divergent functions of 
hippocampal “replay” within the view. Instances in which the sequence of 
activity maps to actions an animal subsequently takes might reflect purely 
forward-looking simulation. But they might instead reflect the use of mem
ory of a similar sequence of actions in the past as part of planning. Or they 
might reflect an episodic memory of the predicted experience being stored 
for the first time. And some similarities in brain activity between memory 
and processes like future planning may simply reflect methods with insuffi
cient spatial and/or temporal resolution or analytical tools to detect subtle 
but important differences (Cheng, 2024, p. 9).

Furthermore, there is some evidence favouring TM proper, including 
its neural commitments, which Cheng and Werning take to make it 
plausible episodic memory constitutes a natural kind with a distinctive 
mechanism underpinning a cluster of psychological-level features. 
Making the hippocampus so central to all episodic memory traces and 
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cortex central to reconstruction from those traces correctly predicts the 
order of activation of different brain areas – in encoding, cortex then 
hippocampus; in retrieval, cortex (representation of a cue) then hippo
campus then (a more elaborate representation in) cortex— (Staresina & 
Wimber, 2019). Cheng’s model can also reproduce specific experimen
tal observations from Zöllner et al. (2023), relating to distinctions 
between retrieval of where an object was in a specific episode, retrieval 
of where it is usually found, and guessing (Fayyaz et al., 2022). And it 
can explain why hippocampal lesions seem to affect episodic memory 
even for events long before the lesion (although note that there has 
been controversy in the past about the exact nature of these effects, as 
subjects are still able to recall some kinds of information about those 
events, and some models of episodic memory still treat such evidence 
as showing that traces are indeed transferred to cortex (McClelland 
et al., 1995; Spens & Burgess, 2024)). However, such evidence is not 
conclusive: it is particularly difficult for such evidence to rule out 
versions of Trace Pluralism which allow for Cheng’s hippocampal 
sequence-based traces, alongside other kinds of trace, as these make 
similar broad qualitative predictions about the hippocampus being 
important.

There are perhaps two broadly methodological reasons why one might 
nonetheless prefer TM. One is a general preference for stronger, more easily 
falsifiable hypotheses, perhaps on the grounds that they are likely to lead to 
more scientific progress. Another, especially important to Cheng and 
Werning, is the idea that episodic memory should be a natural kind, and 
that therefore the more different properties can be associated with episodic 
memory and clustered homeostatically the better.

Yet, while these considerations make TM an attractive working hypothesis 
for a research programme, they do not establish its truth – especially for 
debates about just how far episodic really is separate from other forms of 
memory and how many varieties of memory there are across species, i.e., 
debates in which whether it is a natural kind is one of the issues at stake. It is 
sometimes suggested that science should only traffic in natural kinds, which 
might be thought to foreclose such debates. Yet it is far from clear that this is 
true in any sense that entails that science requires “episodic memory” to pick 
out a single natural kind with a unique, well-defined mechanism and no 
borderline cases: Boyle (2022) and Schwartz (2025) defend views on which 
there may be multiple natural kinds in the vicinity of episodic memory, each 
of which could be usefully appealed to in science, while Gomez-Lavin (2025) 
develops a similarly pluralist view with respect to working memory. 
Furthermore, Trace Pluralism seems like a working hypothesis for 
a research programme just as attractive as TM’s, a research programme 
focused on exploring different varieties of trace and reconstruction.
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4. Reconstruction in semantic memory

TM seems to set episodic memory apart from other forms of memory by 
picking out a highly distinctive mechanism — one so distinctive it qualifies 
as a natural kind (Cheng, 2024; Cheng & Werning, 2016, pp. 1364–1365; 
Cheng, Werning, & Suddendorf, 2016; Werning, 2020, p. 311). MTM, and 
especially Trace Pluralism, muddies these waters: for example, hippocampal 
traces and replay events no longer seem so strongly associated with episodic 
memory alone. One way in which MTM might still mark a distinction 
would be if non-episodic forms of memory do not use compression and 
reconstruction at all. However, this section argues that, perhaps surpris
ingly, they probably do.

To begin, it is worth saying that compression and closely related pro
cesses often have benefits in the absence of reconstruction, unrelated to 
increasing effective memory capacity, such as producing models of the 
world that are easier to operate with and avoid overfitting (Kinney & 
Lombrozo, 2024; Rosch, 1988), cutting out unimportant aspects of remem
bered episodes (Jeunehomme & D’Argembeau, 2019, 2020), and enabling 
very constrained nervous systems to represent complex stimuli with only 
a limited number of neurons (Roper et al., 2017). So compression of some 
form is almost certainly at play in most varieties of memory. However, while 
they have some formal similarities to the compression of episodic memory, 
these uses of compression will involve different mechanisms, and need not 
be associated with any inverse reconstruction process – so there would still 
be a marked difference from episodic memory. More central to our case 
here is the role of compression of semantic memory into traces for recon
struction. Arguably, this is much more widespread than might first appear.

Unfortunately, it is difficult to say anything general about semantic 
memory. Even more so than episodic memory, it is not sharply defined, 
or at least not in a uniform way across memory science, and is associated 
with a number of disparate properties which come apart.8 Such properties 
include: being associated with language and definitions, with Tulving (1972) 
describing it as a “mental thesaurus”; having a language-like rather than 
image-like format; generalizing over many cases; abstraction in the sense of 
trafficking in non-perceptual properties; slow, incremental learning; and 
being realized neocortically rather than hippocampally. Examples where 
these properties come apart include: general, abstract memories with map- 
like rather than sentence-like contents having nothing to do with language, 
depicting anything from where Paris is to social relations (Camp, 2009) – 
with at least some maps depending on hippocampal place cells and para
hippocampal structures (Moser et al., 2008); remembering propositions 
with limited generality, including idiosyncratic personal facts, such as 
remembering one’s date and location of birth; and remembering 
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generalizations over non-abstract, perceptually representable properties 
(fire is hot), even using mental imagery to remember highly specific kinds 
of experience one has undergone many times (like one’s morning routine), 
or once underwent many times (such as one’s old route to work). It is 
understandably common to suspect that “semantic memory” in fact does 
not pick out a unique memory system, even amongst those who think 
episodic memory does (Cheng, 2024, p. 4; see also Renoult et al., 2019; 
Renoult & Rugg, 2020).

In this context, we need to consider several cases to understand whether 
compression sets episodic memory apart from such systems. We can start 
with the most paradigmatically non-episodic case: remembering that Paris 
is the capital of France.

Can this sort of memory involve compression and reconstruction? 
Initially, it might seem hard to even get a grip on what this might mean: 
Paris is the capital of France seems a bare, atomic fact, and remembering it 
appears like an indivisible, incompressible atomic achievement, which one 
either simply succeeds or simply fails at. There is no gist to extract, no parts 
that would allow you to guess the rest based on background knowledge 
about capitals in general.

However, consider seeming to remember that Toronto is the capital of 
Canada (this is not a unique case: Sydney, Istanbul and Rio de Janeiro 
occasion very similar errors). Here we have a non-accidental error, with 
a similar flavor – of systematic, understandable mis-stepping rather than 
arbitrary blundering – to many of the errors motivating the view that 
episodic memory involves reconstruction. Perhaps some people making 
this error even confabulate associated episodic memories of hearing from 
trusted sources that Toronto is the capital. Thinking that Toronto is the 
capital is a common error, and often comes with a feeling of confidence in 
remembering rather than merely guessing. Sometimes this error is due to 
being misled, or to intentionally guessing on the sole basis of “Toronto” 
being a familiar name associated with Canada. But often the error is due to 
something else: reconstruction of a broader compressed structure of infor
mation about Toronto – a general sense of the city – or a broader structure 
bringing together and summarizing a range of different facts, about capitals, 
about Canada, and so on. And correctly remembering that, say Dublin is the 
capital of Ireland may well rest on the very same processes: a general sense of 
the city and country in question, knowledge of capitals in general, and other 
associated knowledge. It would make sense for semantic memory to func
tion in this way, rarely storing every individual atomic fact as such, but 
instead storing a more limited cluster of information that allows for suffi
ciently reliable reconstruction of such a network of atomic facts. Much the 
same information-theoretical argument as given by Werning for compres
sion and reconstruction in the case of episodic memory can be given for the 
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vast array of facts we need to be able to access: we can compress much of this 
information, and it would seem incredibly inefficient not to.

I am not claiming that semantic memory’s systematically involving 
simulation must be the explanation of such errors. Many explanations are 
possible, including those appealing to associations and heuristic inference 
(although the line between these and reconstruction of a compressed trace 
gets fuzzy – see Sec. 5). Rather, the point is the plausibility that such 
reconstruction is (a) possible, and (b) frequent.

The idea that reconstruction is involved in non-episodic memory is even 
more plausible for other cases: cognitive maps of areas one only visits 
occasionally, one’s model or broad understanding of a subject domain, 
detailed sensory memory of an oft-repeated experience, and so on. For 
example, if we think of semantic memory as a generative model of the 
environment, as do many computational approaches (Nagy et al., 2025 are 
typical in this respect), we could easily imagine that detailed parameters of 
such a model relating to specific sorts of scenario are not explicitly stored, 
but rather reconstructed as and when scenarios of that kind come up, using 
other parts of the model and, indeed, available and relevant episodic mem
ories; or there might be a hierarchy of “levels” to the model, with shallower 
levels being reconstructed on the basis of deeper levels rather than being 
stored explicitly. Or return to the case about learning physics. In high- 
school physics, you just had to remember 3 or 4 equations and you could 
do the rest on the spot, and many students do learn to engage with the 
material in this way, whether they explicitly try to store the equations in this 
way or not.9 Biologists have to learn many facts, but some generalizations 
cut down on learning individual instances, particularly if one learns the 
important exceptions along with the generalizations. One does not need to 
store explicitly that giraffes give birth to live young, provided one knows 
they are mammals and that the exceptions to this rule about mammals – 
monotremes – are very unlike giraffes.

We can also add a further set of cases from Aronowitz (2023, pp. 6–7) 
suggesting a relevant kind of continuum here (though Aronowitz’s pur
poses are slightly different). Aronowitz’s cases revolve around Clelia, who 
believes the post office is closed on Saturdays. Clelia formed this belief 
a long time ago, but is not currently thinking about it. Aronowitz’s 
different versions of the case flesh out further details differently. At one 
end of a spectrum, Clelia has an explicit representation with the content 
“the post office is closed on Saturdays,” even when not currently thinking 
about the topic. At the other end, she has no stored representation with 
this content, but builds a new representation ad hoc each time the 
question comes up, and may answer the question differently in different 
contexts. Aronowitz presents two cases intermediate between these. 
Clelia might have the outline of a belief: a representation of a way the 
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world could be, which is “somehow coarser, impoverished, or less vivid 
than the original,” but can be filled in based on context (e.g., when 
thinking about a specific branch). A different case would be if Clelia 
has mere pieces of a belief, such as some imagery or propositions corre
sponding to parts of the belief, but where there may be many ways of 
putting the pieces together with no clear disposition to do so in any one 
way, like representing “the post office has the same hours as the bank” 
and “the bank’s hours are such-and-such,” where inference is needed to 
make the further step. Aronowitz also gives extended examples of other 
cases with a similar structure: exemplar-based concepts, and intuitive 
physics (a stored model which is accessed via running simulations of 
particular cases). One might wish to distinguish Clelia’s remembering 
from her believing. But for our purposes, the point is that we have 
another quite mundane case where someone’s mechanism for reliably 
forming certain thoughts is structured remarkably like compression and 
reconstruction.

In general, insofar as the mind is at least somewhat well-designed by 
natural selection and shaped in a helpful direction by learning, it will involve 
some compression and reconstruction rather than uncompressed storage 
for most explicit memory. The precise amount of explicit storage vs. com
pression that is optimal in a given case will depend on factors like the costs 
of storage, the costs of the relevant kind of processing, the compressibility of 
the information structure (how elegantly and accurately this information be 
captured by such processes – with biology scoring lower than physics), and 
so on. So cases with no compression at all, or with extreme amounts where 
barely any information is explicitly stored relative to that which is recon
structed, might both be rare; and if information about scenarios is especially 
compressible with lots of exploitable structure, episodic memory might have 
more compression and reconstruction than its rivals. But this would have to 
be shown: as it stands, we should not think that compression and recon
struction per se are distinctive of episodic memory. It is worth emphasizing 
that thinking about semantic memory as likely to involve reconstruction in 
this way deeply challenges common assumptions about semantic memory as 
a fixed, stable model or set of representations of the world which is used to 
reconstruct episodic memory and for general-purpose reasoning and which 
only changes when revised in light of new evidence: it may turn out that no 
kind of memory constitutes a completely fixed point, with all our memory 
being at least somewhat subject to construction, compression and recon
struction in different contexts.

MTM does not support a sharp distinction between episodic and other 
forms of memory. The many forms of explicit memory are likely to share 
common broad computational approaches of compressing, storing and 
reconstructing information. So only further commitments about the 
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precise way in which this happens (such as TM’s account of hippocam
pus-specific compression in episodic memory), or some very different 
approach to individuation, could carve episodic memory out as a distinct 
kind.

5. Reconstruction and inference

One response to this conclusion is that in the Toronto and physics cases, we 
do not really have reconstruction from a compressed trace resulting in 
a memory with enriched content; we have inference from a limited number 
of memories (like Toronto is a big important city in Canada and F = ma) to 
new thoughts. A full discussion of this worry is beyond the scope of this 
paper, as it would require addressing such controversial issues as the nature 
of inference (Boghossian, 2014; Marcus, 2021; Quilty-Dunn & 
Mandelbaum, 2018; Varga et al., 2024). However, we can sketch some 
considerations suggesting how future work can alleviate this worry. 
Firstly, insofar as cases of semantic reconstruction like for “Toronto is the 
capital of Canada” involve inference, it is often not conscious inference, and 
is so fluent and effortless (in part because we have performed these infer
ences many times before10) that subjectively the result may feel more like 
“aha, I remember now!,” than careful inference. Secondly, the “inference” 
involved may consist of the very same sorts of processes (e.g., Bayesian 
updating or use of heuristics) posited to be involved in episodic memory 
reconstruction – and, indeed, in perception – by adherents of TM. And 
abstracting from the specifics of TM, some of the classic evidence for 
episodic memory reconstruction seem just as likely to involve inference as 
the case of thinking Toronto is the capital of Canada: consider the finding 
that individuals are more likely to say they saw glass on the floor if asked 
a question about a car collision describing it with the word “smashed” 
(Loftus & Palmer, 1974); or the finding that individuals are likely to mis
remember having seen words which fit the overall subject-matter of a list of 
words they were presented with, such as medicine-related words (Deese,  
1959; Roediger & McDermott, 1995). So, the idea that there is a sharp 
distinction between reconstruction and inference, such that the processes 
involved in semantic memory fall on one side and episodic memory on the 
other, seems dubious.

6. Varieties of long-term memory

Suppose it is true that compression, traces, and reconstruction are involved 
in many non-episodic kinds of memory. It follows that episodic memory 
cannot be distinguished solely by involving these. However, a different 
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proposal remains a live possibility: perhaps we can individuate varieties of 
memory according to specific varieties of reconstruction and trace.

It is certainly possible, as suggested above, that we have several different 
ways of reconstructing, which pair with quite different forms of memory 
trace, such as those based specifically around perceptual systems, those 
based on general mechanisms of pattern completion at the sub- 
representational neural level, those based around classical forms of compu
tation, those based around sequences or dynamically evolving rather than 
static representations, and so on.

However, we also saw above that these different kinds of reconstruc
tion may be used across memory types. Episodic memory is often rich in 
perceptual content and typically includes sequences of sub-events, but 
often uses other kinds of information – emotional, causal, contextual, 
autobiographical – and insofar as it is plausible that we have different 
varieties of reconstruction, it is plausible that they will be in play for these 
different kinds of information even within episodic memory. For this 
reason, Trace Pluralism has some attraction relative to a TM view posit
ing a unitary mechanism focused around sequences and general pattern 
completion. Conversely, many of these distinctive kinds of information 
are used in non-episodic sorts of memory – memory for oft-repeated but 
highly specific sequences of events such as one’s morning routine or 
a run through an oft-visited maze; cognitive maps of particular locations; 
general autobiographical information. As such, we might well see parti
cular mechanisms being used for compression, storage, and reconstruc
tion in both episodic and non-episodic memory alike.

Empirical investigation may yet reveal episodic memory to be char
acterized by a distinctive kind of reconstruction/trace, and TM’s bold 
hypotheses about that possibility relating to sequence processing in the 
hippocampus seems like the most promising route to such an outcome. 
But we should be open to the possibility that things will not turn out 
that way. If they do not, there will still be a distinctive kind of 
compression and reconstruction associated with the hippocampus – it 
is just that this will not map one-one onto cases of remembering that 
we ordinarily deem episodic, with other systems typically being 
involved in such cases, and with this mechanism showing up in, for 
example, memory for kinds of sequence rather than just particular 
events.

If so, one could simply identify episodic memory with the system for 
storing, simulating, and reconstructing sequences, and accept that it rarely 
acts on its own and is not proprietary to any familiar kind of state, with 
nearly all instances of remembering involving multiple systems. After all, 
Tulving always accepted that in most instances of remembering multiple 
underlying systems would be combined (Andonovski, 2023; Pan, 2022). 
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However, this option might require relinquishing any straightforward link 
to other oft-cited properties of episodic remembering, such as being spe
cially related to particular events, self-understanding, or autonoesis, plus the 
idea that episodic memory is a particularly important system, rather than 
one amongst a multiplicity even within the hippocampus.

Conclusion

Trace Minimalism has many virtues. As a part of the MTM family, it offers 
an attractive proposal about the relationship between simulation, memory 
traces, and remembering, explaining both the overall reliability of memory 
and the role within remembering for simulation despite its tendency to 
construct details diverging from the initial event. Its claiming that episodic 
memory is a natural kind, and identifying a candidate cluster of properties, 
meanwhile, offers a bold hypothesis which may yet turn out to be true, and 
can guide research. However, it is important to separate out these two 
aspects of TM, and to recognize that they have independent sources of 
support. This is important for dealing with the issue of individuating 
episodic memory; but it is also important for understanding other varieties 
of memory, where, as we have seen, MTM offers insight through prompting 
the search for mechanisms of compression and reconstruction beyond 
episodic memory. Indeed, Trace Pluralist versions of MTM on which 
most remembering involves multiple kinds of compression, reconstruction 
and memory trace working together, offer an attractive alternative picture to 
TM, suggesting a research programme which deserves to be pursued too. 
Such a research programme would have much to learn from TM, given that 
it would accept that the mechanisms posited by TM may well operate in EM, 
but it would study these alongside other varieties of compression and 
reconstruction, the core of so many different varieties of memory.

Notes

1. This paper will not detail the more subtle versions of simulationism and causalism: 
such discussion can be found elsewhere (Andonovski & Michaelian, 2024; Andonovski 
et al., 2024; Langland-Hassan, 2022; Michaelian, 2011, 2016; Robins, 2020; Sant’anna 
et al., 2023; Schacter & Addis, 2020, 2020). All I need for the purposes of this paper is to 
capture in broad outline why TM appears to be a useful position in the debate.

2. Cheng (2024) helpfully describes his notion of a scenario as a temporally extended 
version of Maguire and colleagues’ notion of a “scene.”

3. Werning also suggests preserving large amounts of information may lead to over
fitting or making the information unmanageable (Richards & Frankland, 2017). 
Brown (2024) also emphasizes the potential for making information unmanageable, 
but points out that overfitting is not an inevitable consequence of storing rich 
information, given that regularities could be extracted from the excessively rich 
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information (i.e., the relevant form of compression could occur) before any specific 
use rather than before storage.

4. I will nonetheless talk of them as “compressed representations,” given that 
their whole role is to carry information that allows for the reconstruction of 
representations with a greater amount of information, approximating the 
original representations from which they were derived. We can talk of them 
as representations in something like the sense that we can talk of a folded up 
camping chair as a seat despite the fact that there are defensible views on 
which this is not literally true, given that it needs to be transformed to be used 
as such. Note that given the qualification “information-carrying entity” in the 
definition of compression in Section. 2, these traces do not have to be literal 
representations to count as the products of compression.

5. Related notions of “simulation” and “offline” use of psychological systems have been 
developed in more detail for other purposes (Carruthers, 2015; Currie & Ravenscroft,  
2002; Goldman, 2006; Nichols et al., 1998).

6. See e.g (Dijkstra & Fleming, 2023; Dijkstra et al., 2019; Gottfried et al., 2004; Kosslyn 
et al., 2006; Pearson et al., 2015; Vaidya et al., 2002; Wadia et al., 2024; Wheeler et al.,  
2000). although there are complexities here beyond the scope of this paper (Favila 
et al., 2020; She et al., 2024).

7. It is known that some forms of memory can be formed, sometimes very 
rapidly, in areas other than the hippocampus, such as fear conditioning in 
the basolateral amygdala and prefrontal cortex (Tonegawa et al., 2018; Zhang 
et al., 2020). Furthermore, the data relating to how memories are encoded in 
hippocampus are complex, and it is likely that replay is not the whole story: in 
some paradigms, only a fraction of hippocampal place cells seem to be 
involved in engrams (Tanaka et al., 2018); there is evidence for hippocampal 
“bar codes” for specific experiences which are distinct from place cell activity 
(Chettih et al., 2024); and there is some (controversial) evidence for “preplay,” 
i.e., replay-like activity which does not correspond to a past experience 
(Ólafsdóttir et al., 2018).

8. See Reilly et al. (2024) for a heroic attempt to herd these felines.
9. For someone flawless at mathematics, the physics case is in fact lossless 

compression. That is, thanks to the relevant equations expressing exceptionless 
laws (as far as answering exam questions goes), the individual facts can be 
derived perfectly every time, with no understandable misfirings as in the case 
of Toronto. This does not affect the overall importance of compression and 
reconstruction: lossless compression still allows for more efficient storage, 
generalization etc.

10. Perrin (2018) and Langland-Hassan (2022) both give such fluency-related processing 
a starring role in episodic memory.
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