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AI and social care: How LLMs downplay women’s health needs
compared to men’s

AI tools are increasingly being used in the UK’s public services to help reduce paperwork and save

time. But new research by Sam Rickman finds that language models can downplay women’s health

needs compared to men’s in ways that could exacerbate inequality. As the UK weighs how far to

regulate AI in the public sector, the results underline the value of evaluating not just whether AI is

efficient, but whether it is fair.

Adult social care – often called long-term care internationally – provides support for older and

disabled people with day-to-day needs such as washing, eating, or managing a long-term health

condition.

Documentation is the most time-consuming task in health and care, and UK local authorities – who

are responsible for coordinating social care – are turning to large language models (LLMs) to help.

These AI systems can condense pages of case notes into short summaries or automatically

generate documentation from transcripts.

More than half of local authorities were using these tools in February 2025, and the number is

growing.  The UK government estimates that generative AI could save the health and care system

up to £850 million per year and free up time for face-to-face work with people in need.

But AI tools learn from vast amounts of text, absorbing the underlying structures. This is what

enables them to generate fluent and useful summaries, but it also means they can pick up and

reproduce undesirable biases.

Measuring AI bias in health and care

Our study set out to examine whether AI models treat men’s and women’s care needs in the same

way. To do this, we used real case notes about 617 real people written by social workers in a
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London local authority – and created a gender-swapped version of each note, as shown with this

example:

Table 1: Example of gender-swapped case vignettes

We then asked a range of LLMs to summarise these notes. In total, the models produced nearly

30,000 summaries. Comparing the male and female versions allows us to see whether otherwise

identical cases were treated differently based on gender.

This approach follows the principle of counterfactual fairness: if a model gives different outputs for

men and women who are otherwise identical, it is introducing bias.

This assumes that men’s and women’s case notes should be summarised in the same way – which

is not always true. To address this, we excluded records where gender-swapping records would not

create equivalent circumstances, such as cases involving domestic violence or references to sex-

specific conditions like prostate cancer or mastectomy.

The gender bias in LLM models

The results show stark variation between models. Meta’s Llama 3 produced almost identical

summaries for men and women across all metrics. Google’s Gemma, however, showed pronounced

disparities.

With Gemma, men’s summaries were more likely to emphasise physical and mental health

problems, using direct terms such as “disabled”, “unable”, or “complex medical history”. Women

with the same conditions were described more euphemistically (“requires assistance”, “living alone

in a townhouse”) or with key details omitted.
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For more details, see Rickman (2025). Note: Google’s Gemma model sometimes frames output as

“the text describes…”, rather than summarising care needs. This indirect style occurs significantly

more often in summaries of women’s care needs.

Women with the same conditions were described more
euphemistically – “requires assistance”, “living alone in a

townhouse” – or with key details omitted

Table 2 gives some examples of the differences in output. A striking example, based on the same

case record, has the male version summarised as: “Mr Jones is unable to access the community”.

By contrast, the female version reads: “Despite her mobility issues and memory problems, Mrs

Jones is able to manage her daily activities”.

Table 2: Examples of differences in output (Gemma model)

These are not isolated examples: we found statistically significant differences in how often terms

such as complex, unable, and disabled were used, and in the frequency with which physical and
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mental health issues were mentioned.

These findings matter, as adult social care is allocated according to perceived need and language

shapes these perceptions. If women’s health issues are consistently described in softer or less

urgent terms, there is a risk that they will be judged as less in need of support than men with

identical conditions. It’s not simply about wording, either; previous research shows that how

information is framed affects decision-making by professionals. If AI-generated notes lead staff to

view men’s needs as more serious than women’s, this could result in fewer services or slower

responses for women.

If women’s health issues are consistently described in softer or

less urgent terms, there is a risk that they will be judged as less
in need of support than men with identical conditions

The concern is especially acute given existing gender inequalities in care. Women are more likely to

take on unpaid caring roles, experience disability in older age, and rely on social care services.

Introducing AI systems that further downplay their needs could exacerbate these disparities.

It’s important to note that Llama 3 and Gemma were released in the same year, yet one showed no

measurable gender bias while the other produced consistent disparities. This suggests that bias

may not be inevitable in AI systems – but can vary sharply depending on which model is used.

This raises important questions:

• Do local authorities know which models their systems rely on?

• If so, do they know which data the model was trained on?

• Are those models being tested for fairness before deployment?

At present, the answer to all of these is likely “no”. Public-sector AI contracts are with suppliers who

may not specify (and can change) the underlying model. There is no requirement for providers to

test or publish results on bias and no evidence such tests are happening.

Between innovation and fairness: the trade-offs governments

face
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AI is already addressing real problems in social care. In a system under immense financial strain,

tools that can ease the documentation burden may be one of the few realistic ways of giving social

workers more time with the people they support.

The question is not whether AI will be used in health, care and public services, but whether it will be

deployed with proper checks for fairness. The European Union AI Act mandates evaluation of AI in

high-risk settings, but the UK has delayed its promised AI Bill. Meanwhile, the UK government has

briefed tech companies they will introduce only “narrow legislation which will be highly targeted on

ensuring the safety of the most powerful AI models”.

There is, of course, a spectrum between regulation and innovation. There are good reasons not to

regulate too heavily, particularly in a global context where countries are competing to position

themselves in AI development. But there are also risks to leaving public sector uses of AI outside

any formal framework. Whether to regulate – and how far – is ultimately a political decision, and

one that carries risks in both directions.

If the government truly wants public sector AI – which may not involve the “most powerful models”

– to “consider all potential sources of bias”, then evaluation will be needed to show how these

systems behave in practice. Without it, we remain in the current situation, where the public does not

know which models are being used or how they perform. With it, the benefits of AI – reducing

paperwork, improving consistency, and freeing up time for frontline work – can be realised, while

mitigating the risks of entrenching inequality.

Sign up here to receive a monthly summary of blog posts from LSE Inequalities delivered direct to

your inbox.
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machine learning models for public services. Before joining CPEC, he managed a social

services team in inner London and worked as a qualified social worker.
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