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A capitalist contest: the Al industry v.
the creative industries

Robin Mansell*

ABSTRACT

This paper examines whether artificial intelligence industry developers of

large language models should be permitted to use copyrighted works to train

their models without permission and compensation to creative industries
rightsholders. This is examined in the UK context by contrasting a dominant
social imaginary that prioritises market driven-growth of generative artificial
intelligence applications that require text and data mining, and an alternative
imaginary emphasising equity and non-market values. Policy proposals, including
licensing, are discussed. It is argued that current debates privilege the interests of
Big Tech in exploiting online data for profit, neglecting policies that could help to
ensure that technology innovation and creative labour both contribute to the public
good.

Keywords artificial intelligence, copyright, text and data mining, creative industries, social
imaginary, innovation, public good, Big Tech

Introduction

Large Language Models (LLMs) developed by the artificial intelligence
(Al) industry are trained on online works produced by the creative industries,
typically without prior permission, recognition or compensation to rightsholders.
Al companies operating in commercial markets deem this practice essential
if they are to build a commanding market share and achieve the profit margins
they promise to their investors. Unhindered access to copyright-protected online
information is an essential element of these companies’ business model, which
they claim promotes both science and the ‘useful arts’ by providing Al tools and
applications, including generative Al (GenAl), for the benefit of society. This
is said to be facilitating a flourishing ‘democratisation’ of content creation that
can help to avert an ‘algorithmic monoculture’ (Kleinberg & Raghavan 2021).
If copyright law precludes these companies from scraping information from the
Internet without seeking permission and compensating rightsholders, or the law is
modified in a way that increases the costs of doing so, the Al industry argues that
legislation either needs to be interpreted in their favour or it needs to be changed.
In this extended comment, I consider why this Al industry view is hotly
contested by the creative industries, the values at stake as options for change are
proposed and some of the broader implications for the future of our datafied
world. The issues are examined in relation to policy debate in the United
Kingdom (UK), which has focused on the right to access creative online works
using text and data mining (TDM) to obtain data for input to LLMs. In the next
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section I use a ‘social imaginary’ concept to frame the contest between the Al
industry and the creative industries. I follow this with a discussion of how values
embraced within a dominant Al innovation and creative industries social
imaginary yield aspirations that shape perspectives on the TDM controversy.
Policy proposals and Al industry and creative industries responses are discussed
next. In the conclusion, I reflect on how policy debate around TDM practice
supresses an alternative social imaginary of Al innovation and creative labour,
which values their non-market contributions and potential.

A social imaginary framing of Al industry versus
creative industries conflict

A ‘social imaginary’ concept is helpful in framing contentious issues around Al
industry practices and their impacts on the creative industries.! A social
imaginary refers to normative notions about how ‘things go on among people’.
The concept can be applied to reveal the social, political and economic values
that are taken as ‘common sense’ and which guide actors’ expectations and
aspirations (Taylor 2004). In any period, dominant and subordinate social
imaginaries are present and contests arise among adherents to different value
sets. In the case of digital technology development, values embedded in a
dominant social imaginary foster data-driven economic growth. In this
imaginary, risks and harms attributable to digital innovation tend to be
externalised and it is assumed that the interests and aspirations of societal actors
can be ‘balanced’ through policy measures. When these interests are in
contention, the expectation is that disputes will be resolved principally through
the (neoliberal) capitalist market, enabled by non-restrictive governance rules
(Mansell 2012). In the case of Al innovation, this imaginary helps to sustain a
‘seemingly common-sense yet hegemonic understanding of an “ethics” of
AI/ML [machine learning]’. Al developments are seen as ‘world-historical
forces of change-inevitable seismic shifts to which humans can only react’ and
this view becomes normalised (Greene et al. 2019: 2122, 2127).> As Nowotny
(2021: 20) has observed, ‘when self-fulfilling prophecies begin to proliferate, we
risk returning to a deterministic worldview in which the future appears as
predetermined and hence closed’. In this social imaginary, efficiency gains
arising from Al techniques of optimisation are highly valued, as is the project of
reconstructing human behaviour through a ‘transcendent (“virtual”) order of
mathematical formalism’ (Agre 1994: 107; and see McGuigan 2023). This
imaginary embraces ‘vain pretensions ... to understand mind as computation’

!Social imaginaries of digital innovation are discussed in Cammaerts & Mansell (2020), Mansell (2012) and
Mansell & Plantin (2022). In the field of Science and Technology Studies (STS), the term ‘sociotechnical
imaginaries’ is used to refer to ‘collectively imagined forms of social life and social order reflected in the
design and fulfilment of nation-specific scientific and/or technological projects’ (Jasanoff & Kim 2009: 120).
Both concepts are concerned with normative perspectives and values. The former has been applied in
institutional-level analysis; the latter often is more concerned with micro-level analysis and individual actors.

2For example, in the UK a survey of Al researchers found that 51% of respondents agreed that innovation in
the Al sector is inevitable (O’Donovan et al. 2025).
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(Winograd 1990: 167; and see Mansell 2024). Similarly, within this imaginary,
interest in the sustainability of creative and cultural work is positioned, as
Schlesinger (2017: 73) writes, principally as ‘an overwhelmingly economic
subject matter whose central trope is the “creative economy’”’, and individual
creativity is positioned as a source of wealth creation.

Framed by an alternative Al innovation and creative labour social imaginary
that privileges non-market values, the negative impacts of Al innovation are
prominent—such as challenges to fundamental rights and the need to secure
privacy, freedom from surveillance and data-related discriminations, as are
concerns about the sustainability of those who are not leaders in the Al industry
or in the creative sphere (Crawford 2021; Mansell & Steinmueller 2022; Mejias
& Couldry 2024; Zuboff 2019). In this typically subordinated imaginary,
attention may be given to ethical or responsible Al development principles, but
it is not presumed that policy will balance interests, especially not with respect
to disadvantaged and marginalised populations. Universalising ethical principles
are criticised for drawing on values asserted to be ‘common sense’ by those in
the Global North (Mansell ef al. 2025: Ch. 3). Those aspiring to global
leadership in Al and creative industries markets in the Global North are
criticised for being blind to an imposition of ‘the technocratization /
instrumentalization of Coloniality / modernity’ (Quijano 2017: 365) through Al
advancement.

The core of this alternative imaginary is a valorisation of equity and fairness.
Redress for harms associated with market-oriented Al innovation is said to
require an undoing of ‘the logics and politics of race and coloniality that
continue to operate in technologies and imaginaries associated with Al in ways
that exclude, delimit, and degrade other ways of knowing, living, and being that
do not align with the hegemony of Western reason’ (Adams 2021: 190). In
respect of creative labour, in this imaginary what is valued is, for example, the
contributions of creative work to social inclusion, its educational value and its
aesthetic value. In brief, it is the public value of cultural production and
non-market-based logics of production that are privileged instead of the
commodification of culture (Hesmondhalgh & Pratt 2005). Capitalist market
logic is criticised for diminishing non-market, collective or public logics of
production, whether these involve journalism or other facets of the creative arts
(Pickard 2020). This critique is amplified in efforts to reimagine how the agency
of cultural and creative workers can be sustained and decolonised in the Global
South (Moyo 2024).

The next sections focus mainly on aspirations and contentions among actors
whose expectations and aspirations are aligned with the dominant Al innovation
and creative industries social imaginary to highlight how disputes around TDM
practice in the UK play out in this context.

Al industry and creative industries aspirations

What is intended by ‘Al is often unclear. The focus in the policy debates about
TDM is principally on Al industry practices relating to building LLMs and
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GenAl applications (a type of Al that generates text, images, audio, code, video
and synthetic data). However, Al encompasses a complex value chain that is at
the heart of what Al industry promoters claim to be a ‘global race for cultural
and technological leadership [which] remains wide open’ (Mokander ef al.
2025: 1). The aim of the Al industry companies is to generate profits by
‘industrialising’ or integrating LL.Ms into digital apps and services. The
companies developing GenAl applications (for example, OpenAl or Anthropic)
depend upon on Big Tech cloud infrastructures and investment. Mentions of Al
and machine learning (ML) are present in the product pages of Amazon Web
Services, Microsoft Azure and Google Cloud Platform, promoting applications
of GenAl in sectors from government to education, healthcare, gaming, media,
energy, manufacturing and more, all of which are sources of Al industry revenue
(van der Vlist ef al. 2024).

While revenues directly attributed to LLM development may not yield a
profit, this technology is the core of the Al industry’s business, which involves a
complex value chain with data positioned as the ‘key leverage in Al partnership
power dynamics’ (Gupta et al. 2025: 63, Rieder 2022). Companies such as
Apple, Microsoft, Alphabet, Amazon, Meta, Nvidia and Tesla, with a combined
market capitalisation of some US$18 trillion in early 2025 (Krause 2025), want
to ensure that their Al investments are governed in a way that does not
jeopardise their prospects for growth. This is especially so when they face
competition from developers of lower cost LLMs, for example, the Chinese
Deepseek company’s Al model.

To succeed, and consistent with the dominant social imaginary, countries
must harness the power of Al so that they can ‘set the technical, aesthetic and
regulatory standards for others to follow’ (Mokander ef al. 2025: 1). As a
medium-sized country, the UK cannot risk being left behind, not the least
because the Al industry in the UK is estimated to have generated £14 billion to
2024 and is projected to add £550 billion to GDP by 2035 (Walker &
Verseckaite 2025).? However, the rewards from Al innovation are far from
certain and there are those who argue that hyped-up market valuations have
created a tech bubble which could burst and destroy the leadership positions of
today’s leading Al companies (Floridi 2024; Widder & Hicks 2024). The Al
industry’s response is to self-promote their ethical behaviour and to advocate
governance rules that do nothing to jeopardise Al investment (Krause 2025). In
this context, the LLM developers want the ‘right to learn’ from the information
(data) they find online without policy-imposed restraints.

The inevitability of a ramping up of marketised Al applications is positioned
as requiring other industries, including the creative industries, to adjust. The
creative industries in the UK contribute some £108 billion in annual gross value
added to the economy (UK House of Commons 2024) with creative services
global exports of US$1.1 trillion in 2020 and creative goods of US$524 billion
(UK House of Lords 2023). LLM developer practices are seen as a threat to the

3This forecast is influenced by global market projections, such as McKinsey’s estimate of US$2.6 to 4.4 trillion
in gains from GenAl alone and Morgan Stanley’s projection that Al systems represent a US$6 trillion
opportunity (McKinsey & Company 2024; Morgan Stanley 2023).
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creative industries because ‘the rapid growth of generative Al technologies
threatens their earnings and future employment opportunities. This is not just an
issue for one part of the industry: it about real lives and livelihoods, and the
impact will be felt by the most vulnerable’ (UK House of Commons 2025: 79),
with the expansion of the Al industry reported in the press as an ‘existential
threat’ (Savage 2024).

The creative industries comprise large and small companies and independent
creators, but smaller and independent actors (and some of the larger companies)
have yet to become bound into the Al industry value chain and much creative
labour is self-employed freelance work, which attracts poor remuneration.* This
is not solely attributable to the rise of the Al industry, but LLM and GenAl
development practices are seen as exacerbating a squeeze on individual creators’
incomes and as threatening the creative industries’ sustainability (Kretschmer
et al. 2025; UK House of Commons 2024). Similarly, in the United States (US),
Al development is seen as likely to ‘obliterate the markets for much human
creation’ and ‘threatens to dilute human creators’ royalties’ (Universal Music
Group, cited in US Register of Copyrights 2025: 35, 37). Since passage of the
Statute of Anne 1710 in the UK, copyright law has been intended to foster the
creation of works by authors/creators, and, as Cornish (2002: 12) asks, ‘if we are
not prepared to provide legal buttresses for the interest of the author, why are
authors there at all?’ In the UK policy debate around TDM, most creative
industries participants have called upon the Government to acknowledge their
intellectual property rights and to ensure that the copyright regime is enforced to
enable them to receive compensation from the Al industry for their labour.

There can be value misalignments within a given social imaginary. Thus, in
the dominant social imaginary, the inevitability of a commercial market for Al
tools and applications is widely accepted by the creative industries, even if it is
not clear that the interests of smaller creative sector companies and independent
creative industry producers will be fairly treated. There is historical precedent
for concern about whether the large entertainment companies will treat all
artists fairly when they enter TDM licensing deals. When music publishers and
recording companies negotiated licensing deals, for example, with new entrant
music streaming companies and video sharing platforms, Google was reported
to have paid more than US$400 million to a single music label. Small creative
producers in the music industry argued that they rarely benefitted (Noble 2025).
Large rightsholders generally have the greatest resources to enforce their rights,
and research shows that individuals on average achieve incomes from their
creative endeavours that are less than for those with similar educational status
(Watt 2009). Thus, in earlier rounds of technological advance, changes in
copyright law have not always given independent artists the power to control and
receive financial benefit from the use of their work. Instead, changes have often
resulted in more power accruing to ‘megacorporate IP feudal lords’ (Drahos &
Braithwaite 2002; Giblin & Doctorow 2022; Hesmondhalgh 2019).

“4For example, authors in the UK earned an annual average of £7,000 in 2022, decreasing by 60% from 2006; the
equivalent figure for visual artists in 2024 was £12,500, a 47% reduction from 2010 (Kretschmer et al. 2025).
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It is also argued that Western intellectual property laws support the
appropriation of indigenous people’s creations without fairly enabling
originators to share in the proceeds. Tehranian (2025: 2, 10) argues in The
Secret Life of Copyright, that ‘the wielding of intellectual property rights
constitutes an inextricable part of the exercise of wealth and power ... while the
law may tell us that all copyrighted works are created equal, it turns out that
some are more equal than others’. Creative artists have been locked into
contractual arrangements and suffered a variety of forms of ‘artist abuse’ in the
large company entertainment industry with its ambitions to increase stock
valuations (Morris 2022). In the light of this history, the current debate about
TDM is another round in the ‘copyright wars’ (Horten 2025).

The voices of those championing ‘technological accelerationism’ in line with
the dominant Al innovation social imaginary command disproportionate
attention, and legislative action has been found to favour their interests
(Caballero & Monje 2024). This is despite the fact that creative industries’
associations do claim to represent all interests and to acknowledge that large and
small creative businesses, and superstars versus ‘ordinary’ creators, are different
entities with very different interests. In the next section, I turn to how the policy
debate around copyright and LLM development in the UK has been framed.

Current TDM exception flashpoint

A temporary copy exception (section 28A of the Copyright, Designs and Patents
Act) in the UK allows for making temporary copies of ‘no independent
economic significance’ when works online are accessed, permitting LLM
training on public data. A non-commercial TDM exception was introduced in
2014 without an opt-out option. This has been interpreted to allow Al developers
to train their LLMs on copyrighted data if the purpose is ‘non-commercial’ (UK
Government, 1988 as amended, S. 29A). Rightsholders, however, argue that they
invest to create the information/data assets that are used by LLM developers to
build their commercial products and services (Glenster et al. 2025).

UK Government and creative industries claims

The UK Government claims that it seeks a ‘balance’ of interests for the creative
industries and the Al industry (UK Government 2025a). During a consultation
in 2022, debate focused on whether copyright legislation should be modified to
allow Al companies to engage in TDM for any purpose and without explicit
permission (Intellectual Property Office 2022). At the time, a creative industries
‘opt-out’ approach was characterised as taking ‘insufficient account of the
potential harm to the creative industries’ (UK House of Lords 2023: para. 34).
The harms envisaged included non-consensual incorporation of artistic material
(copyrighted works, audio-visual performances, etc.) into LLM training datasets
without fair compensation, an absence of opportunities for redress if artists’
moral rights are violated, and harms to creative livelihoods. Creative industries
representatives argued in this consultation round that they had been inadequately
consulted (Miltner & Highfield 2024).
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A new policy consultation was launched in 2024, again with a view to
achieving a ‘balancing’ of interests. This time the Government indicated that it
favoured a change in legislation that would create a TDM exception and a rights
reservation (opt-out) process that would allow creators to seek remuneration
when their outputs are used to train LL.Ms (Intellectual Property Office 2024),
an approach that seemed to be in line with ambitions set out in an Al
Opportunities Action Plan (UK Government 2025b). Other options were
presented with a promise that no change to existing copyright law would be
made without ‘robust transparency measures’ (Intellectual Property Office 2024
19). The ‘opt-out’ option has been seen by some analysts as delegating
responsibility to rightsholders to identify rights violations (Piasecki &
Helberger 2025). Others have argued that no effective rights-reservation opt-out
process is available and that relying on metadata labelling and automatic content
recognition will not deliver transparency (Davies 2025; Scott 2025). Instead,
many representatives of the creative industries have called for an ‘opt-in” system
in the hope of increasing leverage to agree licensing terms with the Al
companies (Savage 2024).

Broadsheet press coverage of the TDM dispute in the UK has tended to
favour the proposals of the creative industries. This is unsurprising since news
publishing companies are impacted when GenAl bots automatically summarise
news at the top of web pages for social media users, distracting their attention
from links to content that generates revenues for publishers (and advertisers).’
Coverage by legal press blogs generally raised concerns, but did not take a firm
view of the options, and specialist Al tech and computing media outlets, mainly
supported Al industry positions (with exceptions, since some tech experts are
developing ways to encourage transparency and rewards to creators). There was
little sign of coverage of how any change in UK copyright legislation might
impact on creative industries actors beyond the UK (whether in the European
Union or the Global South). There were observations on the impacts of changes
in the TDM exception on foreign-owned companies, mainly considering
whether the Government has the power to influence corporate behaviour without
jeopardising its ambitions for the UK’s Al sector.

Large creative industry companies and their associations (also representing
small independents) responded to the consultation by arguing that copyright
in creative works should be respected and enforced with enhanced
transparency and the use of licences (Booth 2024; Glenster et al. 2025). This
was the position, for example, of the Creative Rights in Al Coalition and the
Society of Audiovisual Artists (2025), which also argued that “failure to act’ will
‘unquestionably have a catastrophic and irreversible impact on all UK authors’

3In the US, the Pew Research Centre has reported that Google search users who see an Al summary are less
inclined to click on links to other websites that users who did not see a summary in 2024 (Chapekis & Lieb
2025).

OThis assessment of press coverage is based on a review of policy debate coverage by three mainstream
broadsheet newspapers in the UK (The Guardian, The Financial Times, The Times), press releases posted by
three law firms and articles in four tech press outlets in 2024 to March 2025. A formal content analysis was
not conducted, but 128 items were reviewed for their thematic content and perspectives on the issue of
copyright reform and TDM.
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(Creamer 2025: np).” Individual creators responded to the Government’s
consultation in large numbers and a Creative Rights Alliance (representing some
500,000 creators) called for transparency, enforcement of copyright law and
remuneration through licensing (CRA 2024). A ‘Make IT Fair’ campaign
launched by the (News Media Association 2025) was supported by Sirs Elton
John and Paul McCartney and many others.

Any social imaginary can accommodate some diversity of values. Some in
the creative industries treat Al development as an opportunity for economic
inclusion. In this case, GenAl based on LLMs is seen as offering
general-purpose tools that can benefit historically disadvantaged groups. If the
Al industry is forced to pay for content to train their models, this could
jeopardise inclusivity and the production of Al-enabled art forms less likely to
replicate social and political biases: for example, artworks produced by the
African American community and other groups (Ferrara 2024; Jackson 2025;
Noble 2025).

Before reaching a decision on the appropriate course of action in the TDM
dispute, the Government introduced a new Data (Use and Access) Bill. As the
Bill proceeded through parliamentary debate in early 2025, amendments were
tabled to secure Al industry compliance with existing copyright law. In the
House of Lords, Baroness Kidron proposed an amendment: ‘the Secretary of
State must by regulations make provisions clarifying the steps the operators of
web crawlers and general-purpose artificial intelligence (AI) models must take to
comply with UK copyright law’.® During debate she said:

There’s no industrial sector in the UK that government policy
requires to give its property or labour to another sector—which is in
direct competition with it—on a compulsory basis, in the name of
balance ... Silicon Valley has persuaded the government that it’s
easier for them to redefine theft than make them pay for what they
have stolen (Kidron, cited in McKiernan 2025).

This and similar amendments were not accepted, and the Bill became law in
June 2025 (UK Government 2025¢).

The new Data (Use and Access) Act requires an economic impact assessment
of options proposed in the Government’s 2024 Copyright and Al Consultation
paper (Intellectual Property Office 2024) and other options considered
‘appropriate’ by the Secretary of State. Impacts on copyright owners and those
who develop or use Al systems in and outside the UK are to be assessed, as are
technical measures and standards to control the use of copyrighted works, the
disclosure of information about such use, the use of licences and approaches to
enforcement (UK Government 2025¢).” One option proposed by Kretschmer

TThis coalition included the British Phonographic Industry, the Independent Society of Musicians, the Motion
Picture Association and the Society of Authors, as well as Mumsnet, The Guardian, The Financial Times, the
Telegraph, Getty Images, the Daily Mail Group and Newsquest.

8For example, ‘Baroness Kidron’s amendment, After Clause 132’, Data (Use and Access) Act 2025,
Committee Stage, https://bills.parliament.uk/bills/3825/stages/19280/amendments/10016157.

9Working groups have been established with participants from the creative industries and the AI industry
(including the News Media Association, Alliance for IP, the Publishers Association and The Guardian, Sony
Music Entertainment, Open Al, Amazon and Meta).
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et al. (2025) is to broaden the existing TDM exemption to encompass all
pre-competitive research and development that occurs before LLMs are
integrated into commercial products. At the point of market entry, transparency
and licensing obligations would apply, eliminating the distinction between data
use for non-commercial and commercial purposes. When research is
‘industrialised” and marketised in Al applications, this option calls for revenue
sharing with those whose works are contained in datasets used to train the
LLMs, and these authors recognised that identifying when an LLM enters the
market is difficult.

In summary, reactions to proposals for changes in TDM practice are not
uniform. The UK House of Commons Culture, Media and Sport (CMS)
Committee observed that ‘proceeding with an opt out regime stands to damage
the UK’s reputation among inward investors’ (UK House of Commons 2025:
77). The Al industry has continued to push for the broadest possible TDM
exception without prior authorisation (Jackson 2025; Willemyns 2025), and, by
April 2025, Open Al and Google had explicitly rejected an ‘opt-out’ approach
(Jackson 2025).

European Union approach to the TDM dilemma

The European Commission published its GPAI (General Purpose Al) Code of
Practice for implementation of the Al Act in July 2025 (European Commission
2025; European Union 2024), having introduced a TDM ‘opt-out’ provision in
its 2019 directive on copyright and related rights in the digital single market
(European Union 2019). The Code places voluntary requirements on Al
providers to ensure transparency and copyright compliance. It was swiftly
criticised by a coalition of forty organisations representing some seventeen
million authors, performers and other creative industries rightsholders. They
argue that the Code fails to require Al developers to train LLMs in a way that
does not infringe on copyright or to provide a path towards a transparent rights
reservation system (CISAC 2025), that is, an ‘opt-in’ arrangement. CISAC
argued that ‘meaningful, actional transparency on the content used for training
and other purposes, and its disclosure, is not only feasible but can be achieved
with little technical or financial effort’ (CISAC 2025: np). The GPAI has been
seen by Al companies and some Al-using companies as going too far with the
risk of ‘slowing down Europe’s development and deployment of A’ and there
are calls for delayed implementation to avoid stifling innovation (Wilkinson
2025).

Al industry lobbying strategies and the courts

The Al industry’s lobbyists invoke ‘diversity’ issues to defend their current TDM
practice, arguing that ‘if we want Al models that don’t replicate existing social
and political biases, we need to make it possible for new players to build them’.
They emphasise the importance of ensuring that small and large AI companies
can affordably access the data needed to continue to train their LLMs (McSherry
2023: np). Licensing requirements, they suggest, will lock in the dominant
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positions of companies that can afford licences. Lobbying on these issues by Al
companies such as Anthropic and OpenAl and the Big Tech companies such as
Meta has ramped up substantially in the US in the wake of court cases (Lippman
2025; Marshall 2024) with outcomes in some instances that favour the Al
industry. In June 2025, a court ruled that Anthropics’ LLM had not infringed
copyright law, despite training its model on books without authors’ permission
(US District Court 2025a). Meta was not found to be using authors’ works to
train its models in a way that results in ‘market dilution’, with a court ruling that
it was not guilty of infringing copyright (Montgomery 2025).!

Al companies argue that their use of copyrighted works to train LLMs is
legal under the ‘fair use’ provisions of the US Copyright Act 1976 (Cooke 2025;
Landymore 2025). However, they also claim that datasets ‘we know to be
pirated’ have been used to train LLMs. Meta argued in Kadrey v. Meta that the
books it scrapes for LLM training are worthless because each book makes a tiny
change in the performance of its LLMs and that it does not benefit monetarily
directly (US District Court 2025b). The positions taken by these companies
present a contradictory picture and they are informed by lobbying strategies
targeting policymakers. For example, a Meta internal document indicated that ‘if
there is media coverage suggesting we have used a dataset we know to be pirated,
such as LibGen, this may undermine our negotiating position with regulators on
these issues’ (Landymore 2025).

The Al companies are strongly motivated to maintain the position that they
do not directly benefit from the data they scrape from the Internet. They argue
that Al innovation is at risk without access to relatively low-cost or free access to
data. If lawsuits favour the creative industries, they claim that this could
jeopardise their future economic viability. As discussed above, the hype
surrounding GenAl development is part of a larger project of building
dependencies and control across the whole of the digital infrastructure. By
ingesting data without regard to copyright, vital resources can be enclosed
within the control of big (and some smaller) corporate value chains.

Licence agreements and changes in TDM practice

In parallel with policy consultations, creative industries’ professional
associations are devising codes of practice for the international and UK music
industries and their independent creative producers (Booth 2024) and
Kretschmer et al. (2025: 5) observe that ‘we have already moved to a licensing
economy’ rendering moot the need for a change in copyright legislation. Larger
players such as News Corp, The Financial Times and Reuters are negotiating
data use licence agreements with Al industry companies. Most of some eighty
licences examined in 2025 were with Open Al and Perplexity, with Big Tech
companies (for example, Amazon, Apple, Google, Meta and Microsoft) entering
fewer agreements. These licences include various types of rightsholder

108ee US District Court (2025b, ¢). Other cases are underway; see Mishcon de Reya (2025) concerning music,
authorship and images.
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compensation (credit to authors, lump sums, percentages of revenue or per item
payments).'!

When HarperCollins proposed an arrangement to seek consent from authors
whose works are to be included in a licence agreement with an AI company with
payment per title, the Society of Authors responded that the split in
remuneration between HarperCollins and individual authors needed further
consideration (SOA Policy Team 2024). Kretschmer et al. (2025: 6) emphasise
that ‘the interests of creatives (authors, artists, performers) ... should not be
bundled with the owners of large back-catalogues of rights’ and existing
evidence on licence provisions do not indicate how much revenue will flow to
the originators of content (Thomas & Kretschmer 2025; see also Glenster et al.
2025, Kahn 2025). It seems unlikely that agreements between the Al industry
and creative industries players will fully and fairly take account of the interests
of all rightsholders, especially in the face of pressure from venture capitalists to
achieve healthy Al industry financial returns.

Initiatives are underway, however, that may boost the prospects for fair
remuneration. The UK’s Copyright Licensing Agency (CLA), for example, is
working on behalf of authors, publishers, designers and artists, and with the PLS
(Publishers’ Licensing Services) and with ALCS (Authors’ Licensing and
Collecting Society), to devise a text licensing system with a planned launch
towards the end of 2025. This is expected to assist creative actors who are not
well positioned to negotiate licensing deals with the Al industry (Cormack 2025;
see also TUC 2025). In addition, a ‘Licensed Model Certification’ has been
introduced by the non-profit organisation, Fairly Trained. This sets out
requirements to ensure that LLMs are not trained on copyrighted works without
a licence (Fairly Trained 2024). Certification requires LLM developers to use
training data based on contractual agreements with records kept of the data that
is used. Fairly Trained has so far certified text and speech generation models and
is supported by The Authors Guild, SAG-AFTRA (Screen Actors
Guild—American Federation of Television and Radio Artists) and the American
Society for Collective Rights Licensing.'”> Examples of certified AI developers
are Beatoven.ai, a fully licensed generative music model funded by institutional
investors in India and the UK (Beatoven.ai 2025); ElevenLabs’ AI music
generator, which claims it is only trained on songs when a licence has been
negotiated with owners of music catalogues (ElevenLabs 2025); and KL.3M
which claims to be the first clean family of LLMs trained on legally permissible
data use. It asserts that ‘we know where every word in our training data came
from’ and that it does not violate copyright legislation (KL3M 2025).

If decisions by the courts and/or policymakers do mandate a TDM ‘opt-in’,
licensing of data subject to copyright and transparency of revenue distribution, it

K retschmer ef al.’s (2025) analysis of 83 licences showed that 68% were with news or media companies, 14%
with image banks, 7% with scholarly publishers, 7% with social media companies and 3% with music
companies.

12Seventeen companies were listed as certified as of August 2025, producing GenAl applications mainly for
music, but also voice conversion and games.
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is unclear whether LLM developers will comply. In other digital governance
domains, implementation of rules is uneven. Data privacy protection notices, for
example, lack clarity years after the introduction of privacy legislation. The
UK’s Information Commissioners’ Office found that the scale of data sharing
was ‘disproportionate, intrusive and unfair’ and that ‘individuals have no
guarantees about the security of their personal data within the [platform]
ecosystem’ (ICO 2019: 4, 23) despite legislative requirements. Implementation
and compliance of digital governance legislation are variable in the European
Union, notwithstanding fines and other sanctions (Mansell 2021). And, the
European Union’s Al Act provides ample scope for interpretive ambiguity, for
example, it is expected to curtail only ‘reasonably foreseeable misuse’ of Al
systems (Mansell in press). Thus, even if there is move in the UK to strengthen
accountability and the transparency of Al industry TDM practice, this cannot
guarantee compliance.

Conclusion

Is it inevitable that companies with the most financial clout and lobbying power
will win the right to exploit online data for LLM training as they please? Critics
of the UK Government’s position claim the Government is ‘siding with big US
tech companies’ (Scott 2025: np). The voices of those representing the creative
industries are heard by parliamentarians, but it is unclear how the TDM
controversy will be resolved. The challenges facing the creative industries, and
especially smaller companies and individual creators, are emphasised by the
creative industries’ representatives and in the press and by some policymakers.
Nevertheless, the drive to secure the prospects of the UK Al industry is strongly
influenced by the dominant Al innovation and creative industries social
imaginary, which presents a ‘common sense’ vision of a thriving commercial Al
sector balanced alongside a successful creative industries economic
contribution.

Resolving the conflict over TDM practices in the UK policy debate is
presented by some policymakers and the Al industry as requiring the
accommodation of ‘common sense’ consistent with the dominant social
imaginary—an imagined future in which there is an inevitable incursion of
marketised Al tools and services into all sectors, including the creative
industries. In this context, declining incomes of smaller and independent
contributors to creative production are at risk of being treated as collateral
damage because the priority is to boost the Al industry’s and the creative
industries’ contributions to economic growth. In view of the threat that LLM
training will move to other countries if new policy is introduced, it may be that
UK policymakers’ preferred option will be to do nothing, leaving TDM
practices to be worked out in the marketplace.

The dominant Al innovation and creative industries social imaginary is
remarkably insensitive to the reality of winners and losers in struggles over the
distribution of rewards to creative labour. The way Al marketised products
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produce bias and discrimination is absent from the narrow TDM policy debate,
apart from lobbyists’ claims that applications will enable enhanced diversity.
‘Common sense’ values within the alternative social imaginary are subordinated
in favour of promoting Big Tech’s exploitation of data for profit. The alternative
social imaginary calls for an emphasis on the future potential of Al innovation
and creative labour to contribute to the public good. It embeds ‘common sense’
values associated with collective and non-market strategies and practices as a
means of resisting the exploitation of data for profit.

The aim of this extended comment has not been to predict the outcome of the
UK Government’s deliberations on TDM practice. It has been to reflect instead
on the implications of the TDM debate as revealed through the lens of
contending Al industry and creative industries social imaginaries. The
discussion has highlighted how the TDM debate is influenced by a dominant
imaginary that takes a logic of marketised Al innovation as ‘common sense’
alongside a strong emphasis on the commercial market for creative works. This
imaginary has been contrasted with the ‘common sense’ embedded in an
alternative social imaginary that encourages attention to the ambitions and
expectations of those who are harmed. These harms are due to an emphasis on
sustaining the wider project of ‘technocratisation’ and ‘instrumentalisation’
through commercial data exploitation that disadvantages groups in the UK and
beyond. Policymakers who attain increased awareness of the importance of
collective interests in equity and justice, the values embedded in the alternative
social imaginary, may be more likely to begin imagining a future that attends to
non-market approaches. In this way, the benefits of Al to creative labour can be
developed, even if these emerge only in parallel to the commercial aspirations of
both industries.
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