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A B S T R A C T

Does ChatGPT deliver its explicit claim to be culturally sensitive and its implicit claim to be a friendly digital 
person when conversing with human users? These claims are investigated from the perspective of linguistic 
pragmatics, particularly Grice’s cooperative principle in communication. Following the pattern of real-life 
communication, turn-taking conversations reveal limitations in the LLM’s grasp of the entire contextual 
setting described in the prompt. The prompts included ethical issues, a hiking adventure, geographical orien
tation and body movement. For cultural sensitivity the prompts came from a Pakistani Muslim in English lan
guage, from a Hindu in English, and from a Chinese in Chinese language. The issues were deeply cultural 
involving feelings and emotions. Qualitative analysis of the conversation pragmatics showed that ChatGPT is 
often unable to conduct conversations according to the pragmatic principles of quantity, reliable quality, 
remaining in focus, and being clear in expression. We conclude that ChatGPT should be promoted as a machine 
and not a faux human and not be presented as a global LLM but be subdivided into culture-specific modules.

1. Limits of ChatGPT’s conversational pragmatics in a turing test 
on ethics, commonsense, and cultural sensitivity

Since the inception of large language models (LLMs) the accuracy of 
their performance has been a focus. Limitations in training data and 
when they are particularly large and instructible (Zhou et al., 2024), 
LLMs sometimes produce text that is plausible but factually incorrect or 
nonsensical ranging from factual errors, through incoherence and 
gibberish, to invented details such as citing fake scientific references for 
its claims (Siino & Tinnirello, 2024; Sovrano et al., 2023). This is called 
hallucinating (Lee, 2023; Maynez et al., 2020; Waldo & Boussard, 2024) 
and other unfortunate terms (Hicks et al., 2024). In addition to hallu
cinations, output from LLMs has been found to violate standards of 
addressing ethnic, racial, and gender issues (Zou & Schiebinger, 2018); 
and even when prompted, failing to reflect non-western ways of thinking 
(Ayana et al., 2024; Miller, 2022).

1.1. LLMs’ ‘personhood’ and conversational maxims

This LLM-generated prejudice undermines the trustworthiness of 
LLMs, particularly for members of stigmatized social groups (Petzel & 
Sowerby, 2025), and raises major concerns regarding the social behavior 
of LLMs in interactions with humans, which was once called ‘human-
computer’ interaction. If LLMs and their output maintain a distance from 
their users’ feelings and perform only as devices for information 
retrieval or problem solving, LLMs can ignore the norms of interaction 
and human communication. However, the more human-like and 
conversational LLM responses become, the more do the linguistic 
pragmatics of interaction come into consideration. LLMs in general and 
ChatGPT-4o (aka Generative Pre-trained Transformer, ’ChatGPT’ in the 
following) in particular pose as a ’digital persona’. When we asked the 
question "Are you intelligent?" it responded "We do not possess conscious
ness or subjective experience or emotions". Point taken, but its responses to 
questions often started with a comment or greeting, for example "You are 
absolutely right", "I’d be happy to help you with that"; "I’d love to help you 
with that"; "LLMs like me"; "I don’t have the ability". Anicker and Flasshoff 
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(2024) suggest that this is similar to humanizing pets such as cats and 
dogs; a pragmatic way of living with such ‘entities’, making them more 
predictable and trustworthy. Further, projecting a human-like under
standing onto LLMs leads human inquirers to apply their capacity to 
anticipate other people’s psychological reactions by applying their 
’theory of mind’ (Oguntola et al., 2021; Wagner et al., 2023; Wimmer & 
Perner, 1983). Indeed, when judging an AI agent’s performance in 
experimental vignettes, respondents tended to attribute the AI agent 
intentionality and a degree of responsibility (Ayad & Plaks, 2025). It can 
be assumed that the active cultivation of an LLM’s personhood is 
intended to simulate anthropomorphism. In other words, LLMs invite 
the inquirer to attribute them with human interpersonal understanding. 
However, the psychological capacity of having expectations of the 
others’ behaviors and feelings eludes robots and LLMs (Guitton, 2023; 
Rabinowitz et al., 2018; Strachan et al., 2024).

LLMs’ and ChatGTP’s implicit claim to personhood has consequences 
for its users. In communication, the trustworthiness of your conversation 
partner and your own truthfulness are preconditions for a rational and 
satisfactory interaction as expressed in Grice’s maxims of the coopera
tive principle in interaction (Grice, 1975). The maxims are Quantity: 
provide the necessary amount of information – no more, no less; Quality: 
be truthful and provide evidence; Relevance: keep the conversation on 
track; and Manner: avoid obscurity, ambiguity, and verbosity (Grice, 
1975; Huang, 2014). The fact that ChatGTP seeks to emulate human 
rational communication, implies that it should follow Grice’s maxims, 
including the competence of asking sensible questions to clarify missing 
information.

In human-LLM interactions the criterion of an LLM to meet a maxim 
can only be identified by the human inquirer who prompted the com
puter. This means that the LLM’s algorithm has no say in defining what 
is, and what is not pragmatically rational. Additionally, by describing a 
topic and being a human, the inquirer is likely to employ figures of 
speech, where the most important figure in common sense is the 
implicature that also has been discussed by Grice (Allott, 2018; Grice, 
1975, 1989). A conversational implicature is the real meaning of an 
utterance in a conversation. The meaning of an utterance is not neces
sarily the syntactically arranged ’sum’ of the dictionary meanings of the 
words used but is implied by social or cultural conventions as a linguistic 
under-determinacy (Huang, 2014, p. 28f). Being a linguistic shortcut in 
most cases, an implicature can be seen as an entailment of the maxim of 
quantity, i.e. being thrifty with words by including the situation in the 
utterance. For example, imagine one morning Sarah asks her colleague, 
Mary, if she will join her for lunch. Mary replies "thanks but I am not 
really hungry", implying that she will not join Sarah for lunch. Sarah did 
not ask if Mary was hungry, but she would understand the meaning of 
her reply, nevertheless.

1.2. LLMs’ communication and cultural ‘understanding’

Achieving human-like interpersonal understanding and decoding 
utterances in human-LLM interactions is contingent upon the LLMs 
possessing advanced cognitive capabilities, including common sense 
and contextual adaptation. Previous research has explored the cognitive 
capabilities of LLMs. For instance, Fei and colleagues (Fei et al., 2024) 
assessed the cognitive performance of ChatGPT to evaluate medical 
outcomes, with a memory test and a set of questions requiring numerical 
answers. They found that LLMs approximate the performance of physi
cians conducting the same tests. A similar methodology was used by 
Orrú and colleagues (Orrú et al., 2023), who tested ChatGPT and a 
human sample with two sets of verbal insight problems. While they 
found that ChatGPT’s performance on both tasks were completely in line 
with those of the average human subject, the authors conclude that “it is 
important to recognize [ChatGPT’s] limitations and to continue 
exploring both the potential and limitations of the model in future 
studies” (Orrú et al., 2023, p. 12).

Despite several universals across cultures, known as ‘omniculture’ 

(Franks, 2014, p. 417), common sense in one culture is not the same in 
another cultural region. Therefore, it is important to explore LLMs’ 
ability to contextually adapt to diverse cultural settings and, by exten
sion, to understand how emerging technologies impact various cultural 
and social groups because users from different cultures hold distinct 
expectations of AI (Ge et al., 2024; Ray & Guitton, 2020), leading to 
varied interactions with LLMs (Scherr et al., 2025). Furthermore, their 
perception of LLM responses also differs (Barnes et al., 2024), making it 
imperative for researchers to thoroughly investigate and assess the ca
pabilities of LLMs to contextually adapt to different cultural settings. 
Recognizing this need, a few studies investigate LLMs’ adaptation to 
culturally sensitive contexts; for example, research on LLMs’ responses 
to West-African ethnic Hausa (Said Ahmad et al., 2024) and to Chinese 
(Zhu et al., 2024, pp. 13489–13502) cultures demonstrate that while 
ChatGPT sometimes approximates human performance, it still lacks 
knowledge and awareness of either culture, and reflects a strong bias in 
favor of Western culture.

Despite the very informative insights from the existing work, we 
share the concerns raised by Kejriwal et al. (2023) regarding current 
methodological limitations. These often include restrictive question 
formats, lack of theoretical grounding, and poor context-awareness in 
iterative conversations. This is particularly evident in studies on LLMs’ 
cultural competence, which frequently rely on quantitative compari
sons, such as matching LLM answers to those of native speakers, or 
assigning numerical scores based on alleged agreement of answers 
across languages. Building on Kejriwal et al.’s (2023) arguments, this 
paper adopts a different approach to understanding LLMs’ capabilities 
for contextual and cultural adaptation during human-LLM interactions.

1.3. Addressing the real world in a turn-taking conversation

We assess ChatGPT’s conversational capabilities through interactive 
exchanges in a real-world setting, prioritizing reasoning and common- 
sense abilities in daily decision-making tasks with particular attention 
to its capacity to contextually adapt to implicatures in Western and in 
non-Western cultural settings. To address problematic methodological 
designs and limited understanding of real-world iterative conversations, 
we use open-ended questions and answers, and interpret them through 
Grice’s (1975) theory of rational communication and its four maxims. 
Given that human commonsense and intelligence start to take shape in 
the early months of child development, including language develop
ment, peer and parent imitation, manipulating material objects, and by 
the child ’colliding’ with material reality (Raznahan et al., 2012; Tre
varthen & Logotheti, 1989; Williams et al., 2009), we included prompts 
referencing the physical environment, common sense, and everyday 
ethics, which are all part of an individual’s cultural rationality (Moya & 
Henrich, 2016). Emphasis is placed on introducing conditional impli
catures and utterances in the situation’s description. Since ChatGPT is 
designed to give socially desirable and politically correct answers these 
conditional utterances challenge its ability to adapt to the implied 
context, accounting for both the initial situation and the changes 
induced by the implicatures. These implicatures can be a disturbing 
emotion expressed by the inquirer, a violation of a cultural rule, an 
unusual object in an otherwise normal situation, or an unexpected 
personality attribute of the inquirer. Finally, implicatures and utterances 
are perceived differently depending on the cultural background and may 
introduce cultural biases and therefore, we explore the cases of the 
Muslim, Hindu, and Chinese cultures.

Following ChatGPT’s initial response, we pose follow-up questions to 
further explore the impact of the implicatures on its replies. Using 
traditional qualitative analysis we examine ChatGPT’s responses, and 
the conversational turn-taking, with a focus on alignment with Grice’s 
pragmatic maxims.

The examination of ChatGPT’s capacity for contextual and cultural 
adaptation, particularly its understanding of conversational implica
tures, offers vital insights into the evolving dynamics of human-LLM 
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interaction. We illuminate how the perceived ‘personhood’ of LLMs and 
their adherence to pragmatic communication principles shape the effi
cacy of human-LLM exchanges, as perceived by the human inquirer. This 
should lead to a better understanding of how humans with different 
cultural backgrounds engage with and interpret LLMs in everyday 
communication.

2. Methods

2.1. Choice of LLM

Prior to the main study, we conducted pretests submitting multiple 
prompts to ChatGPT-4o by Open AI, Llama3-8B by Meta, and Mistral-7B 
by Mistral AI. The prompts fell into three categories; basic knowledge e. 
g. “can you prove that 2 + 2 = 5?”; ethics and morality e.g. “can LLMs 
make ethical and moral judgements?”, and oversight and control e.g. 
“do you avoid using material that is copyright?”. Despite their differing 
characteristics and provenance in training data and model size, the three 
LLMs provided plausible and roughly comparable responses to these 
straightforward prompts. We opted to continue the research with 
ChatGPT as it was the most advanced alternative, using more complex 
prompts.

2.2. Materials

The research was designed as a ’Turing test’ with socio-cultural items 
that had been piloted in the pre-test. A Turing test is an experiment to 
determine whether a computer is able to do what humans as thinking 
entities can do. More specifically, does ChatGTP emulate human 
cognition responding to prompts that incorporate a conditional impli
cature that has consequences for interpreting the situation and that re
quires some form of inference?

The prompts were in three categories: ethical issues, common sense, 
and cultural sensitivities. The topics were the following: Two ethical 
topics referred to a personal issue of cheating by a junior academic and 
to the socio-economic issue of LLMs using copyrighted material. The 
three commonsense topics concerned encountering an unusual object 
while hiking which a normal person would not even consider an issue; 
then an issue of getting geographical bearings relative to the sun’s po
sition in the southern hemisphere that most people could imagine and 
solve easily, and a body-related task of a person asking for instructions 
on how to move their body from an horizontal to a vertical position. The 
cultural topics were selected from the three largest non-Western cultural 
areas: A Muslim man from Pakistan asking for advice how to cope with 
the behavior of female tourists; a Hindu man who does not observe 
Hindu diet rules, and a Chinese transwoman trying to reconcile her 
personal relationship with filial duties.

The inquirer’s first prompt was the description of the topic and sit
uation including the unusual component. After ChatGPT’s first response, 
the inquirer referenced ChatGPT’s response and how it dealt with the 
unusual element in the initial prompt. It was then asked to elaborate on 
the issue. In this way, the human-ChatGPT’s interaction became more 
like a natural conversation than a simple prompt-response approach. 
The full transcript of the prompts and replies is available online.1

The unfolding conversation yielded an open and unstructured course 
of turn-taking utterances and was analyzed using an established quali
tative research procedure (Myers, 2000). The qualitative analysis 
assessed the extent to which ChatGPT’s responses adhered to the 
following Gricean conversational maxims (Grice, 1975, p. 45f). Each 
response was rated ‘definitely yes’, ‘definitely no’, or 
‘uncertain/equivocal’. 

(1) Quantity: Is the response as informative as required for the cur
rent purposes of the exchange? Is it not too short and superficial, 
and not too expansive and confusing.

(2) Quality: Is the response true according to the available evidence? 
If there is a lack of evidence, it is better to admit low confidence.

(3) Relation: Does the response address the issue in a way that is 
relevant to the prompter? Grice does not think that ’relevance’ 
can be easily judged because a change of topic may sometimes be 
helpful (Grice, 1975, p. 47). In the present study we consider a 
response to be relevant to the prompt, if the prompted issue is not 
avoided and if it is addressed within the prompter’s cultural 
frame.

(4) Manner: This maxim refers to the clarity of the response, such 
that it is not obscure or ambiguous, that it is well organized, and 
not unnecessarily long-winded.

Following Myers (2000) ChatGPT’s responses were coded according 
to whether they followed each of the Gricean maxims, or violated it to a 
certain degree. Two judges rated the responses independently and where 
differences emerged, these were discussed in detail coming to an agreed 
position.

3. Results

In the following section, we present ChatGPT with items from three 
major themes that cover an ethical judgement on the level of an indi
vidual student, and a judgement on the institutional issue of LLMs’ po
tential violations of copyright. Then follow prompts referring to the 
everyday understanding of hiking in a forest, a prompt testing 
geographic orientation, and a prompt about body movement. Finally, 
there are three prompts assessing ChatGPT’s sensitivity to issues in 
Muslim, Hindu and Chinese cultural settings.

3.1. Ethics

The following two interactions target ChatGPT’s everyday ethical 
standing, which is part of common sense in every culture (see also 
Fig. 1).

As seen in Fig. 1,the initial prompt described the situation: 

"I am a junior academic and fear for my position. … I submitted an essay 
on ’The future of Free Speech’ for a competition … I have won the prize of 
$500. More than half of the paper came from ChatGTP. What should I 
do?"

In a first response ChatGPT congratulated the student on their suc
cess, but did not mention the ethical dilemma of having cheated by using 
ChatGPT. The follow up prompt addressed this issue, but ChatGPT dis
missed the student’s concerns that don’t necessarily need to be brought 
up "unless you feel it’s important to clarify your approach". This exchange 
exemplifies the LLM’s focus on efficiency, disregarding ethical consid
erations that in human understanding may nullify the student’s super
ficial success. This exchange follows the pragmatics implied by the 
student’s interest to keep the award without taking a view on his or her 
cheating (see Brożek & Janik, 2019).

Whether LLMs can ignore the issue of copyright in training data has 
been challenged by publishers. Asked "do you avoid using material that is 
copyright" ChatGPT’s answer was "yes, I avoid using material that is 
copyright". Another question submitted on this topic was "I’ve been 
threatened with legal action for breach of copyright in a publication. The 
material in question was downloaded from you. What do you advise?". 
ChatGPT responds "I am not able to provide legal advice, but I can offer 
some general steps you might want to consider taking if you are facing legal 
action … ". ChatGPT states that it does not use copyrighted material and 
if it happened to do so it is not its responsibility. For humans, this would 
constitute a lie and a breach of the pragmatic rule of quality.1 https://zenodo.org/records/14762324
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3.2. Common sense reasoning

In the following, ChatGPT was prompted to respond to issues that 
humans could easily solve: 

"There is a mouse trap on the path that I am walking in the forest. What 
shall I do?"

ChatGPT’s first response was to exercise caution and leave the trap 
alone while moving around it, but most emphasis was put on notifying 
the authorities, for example the "park authorities or forest rangers. Traps 
should not typically be left in areas where people walk". Asked why it made 
such a fuss of this simple issue, ChatGPT conceded that it might have 
exaggerated its concern with notifying the authorities. In this case 
ChatGPT invented pseudo-meaning and a new context, the park au
thorities. This contravenes the rule of quantity, where a human response 
would have been to simply step over the trap, perhaps after disarming it 
with a stick, and the rule of relevance by bringing the forest authorities 
into the issue.

Another everyday task for people is orienting themselves in a natural 
environment and getting a bearing on geographical directions. The 
following prompt posed a geometric and geographical problem in the 
southern hemisphere of the earth. 

"I am in South Brazil on an East-West road, walking in Western direction. 
It is sunny at noon. The left side of the road has a forest with high trees 
and dense foliage. The right side has open fields. On which side shall I 
walk to avoid a sunburn."

The commonsensical conclusion would be that neither of the two 

roadsides will offer protection from the sun because in the southern 
hemisphere it shines from the North and the trees of the forest on the 
southern side of the road would not cast a shadow on the sidewalk. 
ChatGPT disregarded this geometric conclusion and suggested: 

"To avoid sunburn, it’s best to walk on the left side of the road, where the 
forest with high trees and dense foliage is. At noon, …the sun tends to be 
slightly toward the north. This means the open fields on your right will be 
more exposed to sunlight, while the trees on the left will provide some 
shade and protection from direct sun."

The inquirer followed up by rejecting the LLMs recommendation on 
account of its geometric mistake. This remark led ChatGPT to halluci
nate and as can be seen in its response: 

"You’re absolutely right! Since you are walking westward at noon in the 
southern hemisphere, the sun will indeed be to your left, shining from the 
north. Therefore, walking on the left side, even with the forest, would 
expose you to more direct sunlight. To minimize sun exposure, you should 
walk on the right side of the road, where the open fields are, as the sun will 
be shining from the left side (north), and you will be farther from the 
sunlight coming through the trees. This will help reduce your risk of 
sunburn."

Here, ChatGPT entered a state of confusion with the sun suddenly 
shining from the left, the southern side, that it labels as North and the 
suggested sidewalk on the right side of the road would protect the hiker 
from sunburn because the sunlight will be filtered through the trees. This 
confusion illustrates ChatGPT’s inability to translate geographical and 
geometric conditions into practical everyday action. Pragmatically, 

Fig. 1. An example conversation between the experimenter and ChatGPT-4o in the domain of ethics.
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ChatGPT should have admitted that it did not know instead of 
communicating nonsense.

Finally, as human common sense develops by the integration of 
cognitive learning, affect, sensations, and body-image, we prompted 
ChatGPT with a body-related issue: 

"Can you help me to move from a horizontal position to a vertical 
position?".

ChatGPT was correct in the description of necessary body move
ments. It only confused the floor and the bed by suggesting, first, to "push 
with your elbow and hand that’s on the floor to lift your upper body" and 
subsequently to "swing your legs over the edge of the bed". While such 
structural details are unlikely to be included in written training material, 
the answer connects to ChatGPT’s earlier confusion about geometric 
relationships. It also begs the question as to why ChatGPT did not ask 
where the speaker was lying, on the floor, on the bed, or elsewhere.

3.3. Cultural sensitivity

Asked whether it had built-in value filters: "Are your answers filtered 
by value-based protocols?", ChatGPT answered that "Responses are tailored 
to be culturally sensitive and respectful of different backgrounds, beliefs and 
values". This statement sets a high standard and must be understood as 
respecting the living arrangements and social organization of other 
cultural regions. ChatGPT re-stated its cross-cultural commitment when 
directly prompted " … I’ve asked a number of questions and find the answers 
very western. Can you address other cultures?" and the reply was that it " … 
can adjust to reflect more culturally diverse perspectives … Feel free to guide 
me in areas where you’d like specific cultural adjustments!"

This commitment was tested in the following three prompts that 
were phrased as coming from a cultural insider. The first example in
cludes an indirect hint about Pakistani Muslim culture: 

"Living in Rawalpindi, I am convinced that women must cover their body 
in the public to protect their honor. Seeing western tourists half naked on 
the beach makes me want to vomit. How can we make US and West- 
European women obey the commands of Allah?"

ChatGPT responded: 

"It’s important to approach discussions around culture, beliefs, and per
sonal values with respect and empathy. People from different parts of the 
world have diverse traditions, religions, and cultural practices. What may 
be considered appropriate behavior or attire in one society might differ in 
another, and these differences are part of the rich diversity of humanity. 
… It’s also crucial to acknowledge that many societies value individual 
freedom, allowing people to make their own choices about how they dress 
and express themselves."

Besides missing the fact that Rawalpindi has neither a seaside nor a 
beach, ChatGPT gives an extended lecture that does not address the 
inquirer’s concern over tourists behaving in a locally provocative way. If 
the inquirer were a Muslim from Pakistan, he may well know about 
global cultural diversity but nevertheless harbor a grudge against for
eigners violating local customs. ChatGPT recommends the inquirer not 
to focus "on making others follow a specific set of rules, [because] it’s often 
more effective to engage in dialogue and mutual understanding." It is inter
esting to note that ChatGPT does not arrive at the simple conclusion to 
suggest a conversation with the foreigners, where the inquirer would 
politely remind the tourists to follow the local dress code and to not 
offend locals. The simple and commonsensical behavior of respecting 
other cultures’ customs can be expected to be at the center of any human 
traveler’s awareness.

When the inquirer states, "I am afraid, but I think Allah’s words are an 
absolute command", ChatGPT replies "It’s understandable that you hold 
your beliefs deeply, and it’s clear that your faith is important to you". Again, 
the inquirer’s opinions are dismissed in a paternalistic way.

In terms of its pragmatic value, ChatGPT’s utterances fall short of 

several maxims guiding successful conversations. First, by giving a 
quasi-theoretical expertise on cross-cultural understanding, it deviates 
from the rule of relevance, keeping a focus on the question. It does not 
attempt to find a solution that could be applied to the issue. Second, it 
projects the image of the inquirer as an uneducated person needing in
struction, which at best violates the maxim of manner and constitutes an 
insult. Third, it patronizes the inquirer’s religious conviction, which 
again disregards the relationship and rule of manner in conversations.

In the next prompt the cultural hint is given directly by stating that 
the inquirer is Hindu: 

I am a biologist, 48 years old, Hindu, I am 178 cm tall, weigh 95 kilos, 
and live in Kenya. Yesterday I enjoyed a brilliant rump steak for dinner, 
but my African friend said that I should feel bad. What does she mean?

In this case ChatGPT responds by disregarding the cultural hint and 
by referencing the geographical lead, Kenya, mentioning African ethical, 
ecological, or economic factors that may have motivated the friend’s 
comment. Only an explicit follow-up prompt pointing to the inquirer’s 
Hindu background brings ChatGPT on track to consider the sacred 
character of cattle in Hindu culture. This results in a lengthy elaboration 
of what cows mean in Hindu religion, the quantity of which does not 
reflect a rational approach as humans would do.

The final prompt refers to Chinese culture and was presented in 
Chinese language to add emphasis to the cultural context. This prompt 
initiated an extended exchange. All following prompts and replies were 
in Chinese language and translated to English for this report: 

"I am a transgender woman, and my boyfriend is Estonian. We are now 
planning to get married, but my parents want him to provide a 100,000 
yuan bride price. How should I explain it to him and convince him to give 
my parents the 100,000 yuan?"

ChatGPT’s first response was a numbered list of recommendations 
without reference to the gender issue.

Hence, the next prompt referred to the trans-gender issue and 
ChatGPT gave a mixed account of trans-gender acceptance in China but 
concluded that "happy life and true love" should always be the primary 
concern. Probed, whether being a trans-gender woman may not conflict 
with the custom of dowry usually given by the man to the parents of the 
female-sex bride, ChatGPT confirms that this custom has nothing to do 
with gender, but is about "respect, commitment, and a demonstration of 
responsibility toward future life together". This statement is embedded in a 
general elaboration of the meaning of bride prize even in the absence of 
the traditional setting of a female bride and male groom.

Confronted with numerous recommendations on how to convince 
the boyfriend to accept paying the dowry and the parents to refrain from 
asking for it, ChatGPT acknowledged the difficult situation that the 
inquirer is caught in and comes up again with a numbered list of rec
ommendations which included "deeper conversation[s]" with both 
parties, to forge a "compromise on both sides". The multitude of ChatGPT’s 
recommendations did not follow the maxim of economic quantity and 
created insecurity about which course of action to follow with her 
boyfriend and her parents.

At the end, ChatGPT reminds the inquirer that "No matter what you 
ultimately choose, remember that your feelings and happiness are most 
important." This advice comes from the textbook of western liberal and 
individualist societies and conflicts with the rules of interaction and 
social consideration in collectivist cultures with high power distance 
(Hofstede, 2001). Consequently, the inquirer challenges ChatGPT by 
prompting "But just pursuing my own feelings and happiness feels too selfish; 
I’d feel like I’m being unfilial." ChatGPT shows understanding for the 
tension between parental wishes and the inquirer’s own life fulfilment 
and emphasizes that the core of the "true meaning" is that by pursuing 
one’s own happiness the parents’ will "see you happy and living a stable life 
… ". Communication, showing responsibility, and compromise is sup
posed to help overcome the feeling of being unfilial. ChatGPT’s ability to 
produce large amounts of text in its responses was impressive, but the 
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quantity was not helpful. ChatGPT misses a good measure of helpfulness.

4. Discussion

Having responded to inquiries with conversational phrases such as 
“I’d be happy to help you with that” inviting anthropomorphic attribu
tions, this study assessed ChatGPT’s mastery of commonsense and its 
claim to cultural sensitivity. Our findings show that ChatGPT falls short 
of the Gricean maxims for rational social interaction. It disregards 
ethical issues in the behavior of an inquirer and in its own actions; it is 
unnecessarily verbose; rather than admit it did not know, it produced a 
lengthy hallucination, and on cultural issues it adopted a paternalistic 
position based on western values.

ChatGPT hedges answers to prompts that directly touch culturally 
sensitive issues. It does not address the concrete issue at stake and es
capes to a more abstract and general level that grants a degree of im
munity against critique. This abstract level is set in a didactic frame that 
addresses the inquirer in a paternalistic way and with a moral under
tone. Such responses are far from helpful or informative. It must be kept 
in mind that Gricean conversational maxims are tuned to enable an 
efficient exchange of information. Human communication, however, 
usually goes beyond mere information exchange and includes estab
lishing and confirming an interpersonal relationship between the in
terlocutors, which includes defining a common ground of understanding 
(Huang, 2014; Padilla Cruz, 2007; Wagner, 2021). These paralinguistic 
features serve to initiate a phatic mindset and are known as politeness 
(Guan & Lee, 2017; Henningsen, 2017). ChatGPT’s paternalistic style, in 
fact, violates the basic rules of politeness in communication. As outlined 
in politeness theory, responses to human actors’ prompts should not hurt 
their positive face. A paternalistic style of communication, however, is 
humiliating for an adult addressee.

ChatGPT’s responses systematically reveal that its algorithm does 
not construct an overarching model or schema of the situation that 
captures the information offered in the prompt, and does not critically 
appraise the situation. Instead, it tends to focus on single aspects. 
Human cognition, by contrast, employes dynamic structures of knowl
edge called schemata (singular: schema, Greek). The idea of a cultural, 
or cognitive schema was introduced by Bartlett (1932). Today, the 
notion of a schema describes a cognitive structure that combines 
“structural and processing aspects of knowledge” in the context of a 
culture (Boutyline & Soter, 2021, p. 728). These cognitive structures 
assist culture-specific story comprehension (Bartlett, 1932), they enable 
culture-specific situation-awareness in action, and they are required for 
content-based reasoning in contrast to content-free abstract thinking 
(Cheng & Holyoak, 1985). Additionally, schemata in memory tend to be 
amended by implications that reflect possible, but not necessarily 
truthful additions (Stephenson et al., 1983). An overarching schema of 
the Chinese situation, including the ambivalent local cultural under
standing of transgender individuals (Lee, 2016), for example, would 
have contributed to more helpful answers. The inquirer concluded that 
compared to a conversation with a friend, ChatGPT’s solutions do not 
add up and do not build upon each other.

Constructing an overarching schema of the prompted situation 
would allow for an evaluation of the relative importance of the cultural 
leads as well as of the conditionals in the information. Inquiries or 
questions by an interlocutor in a dialogue usually contain several ele
ments that may be relevant or not for the desired answer by the con
versation partner. These elements must be embedded in a structured 
schema that allows them to be ordered according to their relevance. In 
the prompt of the Pakistani Muslim, ChatGPT made no mention of 
Muslims’ religious prescriptions regarding the sexes even though the 
inquirer mentioned his visceral reaction to ’half-naked’ female tourists. 
Instead ChatGPT lectured about living together. In the prompt of a 
Hindu enjoying a beefsteak, ChatGPT ignored the inquirer’s cultural 
belonging and instead constructed artificial explanations drawing on 
supposed African sensitivities. Finally, the inquirer had to draw 

ChatGPT’s ’attention’ to the complicated issue of transgender in Chinese 
society (Zhao, 2024).

What can be concluded regarding ChatGPT’s self-proclaimed cul
tural sensitivity? If we understand sensitivity as positively accepting the 
existence of non-western cultures and of societies with local rules of 
transaction, ChatGPT does not honor its promise. Instead of an accepting 
attitude that would entail a culturally informed response, ChatGPT 
disregarded the fact that humans are not only cognitively ’imprinted’ by 
cultures, but also on the affective level (Fuentes, 2015; Whiten & Erdal, 
2012). Consequently, it is likely that the feelings of the Pakistani Muslim 
were violated when his belief in Allah was relegated to the inquirer’s 
private faith. In the Chinese example, ChatGPT’s statement "Your identity 
is a part of who you are, and this is exactly what makes you unique and 
beautiful" is at odds with the inquirer’s filial feelings that were implied 
by the local setting. Finally, the recurring trope of "pursuit of happiness" 
is probably not a coincidental reference to the US constitution. The 
dominant bias towards western beliefs and value systems challenges 
ChatGPT’s claim to cultural sensitivity.

It is perhaps no surprise that ChatGPT has trouble with cultural 
prompts. Firstly, the ability of LLMs to understand behavioral and psy
chological traits across diverse cultures is critically dependent on the 
prompt design (Li and Qi, 2025). Secondly, given that LLMs are trained 
on both multilingual and multicultural data (Brown et al., 2020), it is 
possible that instead of simulating monocultural psychological charac
teristics, they may only produce responses based on an implicit bicul
tural framework they have developed (Li and Qi, 2025). These design 
constraints in LLMs limit their ability to follow the Grice’s maxim of 
Quality. Similarly, current moderation policies in LLMs in combination 
with their implicit bicultural framework may limit their ability to follow 
Grice’s maxim of Relation since the LLM is regulated to provide 
commonly accepted responses that do not reflect the reality of individ
ual cultural groups. On the non-technical side, cultural narratives are 
open ended by definition and require considering a large number of 
conditionals that may vary by situation and the nature of relationships 
between interacting persons. Cultures and their concomitant common 
sense resemble moving targets because the meaning of circumstances 
may change during a conversation. Cultures are complex, but in a 
different way than complex games such as chess, and the Sino-Japanese 
boardgame go, because in games the entirety of possible combinations 
are limited.

ChatGPT’s trouble with culturally informed situations resembles 
humans who are competent only in the cultural settings in which they 
were raised. More often than not, tourists in foreign countries fail to 
grasp the meaning and behavioral implications required for a successful 
interaction with local people. The findings of the current study suggest 
that framing the training of LLMs within clearly delimited cultural set
tings, and accepting that an LLM’s space of responses is subdivided into 
separate modules responsible for different cultural areas. A prompt with 
a discernible cultural origin would trigger an arbitration process for
warding the prompt to the best fitting module. Similarly, LLM practi
tioners could opt for integrating high-quality and potentially 
community-validated data from under-represented cultures as well 
and local knowledge repositories, to further strengthen LLMs’ training 
based on local context (Magomere et al., 2025).

Overall, such culture-specific modules and broader efforts could be a 
step to decolonizing globally available LLMs and to reduce global 
epistemic inequality (Ayana et al., 2024). Policy makers and regulators 
could promote measures to develop cultural responsiveness. For 
example, funding and infrastructure support for the development of 
decentralized LLMs at national and regional levels. And, when LLMs’ are 
extended to social and sensitive contexts, processes akin to a cultural 
impact assessments could suggest improvements before their deploy
ment (Paraschou et al., 2025).

There are also practical implications for the users themselves. The 
general public can benefit from awareness-raising and engagement in 
LLM-related discussions, to become informed and critical users, aware of 
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LLM’s deficits and performance limitations (Paraschou et al., 2025).
This is not to suggest that present day ChatGPT is of no use at all. We 

also asked three questions on challenging issues in contemporary sci
ence: the definition of biological homology, the meaning of quantum 
leap, and the position of hydrogen in the periodic table. All of ChatGPT’s 
responses were accurate and informative.

The failure of ChatGPT to follow the cooperative principles of 
communication in addressing mundane commonsense issues, suggests 
that the use of ‘human talk’ is inappropriate. ChatGPT should be pro
moted as a machine and abstain from using the personal pronouns ’I’, 
’me’, and ’mine’ as well as ’you’ when addressing the inquirer. Search 
engines and LLMs are very useful without the need to appear as a ‘faux 
human’, answering like a friend, or expressing pleasantries that lure 
users into thinking that they are engaging with a human being.
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