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The Chatbot Assessment Reporting 
Tool (CHART) reporting guideline 
promotes transparent and 
comprehensive reporting of studies 
evaluating the performance of 
generative artificial intelligence (AI)-
driven chatbots for the purposes of 
summarising clinical evidence and 
providing health advice, referred to 
here as chatbot health advice (CHA) 
studies. CHART is the product of an 
international, multi-phase, consensus 
based initiative involving various 
stakeholders and comprises a 12-item 
checklist with 39 subitems. The 
checklist includes items on open 
science, title and abstract, introduction, 
model identification, model details, 
prompt engineering, query strategy, 
performance definition and evaluation, 
statistical analysis, results, discussion, 
with an accompanying flow diagram. 
Each item includes distinct subitems. 
This explanation and elaboration 
article discusses each subitem and 
provides a detailed rationale for its 
inclusion in the CHART checklist.

Generative artificial intelligence (AI) refers to a class 
of AI algorithms that can process and generate text, 
images, or other data forms, exhibiting human-like 
comprehension and output.1 Unlike traditional AI 
models designed to perform specific tasks, generative 
AI can produce novel outputs that are not represented 
within its training data, enabling it to execute a diverse 

range of tasks in healthcare.2 3 There is a considerable 
interest in applying generative AI to support clinical 
decision making in healthcare.4

Clinical decision making is a complex, structured 
process where physicians and other clinicians 
integrate patient data, medical knowledge, 
clinical judgment, and patient values to formulate 
diagnoses and treatment plans, often following 
established frameworks for systematic evaluation 
and intervention.5 Its complexity arises from the 
need to interpret extensive data, consider multiple 
diagnoses, manage uncertainties, account for variable 
patient presentations, and integrate evolving medical 
evidence.6 Despite their expertise, clinicians could still 
make errors in decision making due to cognitive biases, 
uncertainty, incomplete information, and the inherent 
complexity of clinical cases.7 8 Moreover, humans and 
systems are prone to fault, because medical errors are 
the third leading cause of death in the US and represent 
a major cause of preventable patient harm.9

Given these challenges, interest is growing in the 
use of generative AI models to assist clinicians in 
clinical decision making and optimise evidence based 
care. These AI tools, functioning as chatbots, offer 
advice to clinicians by providing health information, 
interpreting test results, and suggesting diagnostic and 
treatment recommendations.10-15 Generative AI-driven 
chatbots are being quickly adopted as sources of health 
advice, and thus investigators have begun to evaluate 
the quality and accuracy of the information which they 
provide to both clinicians and patients.16-19 We refer to 
these studies as generative, AI-driven, chatbot health 
advice (CHA) studies. However, the completeness of 
reporting among these studies can vary widely,4 which 
could impair the interpretation of study findings and 
prevent readers from assessing their reliability.20

Existing reporting guidelines offer recommendations 
for evaluating AI in healthcare but are designed for 
studies aimed at specific tasks such as disease outcome 
prediction,21 diagnostic test accuracy,22 early stage 
clinical evaluation of decision support systems,23 
imaging studies,24 health economic evaluations,25 or 
general interventions.26  27 These guidelines focus on 
AI models based on structured or unstructured data 
after training with similar data labelled by humans 
and generally apply deterministic algorithms aimed at 
clear, predefined outputs.28 29 In contrast, generative AI 
models produce novel outputs that are not represented 
in their training data, and are not limited to predefined 
answer categories or tasks.30 This capability allows 
generative AI to be deployed as chatbots in healthcare, 
offering dynamic and conversational health advice.16 17 
Given these substantial differences in underlying 

SUMMARY POINTS
CHART was developed according to robust methodological standards following 
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principles and applications, current AI research 
guidelines are insufficient for CHA studies, which 
evaluate the clinical accuracy of health advice from 
generative AI-driven chatbots.

To address this gap, we developed the Chatbot 
Assessment Reporting Tool (CHART) reporting 
guideline for CHA studies.31 32 This guideline resolves 
several critical reporting gaps.4 Generative AI outputs 
vary considerably because of context,33 requiring 
detailed documentation of the prompts used to elicit 
model output. Additionally, given the diversity of 
models and their continuous learning and adaptation,2 
changes in model development and deployment can 
substantially influence performance,34 necessitating 
the disclosure of technical details. Lastly, our reporting 
guideline standardises the reporting of performance 
evaluation to optimise the comprehensiveness and 
transparency in the reporting of CHA studies. This 
explanation and elaboration article describes the 
rationale behind each subitem included in the CHART 
checklist. All terminology applied in the CHART 
reporting guideline can be found in the glossary 
(table 1).

Methods
Our methodology is described in detail in the 
accompanying statement article.35 The CHART study 
protocol further outlines the development of this 
reporting guideline: https://osf.io/cxsk3.32 Ethical 
approval was submitted to the Hamilton Integrated 
Research Ethics Board, and the need for review and 
approval was waived (HiREB 17025).

CHART development
In brief, we completed a comprehensive scoping 
review and identified 137 CHA studies published 
before 27 October 2023.4 We evaluated the methods 
and reporting standards across these studies to 
draft candidate checklist items. An international, 
multidisciplinary advisory committee comprised of 
experts in generative AI, regulation, medical ethics, 
policy, and various other disciplines32 voted on the 
candidate checklist items via an online Delphi platform 
Welphi, Decision Eyes (https://www.welphi.com/) 
from 6 May to 9 June 2024. Following the modified 
Delphi consensus, an international, multidisciplinary 
expert panel comprised of 48 members reviewed the 
anonymised voting results on the candidate checklist 
as well as additionally suggested items from the 
advisory committee (appendix 1). The panel reviewed 
these items over three panel consensus meetings and 
agreed on a list of 12 checklist items, as well as a flow 
diagram on 30 June, 5 August, and 2 September 2024. 
The expert panel reviewed, discussed, and approved 
all items and subitems on the final checklist with at 
least 80% agreement. All items excluded from the 
checklist were unanimously removed by the expert 
panel after extensive discussion and input from 
relevant content experts. Authors of prior CHA studies 
then performed pilot testing by using the checklist to 
evaluate new, separate CHA studies. After extensive 
feedback, we created a final list of 12 checklist 
items comprising 39 distinct subitems as well as a 
methodological diagram for the CHART reporting 
guideline (table 2).

Table 1 | Glossary
Term Definition
Artificial intelligence (AI) The science of developing computer systems that can perform complex tasks approximating human cognitive performance.
Base model A pre-existing generative AI model.
Chat session An interface in a computing device through which communication takes place between a chatbot and its user through text 

based prompts.
Chatbot health advice (CHA) study Any research study evaluating the performance of chatbots when summarising health evidence and/or providing clinical advice
Fine-tuned model A base model that has been manipulated through various methods of algorithmic tuning to alter its performance with 

specificity; methods include but are not limited to reinforcement learning or distillation.
Generative AI-driven chatbot A program that permits users to interact with an AI model (such as an LLM) that is designed to respond to user prompts.
Ground truth The reference standard, or criteria, on which the model is evaluated to define successful performance.
Large language model (LLM) A type of AI model comprising large neural networks trained over large amounts of text usually to produce an output of 

continuations of text from corresponding prompts known as next word prediction. LLMs are a subset of generative AI models.
Multimodal LLM LLMs with the capacity to integrate input from various data types including text speech and/or visual sources.
Natural language processing (NLP) A branch of information science that seeks to enable computers to interpret and manipulate human text.
Next word prediction The natural language processing task of predicting the next word in a sequence of text given context and model parameters.
Novel model A novel base model.
Parameter A variable that is tuned iteratively or automatically to optimise the intended outcome of the algorithm. Parameters may be at 

the model level to optimise tuning (hyperparameters) or so-called weights within the model linking layer to layer (parameters).
Post-implementation/deployment Refers to alteration of the generative AI model following its release.
Pre-implementation/deployment Refers to alteration of the generative AI model before its release.
Prompt Text input by a user into the chatbot for the purpose of communicating with the LLM.
Prompt engineering The input provided by users when interfacing with a generative AI-driven chatbot, leading to input interaction with the AI 

model.
Query The act of communicating with a generative AI-driven chatbot by inputting a prompt into the chatbot that might be a question 

comment or phrase to elicit specific desired outputs from the generative AI model.
Response The output of the generative AI-driven chatbot.
Tuned model A base model that has been altered to provide focused responses by means other than fine-tuning, including but not limited to 

retrieval augmented generation, which seeks to alter performance rather than the model.
Zero shot A machine learning paradigm in which the task (such as classification) is performed without explicit training, fine-tuning, or 

other optimisation.
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Full methodological details are available in 
corresponding publications.32  35 An editable version 
is available for the full checklist (appendix 2) as 
well as the abridged abstract checklist (appendix 3). 
Table 3 lists examples of possible excerpts from the 
manuscript text corresponding to each subitem of the 
CHART checklist. Note that these are not examples of 
high-quality methodology but rather serve as examples 
for illustrative purposes to demonstrate use of the 
CHART checklist. Table 4 contains the CHART abstract 
checklist. Figure 1 outlines the methodological 

diagram. Appendix 4 contains a fillable version of the 
methodological diagram.

CHART checklist items
Item 1: Title and abstract
Subitem 1a—Title: state that the study is assessing 
one or more generative AI-driven chatbots for 
clinical evidence or health advice
Explanation: To ensure clarity for all readers, authors 
are encouraged to indicate that the study is evaluating 
the performance of a generative AI-driven chatbot. 

Table 2 | CHART checklist
Heading Item No CHART checklist item Page No
Title and abstract 
Title 1a State that the study is assessing one or more generative AI-driven chatbots for clinical evidence or health advice.
Abstract/summary 1b Apply a structured format, if applicable.
Introduction
Background 2a State the scientific background, rationale, and healthcare context for evaluating the generative AI-driven chatbot(s), 

referencing relevant literature when applicable.
2b State the aims and research questions including the target audience, intervention, comparator(s), and outcome(s).

Methods
Model identifiers 3a State the name and version identifier(s) of the generative AI model(s) and chatbot(s) under evaluation, as well as their 

date of release or last update.
3b State whether the generative AI model(s) and chatbot(s) are open-source or closed-source/proprietary.

Model details 4a State whether the generative AI model was a base model or a novel base model, tuned model, or fine-tuned model.
4b If a base model is used, cite its development in sufficient detail to identify the model.
4c If a novel base model, tuned model, or fine-tuned model is used, describe the pre- and/or post-implementation/

deployment data and parameters.
Prompt engineering 
 

5a Describe the evolution of study prompt development.
5ai Describe the sources of prompts.
5aii State the number and characteristics of the individual(s) involved in prompt engineering.
5aiii Provide details of any patient and public involvement during prompt engineering.
5b Provide study prompts.

Query strategy 6a State route of access to generative AI model.
6b State the date(s) and location(s) of queries for the generative AI-driven chatbot(s) including the day, month, and year as 

well as city and country.
6c Describe whether prompts were input into separate chat session(s).
6d Provide all generative AI-driven chatbot output/responses.

Performance evaluation 
 

7a Define the ground truth or reference standard used to define successful generative AI-driven chatbot performance.
7b Describe the process undertaken for generative AI-driven chatbot performance evaluation.
7bi State the number and characteristics of team members involved in performance evaluation.
7bii Provide details of any patients and public involvement during the evaluation process.
7biii State whether evaluators were masked to the identity of the generative AI-driven chatbot(s) under assessment.

Sample size 8 Report how the sample size was determined.
Data analysis 9a Describe statistical analysis methods, including any evaluation of reproducibility of generative AI-driven chatbot 

responses.
9ai Report the measures used for performance evaluation.

Results 
10a Report the alignment between generative AI-driven chatbot output and ground truth or reference standard using 

quantitative or mixed methods approaches as applicable.
10b For responses deviating from the ground truth or reference standard, state the nature of the difference(s).
10c Report the assessment for potentially harmful, biased, or misleading responses.

Discussion 
11a Interpret study findings in the context of relevant evidence.
11b Describe the strengths and limitations of the study.
11c Describe the potential implications for practice, education, policy, regulation, and research.

Open science
Disclosures 12a Report any relevant conflicts of interest for all authors.
Funding 12b Report sources of funding and their role in the conduct and reporting of the study.
Ethics 12c Describe the process undertaken for ethical approval.

12ci Describe the measures taken to safeguard data privacy of patient health information, as applicable.
12cii State whether permission/licensing was obtained for the use of original, copyrighted data.

Protocol 12d Provide a study protocol.
Data availability 12e State where study data, code repository, and model parameters can be accessed.
AI=artificial intelligence; CHART=Chatbot Assessment Reporting Tool.
*If in supplementary appendix, indicate “supp” and appendix number, if applicable.
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Table 3 | CHART checklist examples
CHART checklist item Item No Possible manuscript excerpts*
Title and abstract
Title 1a Surgical management recommendations to patients via LLM-driven chatbot: a pragmatic study.3
Abstract/summary 1b —
Introduction 
Background 2a —

2b —
Methods 
Model identifiers 3a We evaluated ChatGPT-4o (gpt-4o-2024-08-06), with a knowledge cut-off date of 30 September 2023.

3b Both its chatbot and LLM are proprietary, closed-source entities. No additional software license was needed.
Model details 4a We used the base model of gpt-4o.

4b Additional information can be found online: https://platform.openai.com/docs/api-reference/introduction.
4c We used gpt-4o (gpt-4o-2024-08-06) set to the following parameters: temperature 0.8; context window 128 000; total tokens 

16 384; presence penalty 0; frequency penalty: 0.
Prompt engineering 5a The surgical resident drafted prompts in English that were revised by the patient partner to ensure plain language. We applied 

a semi-structured, iterative approach and revised our prompts on the basis of the model output, with the goal of using each 
successive revision and test prompt to optimise the response from the model. We applied follow-up prompts when needed. We 
focused on the adjustment of phrasing by using synonyms or using layperson terminology.

5ai We used recommendations from the 2024 SAGES guideline on the management of appendicitis to derive our initial prompts.
5aii Neither the surgical resident nor patient partner had prior experience with developing prompts and were supervised by an 

attending surgeon with two prior publications evaluating the performance of generative AI-driven chatbots when providing health 
advice.4 5

5aiii Addressed above.
5b Study prompts are included in supplementary appendix 1.

Query strategy 6a We accessed the model via OpenAI’s ChatGPT-4o web interface on chat.openai.com.
6b We queried gpt-4o-2024-08-06 on 25 April 2025 in Halifax, NS, Canada.
6c We inputted prompts in separate chat sessions.
6d Chatbot/model output is available in supplementary appendix 2.

Performance evaluation 7a We defined the ground truth using response alignment with the 2024 SAGES guideline recommendations on the surgical 
management of appendicitis.3

7b We considered responses to be correct only if they produced an answer that matched the SAGES guideline recommendation. 
If responses also included incorrect information, this was regarded as incorrect. Responses not aligning with guideline 
recommendations, including responses that did not provide a clinical decision, were considered to be incorrect.

7bi The surgical resident and patient partner evaluated responses, and the attending surgeon provided clarification as needed 
to reconcile areas of disagreement. Only the attending surgeon had experience with performance evaluation in the context of 
developing prior CHA studies.

7bii Addressed by above. A patient partner was involved in evaluating responses. They did not have prior experience with performance 
evaluation for CHA studies.

7biii Authors were not blinded to the identity of the generative AI-driven chatbot.
Sample size 8 This exploratory study did not use a comparator group. However, based on a prior CHA study that obtained 121 responses and 

found a difference between ChatGPT and LLAMA in their ability to provide advice on the management of cholecystitis, we aimed to 
at minimum obtain 60 responses to distinct patient cases.

Data analysis 9a We used descriptive statistics in the form of counts and percentages. We did not assess the reproducibility of responses.
9ai We reported the number of correct responses by ChatGPT-4o.

Results 
10a ChatGPT-4o was able to correctly advise on 58/60 patient cases of acute appendicitis.
10b For the two incorrect responses, ChatGPT-4o recommended against surgical intervention. In one of these cases, we sought the 

expert opinion of two additional general surgeons who thought that considerable harm in the form of inadvertent morbidity could 
have resulted from the advice given by ChatGPT as patients might have delayed seeking care rather than undergoing early surgical 
intervention when indicated.

10c We did not detect responses that may lead to physical, emotional, or psychological patient harm.
Discussion 

11a —
11b —
11c —

Open science 
Disclosures 12a None of the authors had conflicts of interest to disclose.
Funding 12b This study was unfunded.
Ethics 12c We applied for ethical approval from research ethics body A. The need for ethical approval was waived.

12ci We did not use patient data.
12cii We did not use original copyrighted data.

Protocol 12d Full details related to our methodology are listed in our protocol, which was registered a priori on osf.io/chart.
Data availability 12e Neither data nor code data were needed.
AI=artificial intelligence; CHA=chatbot health advice; CHART=Chatbot Assessment Reporting Tool; LLM=large language model; SAGES=Society of American Gastrointestinal and Endoscopic 
Surgeons.
*Example and references are fabricated for illustrative purposes.
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Doing so facilitates indexing for subsequent record 
collection and article searching. Authors should avoid 
broadly stating that the article discusses artificial 
intelligence.

Subitem 1b—Abstract/summary: Apply a structured 
format, if applicable
Explanation: Authors may be writing an abstract or 
summary for the purposes of conference submission, 
grant submission, or for manuscript submission. The 
abridged checklist for CHA studies’ abstracts looks at 
relevant sections that generally include background, 
methods, results, and conclusion, capturing core 
information from subitems in the full version of 
the checklist. The full rationale for each subitem 
is discussed in subsequent sections of this article 
following the title and abstract.

The background section should provide the context 
of the problem or question being addressed by the 
research (item 2a). The abstract should clearly state 
that the study is a CHA study, which will be evaluating 
the performance of a model when summarising 
clinical evidence or providing health advice. Authors 
should state the type of advice being evaluated, 
including health prevention, screening, differential 
diagnosis, diagnosis, treatment, prognosis, and/or 
general information (item 2b). In the methods section, 
authors should identify the generative AI model(s) and 
associated chatbot(s) under evaluation by stating the 
model name, version number, and the date(s) of the 
query or queries (item 3a).

The abstract should also include details on model 
accessibility, referring to the use of open-source/
accessible models versus closed-source/inaccessible 
models (item 3b) and whether authors are evaluating 
a novel base model, tuned model, or fine-tuned model 

(item 4a). Authors should state prompt engineering if 
applicable (item 5a) and identify the sources of their 
prompts (item 5ai). Route of access to the model should 
also be described, which might range from application 
programming interfaces to direct interaction with 
chatbot platforms (item 6a).

Additionally, the definition of successful 
performance, or ground truth, should be stated 
explicitly (item 7a), and the process for performance 
evaluation should be outlined (item 7b). Details 
regarding the sample size (item 8) and data analysis 
(item 9a) should also be reported. Authors should 
state the alignment of model responses with the 
ground truth in the results section (item 10a) before 
summarising the implications for stakeholders and 
key takeaway points in their conclusion. We encourage 
conference organisers, journal editors, or grant/award 
committees requesting abstracts for CHA studies to 
use an appropriate outline and word count to facilitate 
the fulfilment of the minimum reporting standards 
outlined here (table 4).

Item 2: Introduction
Subitem 2a—Background: state the scientific 
background, rationale, and healthcare context for 
evaluating the generative AI-driven chatbot(s), 
referencing relevant literature when applicable
Explanation: Investigators should describe the 
context in which this research is occurring, 
including the current state of relevant literature. 
This foundational knowledge should include only 
the information necessary for readers to understand 
the potential role of the generative AI-driven chatbot 
in a clinical setting. For example, whether the work 
being undertaken is preclinical (the role of the gut 
microbiome on diverticulitis) or clinical (the treatment 

Table 4 | CHART abstract checklist
Heading CHART checklist No Item Page No
Background 2a State the scientific background, rationale, and healthcare context for evaluating the generative AI-driven 

chatbot(s), referencing relevant literature when applicable.
2b State the aims and research questions including the target audience, intervention, comparator(s), and outcome(s).

Methods
  Model identifiers 3a State the name and version identifier(s) of the generative AI model(s) and chatbot(s) under evaluation, as well as 

their date of release or last update.
3b State whether generative AI model(s) and chatbot(s) are open-source versus closed-source/proprietary.

  Model details 4a State whether the generative AI model was a base model or a novel base model, tuned model, or fine-tuned model.
  Prompt engineering 5a Describe the evolution of study prompt development.

5ai Describe the sources of prompts.
5aii State the number and characteristics of the individual(s) involved in prompt engineering.
5aiii Provide details of any patient and public involvement during prompt engineering.

  Query strategy 6a State route of access to generative AI model.
6b State the date(s) and location(s) of queries for the generative AI-driven chatbot(s) including the day, month, and 

year as well as city and country.
  Performance evaluation 7a Define the ground truth or reference standard used to define successful generative AI-driven chatbot performance.

7b Describe the process undertaken for the performance evaluation of the generative AI-driven chatbot(s).
  Sample size 8 Report how the sample size was determined.
  Data analysis 9a Describe statistical analysis methods, including any evaluation of reproducibility of generative AI-driven chatbot 

responses.
Results

10a Report the alignment between generative AI-driven chatbot output and ground truth or reference standard using 
quantitative or mixed methods approaches as applicable.

AI=artificial intelligence; CHART=Chatbot Assessment Reporting Tool.
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of diverticulitis), investigators are encouraged to 
outline relevant advances made in the field thus far. 
Authors should further clarify whether applications 
are designed to provide advice according to specific 
resources (such as societal guidelines) for any range 
of conditions, specialties, or scenarios. Overall, 
investigators are encouraged to signpost the use-case 
for which the generative AI-driven chatbot(s) is being 
evaluated. Authors should describe the gap in current 
knowledge that their work addresses.

Subitem 2b—Background: state the aims and 
research questions including the target audience, 
intervention, comparator(s), and outcome(s)
Explanation: We encourage authors to specify the 
purpose of their study by explicitly outlining the aims 
of their work. Investigators are encouraged to clarify 
whether the generative AI-driven chatbot(s) is/are 
directed at clinicians, patients, members of the general 
public, and/or CHA researchers as the end user. 
Authors should further clarify whether they evaluated 
the performance of a single generative AI-driven 
chatbot as an intervention, additional chatbot/model 
comparators, other AI models, and/or humans (such 
as clinicians). Furthermore, investigators should state 
whether the aim of the study was to evaluate the ability 

of the generative AI-driven chatbot(s) to summarise 
clinical evidence, provide health advice (in the form 
of guidance or recommendations), or both summarise 
clinical evidence and provide health advice. Finally, 
authors should specifically outline the research 
questions being investigated. These questions might 
include but are not limited to whether the work relates 
to health prevention, screening, diagnosis, treatment, 
prognosis, and/or general health information. 
Investigators should also clearly state the primary 
and secondary outcome(s) of the study as applicable, 
described in further detail in subitem 9ai.

For instance, investigators could have evaluated the 
ability of chatbot A versus chatbot B to summarise the 
clinical evidence supporting the use of drug X in lowering 
blood pressure among patients with hypertension, 
with physicians as the end user. Alternatively, authors 
could have evaluated the ability of chatbot A versus B 
to provide clinical recommendations to help physicians 
reduce HbA1C (glycated haemoglobin) among patients 
with type 2 diabetes. Equally, investigators might wish 
to know whether chatbot A can advise a patient on 
lifestyle changes they can undertake to mitigate the 
symptoms of heartburn from gastroesophageal reflux 
disease, or whether generative AI-driven chatbots 
can advise surgeons on the surgical management of 
their patient with gastroesophageal reflux disease to 
mitigate dysphagia.13

Methods
Item 3: Model identifier
Subitem 3a—State the name and version 
identifier(s) of the generative AI model(s) and 
chatbot(s) under evaluation, as well as their date of 
release or last update
Explanation: To facilitate the identification of the 
intervention being evaluated,36 authors are encouraged 
to identify the generative AI model and chatbot under 
assessment. Notably, both generative AI models 
and chatbots are typically separate entities.37 For 
example, when authors use chatbots to engage with 
large language models (LLMs) in CHA studies, they are 
effectively evaluating the performance of the ensemble 
of both the chatbot and the generative AI model, as 
the software architecture of the chatbot may impact 
their overall performance and functionality.37 CHA 
researchers should be aware that accessing generative 
AI models through application programming interface 
keys still constitutes the use of the chatbot component 
to access the model itself. Both chatbots and generative 
AI models can be version controlled, and readers must 
understand which iteration of the model and chatbot is 
being evaluated to properly interpret the study findings. 
For instance, authors querying a more recent version 
of ChatGPT on 5 September 2024 would be using 
ChatGPT-4o as a chatbot, with the “4o” specifying the 
version. This chatbot allows authors to access GPT-4o 
as an LLM for the ChatGPT interface ensemble. Notably, 
the model GPT-4o has been updated several times 
since its original release. In addition to identifying the 
name and version number of the model and chatbot 

Prompt engineering

Total generative AI-driven chatbot(s) (n= )
Name(s) and version identifier(s)

Open-source (n= )
Closed-source or proprietary (n= )
  Subscription (n= )
  API (n= )
  Other (n= )

Base model (n= )
Novel base model (n= )
Tuned model (n= )
Fine-tuned model (n= )

Query

Prompt sources (n= )
Total prompts (n= )
Follow-up prompts (n= )

Prompt engineers (n= )
Investigator derived (n= )
Clinician derived (n= )
Patient derived (n= )

Reproducibility

Model output or responses (n= )
  Valid (n= )
  Missing or invalid (n= )

Evaluators (n= )
  Patient or public (n= )
  Automated (n= )

Repeat queries (n= ) Date(s) of query (mm/dd/yyyy)
Location(s)
Discrepancies (n=)

Performance evaluation

Date(s) of query (mm/dd/yyyy)
Chat sessions (n= )
Location(s)
Language(s)

Fig 1 | CHART methodological diagram. AI=artificial intelligence; API=application 
programming interfaces; CHART=Chatbot Assessment Reporting Tool

6� doi: 10.1136/bmj-2024-083305 | BMJ 2025;390:e083305 | the bmj

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies. 
.

at L
o

n
d

o
n

 S
ch

o
o

l o
f E

co
n

o
m

ics &
 P

o
litcal

 
o

n
 19 A

u
g

u
st 2025

 
h

ttp
s://w

w
w

.b
m

j.co
m

/
D

o
w

n
lo

ad
ed

 fro
m

 
1 A

u
g

u
st 2025. 

10.1136/b
m

j-2024-083305 o
n

 
B

M
J: first p

u
b

lish
ed

 as 

https://www.bmj.com/


RESEARCH METHODS AND REPORTINGRESEARCH METHODS AND REPORTING

being assessed, investigators should specify the 
date of release or last update of both the model and 
the chatbot where possible. One example illustrated 
for ChatGPT would be “gpt-4o-2024-08-06,” which 
helps to ensure clarity for readers, as iterative updates 
might be implemented without announcements or 
recognisable changes to version identifiers.

Subitem 3b—State whether the generative AI 
model(s) and chatbot(s) are open-source or closed-
source/proprietary
Explanation: Both generative AI models and chatbots 
may be open-source or closed-source.38 Closed-source 
approaches conceal source code, training data, model 
architecture, and/or fine-tuning protocols, whereas 
open-source offers more transparency and control to 
the user by facilitating model and/or chatbot adaptation 
and customisation.38  39 Proprietors of closed-source 
models and chatbots might also alter their product or 
its training data and subsequently change their output 
at any time without the ability of users to recognise 
these changes, which affects the reproducibility of 
scientific research evaluating generative AI-driven 
chatbots.39 For these reasons, authors should specify 
whether they are evaluating open-source or closed-
source models and chatbots. For instance, ChatGPT-4o 
is a proprietary/closed-source chatbot, while GPT-4o is 
a proprietary generative AI model.

Additionally, specific software licenses might be 
needed for users to access the model(s)/chatbot(s) 
under evaluation, which could affect the ability of 
users to modify the model(s)/chatbot(s). If applicable, 
investigators are encouraged to report the details of 
each license granted.

Item 4: Model details
Subitem 4a—State whether the generative AI model 
was a base model or a novel base model, tuned 
model, or fine-tuned model
Explanation: Investigators might choose to evaluate 
the performance of one or more generative AI models:

•	 An out-of-the-box model that has already been 
developed and described (a base model).

•	 A novel base model that has not been previously 
described and is proposed as part of the study 
itself.

•	 A pre-existing model that has been tuned (a tuned 
model)—which has been customised for some 
functionality.14

•	 A fine-tuned or adapted model (through the 
alteration of whole or parts of model parameters, 
weights, or the addition or removal of parameters 
and layers) that has been revised either through 
algorithmic tuning to alter its performance (such 
as through reinforcement learning or retrieval-
augmented generation), or through additional 
training with new data.40

It is important to explicitly specify which of these 
model types are being evaluated in order for readers to 
contextualise the study findings.

Subitem 4b—If a base model is used, cite its 
development in sufficient detail to identify the 
model
Explanation: Investigators might evaluate generative 
AI models whose development have been described 
in great detail, such as a base model.3 In these 
cases, it is sufficient for authors to provide readers 
with a citation or link to an existing resource where 
this information is readily available. We encourage 
investigators to reference peer reviewed sources 
where possible. Authors might update pre-existing 
generative AI models such as LLMs, and thus various 
iterations of a given model could exist. Investigators 
should be specific to enable readers to understand 
the exact base model under evaluation, with the aim 
of reporting methodology that is both transparent 
and reproducible. Model descriptions are further 
addressed in subitem 4c. Where investigators evaluate 
closed-source models and chatbots, we recognise that 
the information available might be limited. In these 
situations, authors are encouraged to report as much 
detail as is accessible and acknowledge this lack of 
identifying information as a limitation.

Subitem 4c—If a novel base model, tuned model, 
or fine-tuned model is used, describe the pre- and/
or post-implementation/deployment data and 
parameters
Explanation: Investigators might further revise 
generative AI models such as LLMs before their 
release for user engagement (pre-implementation 
or pre-deployment) or following their release (post-
implementation or post-deployment) through tuning 
such as customisation of model parameters such as 
temperature or token length. Authors may also refine 
their models via fine-tuning through reinforcement 
learning, retrieval-augmented generation, further 
training with new datasets, or the adjustment of model 
parameters such as penalties, add-on availability, 
and/or layers (table 1).41 42 This list is not meant to be 
exhaustive, and authors are encouraged to report what 
is minimally necessary to allow others to reproduce 
their study methodology, with a focus on enabling the 
replicability of experiments. Although organisations 
may be incentivised to restrict access to their models 
or conceal the model architecture and/or training/
source data,41 it is imperative that we move towards 
open-source generative AI models to facilitate the 
transparent evaluation and reporting of CHA studies 
that is necessary to establish the role of generative AI-
driven chatbots in the clinical workflow.

Item 5: Prompt engineering
Subitem 5a—Describe the evolution of study prompt 
development
Explanation: Prompt engineering refers to the 
development and optimisation of prompt words and 
sentences to optimise the stability and appropriateness 
of model output.10 Prompt engineering affects the 
performance of generative AI models such as LLMs, 
particularly in the context of clinical questions.10 
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Thus, investigators should report the overall process 
undertaken during study prompt development to 
facilitate the interpretation of study findings. We 
encourage authors to report the number and nature 
of test prompts used to elicit model responses. 
Additionally, investigators might encounter barriers 
during prompt development. For example, chatbots 
could refuse to answer a medical question or might 
simply present multiple options without committing 
to a clinical decision.15 Thus, further test iterations 
of prompts might be needed to elicit guidance from 
the chatbot.15 These barriers can be circumvented 
with the use of follow-up prompts that might be 
applied in a standardised way across all models under 
evaluation.15 Authors might also comment on whether 
prompts were reviewed for grammatical accuracy, and 
whether approaches were taken to mitigate biased 
responses from the generative AI-driven chatbot. 
Subitems 5ai-iii further look at specific elements of 
prompt development that should be clearly outlined. If 
applicable, authors may report any approaches taken 
to mitigate potentially harmful output from the model 
during prompt development. Biased, potentially 
harmful, or misleading responses are described in 
more detail in subitem 10c.

Subitem 5ai—Describe the sources of prompts
Explanation: Prompts might originate from a 
wide variety of sources. Although investigators 
frequently derive prompts on their own (based on 
expert opinion), other sources such as professional 
society/organisation websites, non-evidence based 
websites including patient forums, social media, 
textbooks, and clinical practice guidelines have been 
used previously.4 Alternatively, investigators can 
collect prompts from patients or clinicians through 
prospective or retrospective review of patient records 
or communication systems used for healthcare work. 
Providing readers with a clear summary of the source 
of experimental prompts helps readers contextualise 
the clinical relevance of the chatbot system under 
evaluation and might also reveal where the system is 
likely to perform well or fail.

Subitem 5aii—State the number and characteristics 
of the individual(s) involved in prompt engineering
Explanation: In addition to describing the source of 
prompts, the number of individuals overseeing the 
development of prompts should be clearly stated. 
Furthermore, we encourage investigators to describe 
the demographic characteristics and/or background of 
the individuals involved in study prompt development. 
Relevant details might vary depending on the aim 
of the study and the type of advice being examined. 
Individuals involved in prompt engineering could 
include study investigators such as clinicians, 
data scientists, or other researchers. In particular, 
the CHART expert panel voiced the importance of 
identifying the expertise of those involved in study 
prompt development to support readers in judging 
the trustworthiness of study findings. This knowledge 

might include prior experience in publishing CHA 
studies, relevant expertise in the clinical performance 
evaluation of generative AI models, specific clinical 
expertise related to the topic being examined, general 
experience in AI research. Authors without expertise 
in these areas should not be precluded from initiating 
CHA studies but might be less likely to develop optimal 
systems for generating accurate, pragmatic, and safe 
responses to clinical queries. In all scenarios, the prior 
experience and expertise of prompt engineers should 
be expressly stated.

Subitem 5aiii—Provide details of any patient and 
public involvement during prompt engineering
Explanation: Prompt engineering could have a role in 
optimising model output in response to user queries, but 
the responses from generative AI-driven chatbots have 
been shown to be very sensitive to prompt phrasing.10 
Owing to a discrepancy between the medical language 
used by clinicians and patients, differences in phrasing 
between study investigators and patients might affect 
the generalisability of study findings of CHA studies.43 
In the spirit of patient centred care, authors may use 
a pragmatic approach by including patients or other 
members of the public as study investigators to enhance 
the external validity of their study. We encourage 
authors to report whether patients or other members of 
the public were involved in study prompt development 
to facilitate the interpretation of their findings. Further, 
we encourage investigators to report how these 
individuals were involved in prompt engineering. For 
comprehensive guidance on how to report patient and 
public involvement in research, authors are advised to 
consult the GRIPP2 (guidance for reporting involvement 
of patients and the public) statement.44

Subitem 5b—Provide study prompts
Explanation: By providing the prompts used in 
experiments, investigators will improve the reliability 
and trustworthiness of their findings. The phrasing 
of prompts and the manner in which queries are 
conducted directly impact model output,10 so study 
investigators of CHA studies are strongly encouraged 
to provide the raw transcript of prompts used for model 
query in either the manuscript body or appendix. This 
information enables readers to examine prompts for 
factors that influence model output. For instance, 
these factorsmight include the use of standardised 
prompts, one or more languages, follow-up prompts, 
and checks for the reproducibility of responses. 
Additionally, authors should consider the importance 
of inclusive design and testing, because English 
versus non-English prompts could prompt language or 
cultural barriers in generative AI-derived health advice 
depending on the nature and scope of the study.45 46

Item 6: Query strategy
Subitem 6a—State route of access to generative AI 
model
Explanation: Users can query generative AI-driven 
chatbots through a variety of interfaces. For instance, 
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GPT-4o is a closed-source, proprietary LLM that be 
accessed through ChatGPT, an online chatbot, or via 
an application programming interface. For application 
programming interfaces, investigators might not 
interact solely via a user-facing chatbot using natural 
language prompts but rather by coding a script to 
implement many queries and response processing with 
minimal delay or human involvement during trials. 
In these cases, all used code should be reported as 
per subitem 12e. Bing, Enterprise Co-Pilot, and other 
LLMs also leverage the same model but through their 
own interfaces. For the purpose of transparency and 
reproducibility, investigators should report the manner 
in which they access the model under evaluation, to 
provide further context for readers.

Subitem 6b—State the date(s) and location(s) of 
queries for the generative AI-driven chatbot(s) 
including the day, month, and year as well as city 
and country
Explanation: As generative AI models are frequently 
updated, their performance can vary depending on the 
date of query. Authors of CHA studies should report 
the day, month, and year in which the chatbot was 
queried.47 Additionally, the availability of generative 
AI models might vary depending on location, while 
model performance could differ on the basis of local 
recommendations and best practices, described 
further in item 7a. For these reasons, investigators of 
CHA studies should also report the city and country of 
the query.

Subitem 6c—Describe whether prompts were 
inputted into separate chat session(s)
Explanation: Users can engage with generative AI-
driven chatbots by entering a prompt in a new chat 
session. Users may continue to enter more prompts 
in response to model outputs, creating continuous 
dialogue. However, as users enter successive prompts, 
subsequent LLM responses may become influenced by 
prior discourse, and thus investigators may instead 
enter their prompts in distinct chat sessions.15 We 
encourage authors to optimise the reproducibility 
of their methodology by stating whether separate 
chat sessions or continuous dialogue in a single chat 
session were used.

Subitem 6d—Provide all generative AI-driven chatbot 
output/responses
Explanation: As with prompts, we encourage study 
investigators to transparently report the model 
responses from their experiments. By having access to 
the raw discourse between investigator prompts and 
model output, readers will be better positioned to both 
understand and reproduce the study methodology. This 
added information will improve the generalisability 
of study findings, because readers can judge the 
practicality of the study queries used to elicit chatbot 
responses. Authors may elect to present these data in 
the main body of the manuscript, or in the appendix 
or supplementary file as appropriate or as specified by 

the applicable journal. If investigators are evaluating 
closed-source or proprietary models, their ability to 
share transcripts might be limited. In these cases—as 
well as other situations where the raw transcripts of 
model responses are not accessible—authors should 
report this as a major limitation of their study.

Item 7: Performance definition
Subitem 7a—Define the ground truth or reference 
standard used to define successful generative AI-
driven chatbot performance
Explanation: In addition to stating the primary 
outcome of the study, authors should explicitly define 
what is considered to be successful performance by the 
chatbot, a process otherwise known as defining the 
reference standard or ground truth.40

To evaluate the clinical performance of generative 
AI-driven chatbots, study authors should state their 
primary (and secondary) outcome(s). Additionally, 
authors should explicitly define what is considered 
to be successful performance by the chatbot(s) under 
evaluation, a process otherwise known as defining the 
reference standard or ground truth.40 This standard 
can be used to gauge whether chatbot responses are 
accurate. Investigators are encouraged to apply a 
pragmatic approach to performance evaluation as 
CHA studies are often evaluated in the context of 
supporting clinical decision making.48 Thus, authors 
can define the ground truth using various sources, 
the most important of which are evidence-informed 
clinical practice guidelines. These guidelines use a 
systematic approach to determining the certainty 
of the evidence as well as a structured approach to 
transitioning from the evidence to a decision and/
or recommendation such as the GRADE (grading of 
recommendations, assessment, development, and 
evaluation) framework. Other sources that might be 
used to define the ground truth in CHA studies include 
non-evidence informed clinical practice guidelines, or 
guidelines that do not use a systematic approach such 
as GRADE.49 Additional sources used by authors of CHA 
studies to define the ground truth might include but 
are not limited to evidence based systematic reviews 
or meta-analyses, non-evidence based systematic 
reviews (similarly defined as the lack of a systematic 
approach to rating the certainty of the evidence), 
traditional textbooks, electronic compendiums (such 
as UpToDate), organisation or society websites, study 
investigators, or primary articles such as randomised 
controlled studies or cohort studies.4

Subitem 7b—Describe the process undertaken for 
generative AI-driven chatbot performance evaluation
Explanation: Once the ground truth is established, 
authors may further clarify how responses are classified. 
For instance, a study evaluating the clinical accuracy of 
colorectal cancer screening recommendations derived 
by generative AI-driven chatbots might consider 
responses to be correct provided that they align with 
local guideline recommendations on whether they are 
for or against colorectal cancer screening.15 However, 
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model output might not simply recommend or advise 
against screening, but instead state that a clinical 
decision is “reasonable” or “appropriate.”15 Moreover, 
models could still provide disclaimers rather than 
commit to clinical guidance despite the use of follow-
up prompts, or list a myriad of separate screening 
options. Whether authors are evaluating topics of 
health prevention, differential diagnosis, diagnosis, 
treatment, and/or general information,4 authors 
should clearly outline how they plan to handle these 
types of circumstances, preferably determined a priori 
and documented in a study protocol as in subitem 1d. 
Subitems 7bi-iii further outline specific elements of 
performance evaluation which should be reported.

Subitem 7bi—State the number and characteristics 
of team members involved in performance 
evaluation
Explanation: Similar to subitem 5aii for prompt 
engineering, CHA authors are encouraged to describe 
the number of individuals involved in the evaluation of 
chatbot responses. Demographic characteristics of the 
team members performing the evaluation including 
any relevant expertise (as discussed in subitem 6aii) 
should be reported. However, specific clinical expertise 
of the team members should be clearly stated. While 
intellectual conflicts of interests are covered in subitem 
12a, any performance evaluators with relevant 
expertise in the topic of interest should be clearly 
described to enable readers to interpret study findings 
and assess for the presence of biased evaluations 
of model responses. For instance, in a CHA study 
evaluating the clinical accuracy of recommendations 
for the surgical management of diverticulitis derived 
by a generative AI-driven chatbot, the use of two 
surgeons with expertise in the surgical management 
of diverticulitis as performance evaluators could 
be beneficial. But if the ground truth is defined as 
a particular guideline, readers may examine the 
evaluations more carefully in case evaluations deviate 
from the ground truth defined in the paper, which 
could suggest that the expert evaluators are biased by 
their own practice.

Subitem 7bii—Provide details of any patients and 
public involvement during the evaluation process
Explanation: As with prompt engineering (subitem 
5aii), performance evaluation might differ when rated 
by study investigators (especially clinicians) compared 
to other stakeholders. For instance, in a study 
evaluating the clinical accuracy of LLMs in deriving 
patient level recommendations for the management 
of gastroesophageal reflux disease, the use of clinician 
investigators as performance evaluators could weaken 
the generalisability of study findings if the target users 
are patients with gastroesophageal reflux disease. 
Authors should therefore clearly state whether 
patients or members of the public were involved in 
the performance evaluation process where applicable 
and provide a comprehensive description of their 
involvement.

Subitem 7biii—State whether evaluators were 
masked to the identity of the generative AI-driven 
chatbot(s) under assessment
Explanation: Just as masking of outcome adjudicators 
is essential to mitigate measurement bias in a 
randomised controlled trial,50 investigators of CHA 
studies can consider masking the identity of models 
during performance evaluation. Individuals evaluating 
model performance might have personal biases for or 
against certain models, particularly as they develop 
experience and expertise with CHA studies or more 
broadly, with machine learning. Thus, investigators of 
CHA studies should clearly state whether blinding was 
applied during performance evaluation. Blindingmight 
also apply to any potential comparators evaluated 
in the study, including other models/chatbots and/
or human (clinician) controls. To demonstrate that 
blinding was effective and that adjudicators were 
fair in their assessments, studies might compare the 
alignment of judgements by measuring concordance, 
or design examples of better or worse responses and 
observe adjudicator assessments of these.

Item 8: Report how the sample size was determined
Explanation: When appropriate for comparative 
studies, an adequate sample size is essential in 
ensuring that study findings are reliable. In the 
context of CHA studies, investigators might compare 
the accuracy of health advice given by one or more 
chatbots, or in comparison to clinician advice. In 
this setting, the sample consists of the number of 
independent responses from one or more generative 
AI-driven chatbots or clinicians, to user queries. 
Authors of CHA studies are encouraged to describe 
how the sample size was obtained. The choice of the 
sample size requires careful planning and should 
be determined a priori based on both medical and 
statistical considerations in the context of the primary 
outcome under evaluation, described in further detail 
in subitem 9ai. If possible, the sample size should 
be determined using statistical methods, and all 
components needed for the calculation as well as prior 
knowledge or assumptions about the outcome, should 
be stated. The sample size should be reported before 
and after any predicted inflation for expected missing 
or invalid responses, as applicable.

Equally, if the generative AI model was developed 
or revised through additional training, the extent 
of training could affect model performance. The 
determination of the sample size related to the data 
used for model training should be justified as well, 
which might include any number of considerations 
depending on factors including but not limited to the 
quality and nature of the data.

Item 9a: Data analysis
Subitem 9a—Describe statistical analysis methods, 
including any evaluation of reproducibility of 
generative AI-driven chatbot responses
Explanation: The reporting of complete, detailed, and 
clear statistical analysis methods helps to ensure that 
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the study methodology is replicable, lending validity 
to study findings. Statistical analysis procedures 
should be described for the primary and any secondary 
outcome. In some scenarios, models might be unable to 
generate usable responses. If applicable, the statistical 
analysis methods should explain how any missing data 
were handled and the justification for any imputation 
procedures adopted. Authors of CHA studies should 
report any a priori or post hoc sensitivity analyses 
performed to assess the robustness and reproducibility 
of the findings. In the context of CHA studies and, 
more generally, generative AI models for alignment 
tasks, reproducibility is a particularly challenging 
objective given the impact on the responses of, among 
other factors, intrinsic stochasticity, prompt structure, 
prior context of queries, and model behavioural 
parameters.51 For this reason, authors should detail 
any statistical methodology adopted for the evaluation 
of the reproducibility of the generative AI-driven 
chatbot if undertaken. For illustrative purposes, 
examples include but are not limited to measures of 
consistency, stability and factual accuracy.52

Subitem 9ai—Report the measures used for 
performance evaluation
Explanation: In the context of CHA studies, 
performance pertains to the ability of the generative 
AI-driven chatbot to provide responses that are aligned 
to the ground truth or reference standard (subitem 
7a), which represents the optimal or true response 
to each query in relation to the primary or secondary 
outcome(s). Authors should clearly state which 
performance measures were used for the evaluation of 
such responses. As the field is dynamically evolving, we 
make no recommendation on what specific measures 
investigators should use, but authors should explain 
why they are applying the measures chosen for their 
study. A myriad of different measures have been used, 
including quantitative or mixed methods approaches.53 
For illustrative purposes, some contemporary examples 
have included the adoption of weighted or unweighted 
Cohen’s κ coefficient, as appropriate, for categorical 
data, or Lin’s concordance correlation coefficient 
for continuous variables. Other commonly reported 
diagnostic performance measures used in the context 
of AI performance evaluation include the F1 score, 
sensitivity (recall), specificity, positive predictive value 
(precision), negative predictive value, or area under the 
receiver operating characteristic curve (AUC/AUROC). 
If applicable, authors should state how true positives, 
false positives, true negatives, and false negatives were 
defined and how the confusion matrix was calculated 
as constructed. Other examples may include the 
relevancy, consistency, and meaningfulness of the 
generative AI-driven chatbot responses (intrinsic 
evaluation) as well as the effectiveness of the chatbot 
in real world applications (extrinsic evaluation).53 
These examples are not an exhaustive list, and as the 
field continues to grow, authors may choose to report 
increasingly different measures, so long as they are 
rationalised as described here.

Item 10: Results
Subitem 10a—Report the alignment between 
generative AI-driven chatbot output and ground 
truth/reference standard using quantitative or mixed 
methods approaches as applicable
Explanation: As stated in subitem 9a, authors should 
present the results of all planned and post hoc analyses, 
indicating which results apply to each category. If 
applicable, authors should also report the results of any 
analyses of reproducibility, showing whether generative 
AI chatbot(s) were consistent in their responses or 
whether variability might introduce uncertainty in 
expected performance. Authors also might report 
whether a generative AI-driven chatbot(s) presented 
evidence justifying its advice or recommendations. 
Authors should always report the estimate of the 
intervention (ie, the generative AI-driven chatbot) 
effect along with a confidence interval, thus providing 
a range within which the true effect is included with 
a specified level of confidence. Results should be 
reported comprehensively, using supplementary files 
to present granular data for every output if experiment 
scale necessitates summarisation in the results section. 
Authors should present sufficient data to replicate 
analyses and enable readers to explore specific 
strengths and weaknesses of the trialled application(s).

Subitem 10b—For responses deviating from the 
ground truth or reference standard, state the nature 
of the difference(s)
Explanation: Where applications provide advice or 
guidance that differs from the ground truth used to 
define accuracy, desirability, and safety, it is important 
to explore the qualitative nature of these differences. 
Authors may provide readers with a dataset containing 
each individual model output recorded during 
experiments with deviations from the ground truth 
indicated, facilitating independent analysis. At a 
minimum, authors should present a summary of 
generative AI application deviations, describing 
frequency, type of deviation, and magnitude of 
deviation. Types of deviation might relate to broad 
categories such as empirical factors, bias, harmful 
language, or be categorised with regard for the specific 
context of a study. For instance, studies trialling 
applications across a broad range of clinical specialties 
or subspecialties could stratify that rate of undesirable 
responses by those categories to explore relative 
strengths and weaknesses.54 Alternatively, thematic 
analysis might be undertaken to explore any common 
denominators between deviations in application 
responses, such as logical inconsistency, use of 
incorrect external information (eg, hallucination), or 
failure of interpretation of the query.55

The magnitude of deviation can be interpreted 
and presented in a variety of formats. For illustrative 
purposes, authors might use Likert scales to quantify 
qualitative judgments by human or AI evaluators,16 
or provide a clear delineation between errors with 
minimal clinical consequences and errors with serious 
potential ramifications that could affect patient safety. 
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This list is not exhaustive, and authors should ideally 
prospectively define how judgements were made in 
a study protocol as in subitem 12d, alongside other 
performance metrics described in subitem 9ai.

Subitem 10c—Report the assessment for potentially 
harmful, biased, or misleading responses
Explanation: Evaluation of generative AI output for 
potentially harmful, biased, or misleading content 
helps readers gauge the safety and reliability of provided 
health advice. Results might help direct subsequent 
research and development to ensure that issues of 
equitable care provision and safety requirements (eg, 
oversight) are dealt with before wider deployment.40 45 56 
Harmful responses include advice that might lead to 
physical, emotional, or psychological harm if received 
by users. Biased responses reflect unfair prejudice 
or favouritism towards particular demographics, 
treatments, interventions, diagnostic procedures, or 
medical perspectives.56 Misleading responses might 
include inaccurate information, outdated medical 
advice, medical advice not supported by evidence, or 
responses that could be misinterpreted by users.

Authors should describe the specific methods used 
to identify and evaluate these problematic responses 
in sufficient depth to replicate their experiments 
and analyses; to the same standard as performance 
evaluation (subitem 7b). Methods might include stress 
testing or using challenging prompts to simulate real 
world variation and possible user behaviour and 
observing whether trialled applications have the 
adaptability and flexibility to provide useful responses 
and avoid generating dangerous or harmful content. 
An additional example is red teaming, where humans 
or AI models are used to circumvent model safeguards, 
which is a more intensive form of stress testing that can 
help improve model robustness.57 Model responses 
might be scored using bias detection algorithms, user 
feedback analysis, qualitative appraisal by researchers, 
or scenario based testing with sensitive or high risk 
queries.54  58 As with other performance assessments, 
results should be quantified where possible to facilitate 
comparative analyses. For example, authors might 
report the percentage of responses flagged as potentially 
harmful, biased, or misleading, or Likert scale ratings 
from researchers or users tasked with scoring non-
empirical characteristics of model output. If applicable, 
authors should report any strategies implemented to 
address identified issues. Authors are also encouraged 
to use a systematic approach to classifying potential 
harm. We endorse no specific classification system, 
but for illustrative purposes, one such approach might 
be the World Health Organization’s International 
Classification for Patient Safety, which outlines five 
degrees of harm severity, from no harm to death.59

Item 11: Discussion
Subitem 11a—Interpret study findings in the context 
of relevant evidence.
Explanation: The findings of the study should be 
summarised and discussed in the context of the 

existing evidence. Authors might refer to other studies 
with a similar objective that have used the same or 
other AI tools for clinical advice; alternatively, it should 
report that such evidence could not be identified. 
The discussion should highlight the contribution of 
the study to the body of literature that assesses the 
usefulness of generative AI-driven chatbots as decision 
support tools for health purposes. By contextualising 
the study findings with existing literature, the 
authors can enhance the understanding of the role 
that generative AI might have in the dissemination of 
health advice in the given context.

Furthermore, the authors should compare similarities 
and differences in performance metrics across various 
contexts. Comparisons will vary depending on the 
purpose of the study, as well as the outcome measures 
used by authors (as in subitem 9ai). For illustrative 
purposes, one hypothetical example is a study that 
reports that chatbots exhibit high accuracy in symptom 
assessment for a given condition, but another study 
reports that user engagement metrics of the chatbot 
might not match those of traditional health advice 
delivery methods. Thus, the discussion of findings 
might need to highlight not only the effectiveness of 
generative AI, but also areas for improvement.

Subitem 11b—Describe the strengths and 
limitations of the study
Explanation: Authors should elaborate on the 
strengths of the study. This may be in the context of 
the robustness of study methodology. For instance, 
strengths might include the interdisciplinarity of the 
collaboration, or the nature of participants involved 
in study development. Regardless of the advantages, it 
is essential that authors of CHA studies clearly outline 
the unique elements of their study that enables readers 
to interpret what their study adds to the literature.

Furthermore, authors should make readers aware 
of study limitations in an honest, detailed, and 
comprehensive manner.60 These limitations might 
include insufficient design and planning or problems 
during conduct and execution of the study such as 
limited sample size, unclear definitions of ground 
truth(s), or minimal public or patient involvement. 
Limitations might be substantial with important 
potential for impact on the internal or external validity 
of the study, or they could be of lesser importance, with 
limited expected impact on study validity. This subitem 
will give readers a better understanding of the credibility 
of the study findings and help other researchers who 
are performing similar research to avoid problems that 
they might encounter in this process.60 In addition, 
investigators should discuss any limitations related to 
the generalisability of study findings across populations 
and results of analyses conducted to address applicability 
to vulnerable or under-represented subgroups.61

Subitem 11c—Describe the potential implications for 
practice, education, policy, regulation, and research
Explanation: Authors should provide a comprehensive 
explanation of how their study findings might 
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impact various aspects of the healthcare ecosystem. 
Depending on the nature and scope of the study, 
authors might discuss practice implications, 
including the integration of generative AI models into 
existing workflows; their effects on patient-provider 
interactions; potential changes in healthcare delivery 
and financing models; implementation barriers; and 
ethical, medicolegal, and regulatory considerations.62 
Educational implications should be explored, focusing 
on how AI chatbots might be incorporated into medical 
education and training,62 implications for curriculum 
design, opportunities for patient empowerment, 
and potential advancements in patient education.63 
Research implications should also be outlined, 
including future areas of study, methodological 
improvements, the necessity for clinical validation, or 
potential collaborations between AI researchers and 
healthcare professionals.62

Item 12: Open science
Subitem 12a—Disclosures: report any relevant 
conflicts of interest for all authors
Explanation: Much like how conflicts of interest are 
an important source of bias in clinical outcomes 
research, these conflicts affect the trustworthiness of 
CHA studies. Conflicts of interest exist when a past, 
current, or expected interest imposes a substantial 
risk of influencing an individual’s judgment, decision, 
or action when performing a specific duty.64 In 
academia, examples of these duties might include but 
are not limited to rationalising the training or coding 
data to share or evaluating the clinical accuracy of a 
generative AI model.64 Conflicts of interest refer to a 
benefit at the individual level, or through institutional 
affiliation and include financial, intellectual, or 
personal interests such as having specific cultural or 
religious beliefs.64 Having a conflict of interest does 
not automatically result in an inappropriate judgment, 
decision, or action taking place.64 The International 
Committee of Medical Journal Editors (ICMJE) avoids 
asking authors to judge what relationships constitute 
a conflict, but rather recommends that authors simply 
disclosure their relationships for readers to judge for 
themselves.65 Authors are encouraged to report the 
process used to identify conflicts of interest, and state 
whether conflicts exist among each named coauthor. 
Detailed reporting of how relevant conflicts of interest 
were handled, as well as their real or perceived impact 
in the conduct and reporting of the study are expected, 
if applicable.

Subitem 12b—Funding: report sources of funding 
and their role in the conduct and reporting of the 
study
Explanation: Financial conflicts of interest are 
among the most common types of conflict of interest 
and often arise due to author relationships with or 
payment by industry.66 Furthermore, much like how 
pharmaceutical companies frequently fund drug 
trials,66 generative AI companies can choose to fund 
CHA studies. Financial conflicts of interest could be 

particularly relevant in the context of CHA studies, 
because authors may partner with industry owing to 
the resource-intensive nature of LLM development.67 
Indeed, beyond the level of study funding, some 
investigators might be subject to financial bias on an 
individual level because they work with industry.66 
These factors could influence the generation and 
dissemination of scientific knowledge in the clinical AI 
community, and thus should be expressly declared by 
authors.

Subitem 12c—Ethics: describe the process 
undertaken for ethical approval
Explanation: There are many potential bioethical 
ramifications of implementing machine learning 
systems in clinical decision making processes.68 
Concerns regarding the impact of include data security, 
accountability, biased training, and harmful model 
decision making (cognitive and automation bias), 
as well as the epistemic role of clinicians.41  68  69 The 
responsible use of generative AI models such as LLMs 
in healthcare calls for patient centred innovation by 
designing studies for the purpose of benefiting patients 
while preserving data privacy, patient autonomy, 
and emphasising fairness during model training and 
development.69 However, preclinical studies that 
do not involve patient data or involve participants 
recruited to generate prompts might be exempt from 
typical ethical approval processes associated with 
clinical research. Authors should therefore name the 
institutional research board or ethics committee that 
approved the study or waived a requirement for ethical 
approval. If applicable, authors should also describe 
how informed consent was obtained from participants 
or provide the rationale if this requirement was waived 
by the institutional research board or ethics committee.

Subitem 12ci—Describe the measures taken to 
safeguard data privacy of patient health information, 
as applicable
Explanation: Researchers should apply the same 
protection to ensure patient and study participant 
rights to privacy in CHA studies as they do in other 
types of studies. Particular concerns arise where 
authors access generative AI applications. For instance, 
authors might use patient data to train the model(s), 
or patient data might be used after deployment in 
the experiments themselves to query the generative 
AI-driven chatbot(s). It is often unclear whether 
and how inputted data in queries and material for 
customisation and fine-tuning are stored and used for 
other, undefined purposes.70 Mitigation strategies can 
range from anonymisation of patient data to generation 
and use of synthetic data in experiments. If and when 
possible, authors should document any methods 
undertaken to safeguard data privacy if patient data 
were used in their study, providing sufficient detail 
for readers to appraise and replicate the safeguarding 
procedures. Equally, there might be circumstances 
when this documentation is not possible. For example, 
if a commercially available, proprietary generative AI-
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driven chatbot is used, authors might not have access 
to the data used to train the model(s), which might 
or might not include patient data. If authors plan to 
use patient data, they should carefully consider how 
safeguarding can be implemented, as applicable.

Subitem 12cii—State whether permission/licensing 
was obtained for the use of original, copyrighted 
data
Explanation: Researchers should not enter works 
protected by copyright into generative AI models such 
as LLMs without permission or license to do so.70 For 
instance, authors may train a model using licensed 
data.70 Equally, users might inadvertently prompt these 
models with references to copyrighted or trademarked 
works.70 Because generative AI models learn from the 
language and data entered by users, model outputs 
for one user might contain or make reference to the 
copyrighted or trademarked information included 
in the prompts inputted by another user. Authors of 
CHA studies are encouraged to explicitly state when 
permission or licensing is obtained to use copyrighted 
or trademarked work, information, or data, when 
applicable.

Subitem 12d—Protocol: provide a study protocol
Explanation: To avoid methodologically weak or biased 
studies, study plans must be established a priori.71 
Prospective registration of a study protocol aids in the 
identification and improvement of methodologically 
flawed study designs, and limits opportunities to 
spin research findings and/or manipulate analyses to 
generate positive findings to ameliorate the chances 
of publication.71 The practice of committing to a 
research plan also helps to diminish the likelihood 
that methodological deviations occur but are 
under-reported, which might otherwise affect the 
interpretation of the plausibility of study findings.71 
Any methodological deviations from the protocol or 
major changes to the protocol introduced during the 
study should be described to help readers interpret 
the study findings in the context of these changes. If 
no study protocol was developed, investigators should 
clearly state this.

Subitem 12e—Data availability: state where study 
data, code repository, and model parameters can be 
accessed
Explanation: In the traditional approach to medical 
research, it is essential to clearly define an intervention 
to objectively explore the association between an 
intervention and any given outcome.36 Authors of 
CHA studies are encouraged to clearly describe the 
generative AI-driven chatbot (intervention) that they 
are implementing to thoroughly study this association. 
Authors should report the full data used to train, 
customise, or develop generative AI models. CHA 
researchers should provide all available data, code, 
and model parameters in a freely accessible format 
(such as within an open repository or supplementary 
material) to facilitate the replicability of study 

methodology. Investigators should provide all datasets 
used in pre-training, fine-tuning or adaptation, as well 
as code or script files showing how these processes 
were implemented. For proprietary models, much of 
this information is not expected to be available, and 
authors might instead cite methods papers where 
details about model development are presented (if 
available). To replicate experiments, any code used 
to automate trials should be provided, in addition to 
prompt data (subitem 5b). To facilitate the replicability 
of data analysis, authors should present their code 
or spreadsheets used for analysis and should also 
provide all response data for independent replication 
(subitem 10b). It is understandable that authors might 
be able to report only part of the information included 
in this subitem, and in these circumstances, they are 
encouraged to report this limitation and explain why.

The CHART checklist consists of 12 unique items 
and 39 subitems for the transparent reporting of CHA 
studies. Items relate to the title and abstract (item 1), 
introduction (item 2), methods (items 3-9), results 
(item 10), discussion (item 11), and open science 
(item 12). Table 2 lists the CHART checklist items. 
Authors should report the page numbers where the 
requirements of each item and subitem are fulfilled, or 
simply direct readers to an appendix or supplement. 
Our CHART statement article describes how to use the 
CHART checklist in further detail.35

Discussion
CHART is an international, multidisciplinary, expert 
informed reporting guideline that provides guidance 
for researchers in the transparent reporting of CHA 
studies. In contrast to generic AI reporting tools, CHART 
applies specifically to generative AI models. CHART 
provides several specific checklist items related to the 
development of CHA studies, which typically evaluate 
the performance of generative AI-driven chatbots 
when summarising clinical evidence or providing 
health advice.31 LLMs have frequently featured in CHA 
studies to date,4 but technological innovation is very 
likely to shift this trend. Large multimodal models that 
combine raw text data with images or tabular data 
are being widely used as successors to flagship LLM/
chatbots, and alternative approaches such as through 
liquid neural networks might yield applications with 
even greater abilities.72 To respond to these changes, 
CHART is intended to be a living document that can be 
updated as needed to capture these advancements.

Checklist applicability
In CHA studies, authors usually query generative AI-
driven chatbots with prompts to evaluate their ability 
to summarise evidence or provide clinical advice for 
specific topics including but not limited to health 
prevention, screening, differential diagnosis, diagnosis, 
treatment, prognosis, and/or general information.31 
Currently, user engagement with patients or clinicians 
in CHA studies has frequently been limited to the 
study investigators owing to concerns with privacy of 
patient health information. For instance, investigators 
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often develop hypothetical patient cases rather than 
using real patient data.13-15 However, authors of CHA 
studies are beginning to move towards evaluating 
their use prospectively, sometimes with the use of real 
patient data.48 For example, patients in a hernia clinic 
might be randomised to receiving preoperative advice 
from a clinician or a generative AI-driven chatbot for 
general health advice for weight loss, with the goal 
of reducing BMI at the time of surgery. Alternatively, 
patients might interact with a generative AI-driven 
chatbot over a period of time to evaluate its impact 
on their health behaviours and/or health outcomes, 
such as progression to diabetes among patients with 
a diagnosis of prediabetes. In these examples, while 
CHA researchers and readers of these studies might 
certainly require an understanding of several key 
elements of the CHART checklist as they relate to 
generative AI-driven chatbots, other methodological 
issues related to study design would be detailed by 
checklists intended for randomised controlled trials 
and prospective studies which are not included in the 
CHART checklist. Thus, future CHART extensions or 
implementations of relevant checklists for other study 
designs are planned and could be developed as the 
need arises. 

In the interim for such study designs, CHA researchers 
are encouraged to use the CHART checklist to report 
key elements related to chatbots as an intervention 
relating to model access and identification, prompt 
engineering, query strategy, and performance 
evaluation while also applying dedicated reporting 
guidelines for methodological features related to the 
relevant study design components.73 74 There is further 
interest in using generative AI models with clinical 
electronic medical records (EMRs) whereby models 
intake a patient’s EMR profile to produce machine-
understandable output.75 Studies might apply these 
AI models to extract data to be used to predict patient 
outcomes via a traditional or AI based predictive 
model to predict perioperative risk.76 77 Where authors 
use generative AI models for medical writing, we 
recommend that authors use the CANGARU (ChatGPT, 
generative artificial neural generative artificial 
reporting and use) guidelines.78 Still, CHART applies 
to the current landscape of CHA studies and deals with 
the evolving integration of generative AI into clinical 
pathways for summarising evidence and providing 
clinical advice.31

Patient safety
Most published CHA studies have failed to deal with 
patient safety and harm.4 Thus, several CHART checklist 
items look at key elements of patient safety, including 
the potential impact of study findings on patient 
harm (subitem 10c). Although reader evaluation has 
been widely adopted to assess the potential harm of 
generative AI,40 79 this method has notable limitations 
owing to its inherent subjectivity.34 40 When generative 
AI serves as an intervention, randomised controlled 
trials might be necessary to demonstrate whether it truly 
represents a safe alternative to conventional standards 

of care. Furthermore, the integration of generative AI in 
healthcare contexts presents considerable challenges 
to patient privacy, particularly when using closed-
source or proprietary commercial models. In these 
cases, patient data might be transmitted to service 
providers, potentially compromising data security.80 81 
Additional CHART checklist items intended to address 
these issues include whether authors have taken 
ethical implications of conducting their study (subitem 
12ci), and whether authors have implemented robust 
measures to safeguard the privacy of patient health 
information (subitem 12ci).

Limitations
One of the primary limitations of any Delphi process is 
expert selection bias. To reduce the risk that the group 
completing the Delphi process was non-representative of 
the target audience for this tool, we ensured that a large, 
multidisciplinary group of participants was assembled. 
We invited and included experts in LLMs, reporting 
guideline development, and health research methods 
from across the world, as well as patient partners to 
ensure that the resultant tool was generalisable not 
only to health researchers that would be using CHART, 
but also to the general public, who may be consuming 
the research output. However, we did not capture the 
professional background of each Delphi member, which 
remains a limitation of our study. 

Additionally, the Delphi process is criticised for its 
over-reliance on consensus in handling complex issues, 
where imperfect understanding of the underlying 
issues could detract from the value of consensus. 
We reviewed each potential item via multiple 
multidisciplinary Zoom conferences with panel 
members to mitigate the risk that any of the potential 
checklist items was overlooked or misunderstood. All 
participants had the opportunity to review potential 
checklist items at length, which helped navigate some 
of the complex issues that arose during this process. 
While the possibility of response bias exists during 
large forums such as this, three separate consensus 
meetings were held to provide as much time and space 
to discuss each potential issue at length. Consensus 
meetings were also run by senior investigators with 
substantial experience in navigating these processes 
to mitigate biases arising from social desirability 
and difficulty in having in-depth discussions about 
complex issues, especially as they pertain to the 
rapidly evolving field of generative AI. 

Another limitation involves potential for selection 
bias in identifying relevant studies for the scoping 
review that informed the initial checklist items. The 
137 studies included in the scoping review might not 
fully represent all CHA studies, especially in the rapidly 
evolving body of literature in the field of generative 
AI. To minimise this bias, we followed a systematic 
approach for study identification and selection, yet 
some relevant work might have been overlooked. 
This approach could limit the generalisability of the 
guideline to certain types of studies, particularly those 
involving cutting-edge or proprietary technologies. 
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Furthermore, as generative AI models are 
continuously updated, variables such as model 
version, data sources, and training algorithms could 
affect performance outcomes. These changes could 
obscure the association between the chatbot’s design 
and its clinical effectiveness, potentially affecting 
the data and publications derived from their use. To 
manage this, the CHART guideline includes specific 
recommendations for documenting model versions 
and updates, but this does not fully eliminate the risk 
that external validity might be compromised owing to 
evolving technology. Another limitation is that CHART 
guideline, in its current form, is leaning towards a 
unimodal data type (ie, text), both in the form of 
prompts and outputs. However, considering its living 
nature, it could be balanced for both unimodal and 
multimodal generative AI that offers clinical advice, in 
the future.

The CHART checklist has some intrinsic limitations. 
Firstly, it may be daunting to apply when reporting 
a CHA study. A first barrier could be the absence of 
information to provide, should the study plan have 
been suboptimally detailed with no plan for relevant 
components of CHA studies. To minimise this issue, we 
suggest that authors in the field familiarise themselves 
with this reporting checklist early in the process, 
ensuring that all the relevant research components 
needed to support optimal reporting are included. 
A second barrier is the space requirement to be able 
to provide all the details mandated by the CHART 
checklist. While many journals offer unlimited space 
for online only appendices and supplements, space in 
the main manuscript might still be an issue. Thirdly, 
high quality reporting of an experiment is a time-
consuming activity, although we consider it to be a 
valuable investment to optimise the interpretability 
and reliability of study findings. In the space of clinical 
trials and systematic reviews, reporting guidelines have 
undoubtedly improved methodological standards. 
Still, the clinical application of generative AI is a 
nascent field, and familiarity with the use of reporting 
guidelines could take time. We have done our best to 
only keep essential indicators, and we have provided 
this explanation document exactly to help understand 
its rationale and anticipated value.

Conclusion
Generative AI chatbots occupy a unique position 
in healthcare AI, offering interactive, language 
based interfaces for health information and advice, 
with the potential to substantially change ways of 
delivering medical education and patient care.2 41 This 
novel approach necessitates specialised reporting 
guidelines. CHART distinguishes itself from generic 
AI reporting tools by looking at the specific nuances 
of generative AI in healthcare contexts. Detailed 
guidance is provided on elements such as prompt 
engineering, query strategies, and evaluation of 
AI-generated responses in healthcare settings. By 
promoting standardised reporting, CHART enhances 
transparency and reproducibility in this field. This 

standardisation is crucial for building trust among 
healthcare professionals, patients, and regulatory 
bodies. Additionally, CHART is positioned to evolve 
alongside AI advancements. Future expansions may 
address other types of generative AI applications 
in healthcare,82 or hybrid approaches combining 
generative AI with other AI technologies.83 CHART’s 
adaptability as a living document is key to its relevance 
in the rapidly evolving landscape of AI in healthcare. 
This flexibility ensures that CHART will continue to 
provide valuable guidance for researchers, enhancing 
the quality and reliability of studies on generative AI 
chatbots in healthcare.
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