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Abstract. Using shift-compactness, the continuity theorems of Baire and Luzin and a variant
of Darboux’s boundedness theorem, we deduce directly the continuity of positive solutions
of the Golab-Schinzel equation and of the kernels of the closely related Goldie and gener-
alized Goldie equation, from appropriate assumptions of the Baire property or (Lebesgue)
measurability.
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1. Introduction. Measure case

We give short new proofs of the continuity of (Lebesgue) measurable and of
Baire (i.e. with the Baire property) positive solutions of the Gotab-Schinzel
functional equation [31]

h(z + h(x)y) = h(x)h(y), (GS)
for x,y € Gy := {t : h(t) > 0}, the latter assumed non-null/non-meagre.
Aczél and Golab [1] studied this equation in order to identify one-parameter
subsemigroups of the affine group without recourse to analytical-differential

methods. Its close connection with Beurling’s important extension of the cele-
brated Weiner Tauberian Theorem [5] and also with Beurling regular variation,

1Paper presented at the Bingham Colloquium at LSE celebrating on 19th March 2025 the
anniversary of that day.
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for which see [11,13,38], warrants as direct a proof as possible of continuity
(and a read-out of its solution — for which see Section 6, although glimpses of
the form of h abound in the proofs).

Positivity of h is natural in the regular variation context and below we
assume (GS) is restricted to Gy,. Relaxing this restriction, one may consider
non-negative h with a wider domain R similarly to [23] (where the domain is
a vector space). In the general Goldie equation of Section 5 a wider domain
seems necessary to support our analysis.

The continuity proof below may be viewed as the natural generalization of
the analogous simple classical proof of continuity for measurable/Baire solu-
tions of the Cauchy equation via Darboux’s theorem (that a locally bounded
additive function is continuous; cf. Section 2).

The theorem and proof for (GS) extend to measurable real-valued functions
defined on Euclidean spaces (see the Concluding Remarks), but its inspiration
is clearest (simplest) on the real line. The Baire category analogue could have
been viewed as an instance of the Banach Continuous Homomorphism theorem
[19, Ch. 11] (cf. [37]) in view of the group operation below, were it not for the
fact that to apply Banach’s theorem would require verification that the said
group structure is topological under the Euclidean metric. But that is not
a given here. We note the related Banach-Mehdi theorem, that for complete
normed vector spaces an additive Baire map is continuous, has a similar but
simpler proof, which inspired the present approach (see e.g. [19, Th. 12.1.5]).
The Baire variant asserted above is contained in a result of Brzdek [24], being
implied by his hypothesis that {z : 0 < |h(z)| < a} contains a non-meagre
Baire subset for some a € (0,00). We use a somewhat similar hypothesis to
deduce local boundedness of h.

As we shall confirm, non-zero continuous solutions of (G'S) on R take one
of the two forms

h(z) =1+ pux, max{1 + pz, 0},
for p € R: see [25] for a survey. Thus the second of these yields solutions
that are positive for p > 0 on (—1/p,0), and for p < 0 on (—o0,—1/p),
the former suiting asymptotic analysis according to the received convention in
regular variation. In consequence we admit only domains of solutions that are
unbounded on the right. For other solutions, including ‘trivial’ ones with range
{-=1,0,1}, see [31] and [41].

Two key ideas allow transparent passage from the classical Cauchy result
to the Golab-Schinzel case.

The first key in this approach is an adaptation of Darboux’s Theorem
through the use of the Popa binary operation [41]

sopt:=s+ h(s)t,

which we abridge to s ot whenever context allows, by analogy to the circle
operation of ring theory. When h satisfies (G'S) this operation endows with
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a group structure the set Gy, := {z € R : h(xz) > 0}, assumed non-null/non-
meagre, on which h generates a group norm (below) in the measurable h
context, and likewise in the Baire case, turning h into a homomorphism®. The
latter feature would allow the Banach-Neeb Theorem to operate in the case
when h is Baire rather than measurable (as Gy is a Baire space), were the
group known to be topological, which initially is not the case here.

The second key is the shift-compactness property (which, as we will see,
flows in the present context, from the Baire and Luzin Continuity Theorems
for Baire/measurable functions, a ‘third’ key in effect):

Definition. In a metric group X an arbitrary (‘target’) subset T C X is shift-
compact if for any null sequence z,, — 1x thereist € T such that i.0. (infinitely
often) tz,, € T, that is

M; := {m € N : tz,, € T} is infinite.

This concept broadens Parthasarathy’s for whom the context was the convo-
lution semi-group of (Borel) probabilities on a separable metric group X. See
[17] for an appraisal of the connection.

For X = (R, +) the property was initially studied (specialized to co-finite
sets M) by Kestelman [34], motivated by work of Banach, and again later by
Borwein and Ditor [22]. The target sets there were Baire non-meagre sets or
measurable non-null sets and these are shift-compact [8], [19, §4.2]. Its close
connection to Karamata’s Uniform Convergence Theorem [5, §1.2] inspired
much investigation of this area [6,8]. For the extensive usage of this property
see [19]. We note that the concept of shift-compactness was independently later
discovered by Banakh and Jabtoniska in [4] who refer to the negated property
as null-finiteness.

In Lemma 1, for any null sequence w,, and any non-null measurable set/non-
meagre Baire set T, for some (indeed, for almost all) t € T, a subsequence of
{t 0wy}, embeds in T. This is obtained by a subtle modification of the usual
proof of the Kestelman-Borwein-Ditor shift-compactness theorem [9].

We recall that a non-negative group norm satisfies three properties:

(i) positivity: ||z|| > 0, unless z is the identity,
(i) symmetry: |[2]| = ||,
(iii) subadditivity: ||zy|| < ||z|] + ||y]|-

According to the Birkhoff-Kakutani Theorem [19, Ch. 6], a group that
is first-countable (i.e. having a countable local neighbourhood base at the
identity) and with continuous right translation (a ‘right-topological’ group)
is normable iff inversion and multiplication are continuous at the identity. A
normed group thus need not be a topological group, but it is a metric group,

I Under oy, the group Gy, is a subgroup of G* := {x : h(z) # 0}, which decomposes into two
sets as in the (limiting) case of the punctured line R* under multiplication, with R4 := (0, c0)
its subgroup.
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metrized for instance by the left-invariant metric dy(z,y) := ||z~ 1y||. For
background see also [3].

The group identity of (Gyp,0) is 0 and the inverse of any element z is
—x/h(z) (cf. [41]), denoted below by x,'. Put
“ dx

h(z)

(Absolute value is needed for elements of Gy, to the left of 0.) We show in
Lemma 3 below that L(a) is finite and in Proposition 1 that L(.) is a group
logarithm so that ||.|| is a group norm for Gy,. (This is consistent with known
group logarithms and norms in the Popa groups G, arising from h(x) = 1+ px
[15, Th. 1].) Thus we use Lebesgue measure on R to make the group G, a
topological measure space (cf. [30]), which one might briefly call a ‘topological
measure group’.

Our first result does not require h to satisfy (GS), i.e. (right-) ‘shifting’ via
oy, need not itself be a group operation — sufficient here is the embracing group
structure of (R, +).

L(a) = Ly(a) :=

and ||a|| :== |L(a)|.

Lemma 1. For h measurable, w, — 0 a null sequence, and T C R non-null
measurable, there is t € T for which t op w, € T infinitely often, i.e. the
following set is infinite:
{neN:t+h(t)w, € T}.
Proof. By Luzin’s Continuity Theorem ([40, Th. 8.2], [33, Th. 17.12], [21, Th.
2.210 and 7.14(ix)], [32, p. 243]), reducing T by a subset of smaller measure,
if needed, we assume w.l.o.g. (without loss of generality) h to be continuous
on T and bounded thereon, by B say. Choose inductively, as follows, non-null
descending compact subsets T,, C T' (hence with non-empty intersection), and
increasing integers m,, with
t+ h(t)wp, € Th_1 for t € T),.
Given the compact set T, let sop be a Lebesgue-density point of T;,. Pick

an interval I, around sg with |I, N T,|/|I,| > 3/4. Also fix m = my11 > my,
such that Blw,| < |I,|/8 for all n > m, so that with ¢ € T,

|h(t)wn| < |I,|/8 for n > m.
Let J, = I,\T,, and set
T) :={t+ht)wn :t€l,NT,}.
Write hp,(t) == h(Q)wp,. If s =t + hy(t) € J, for some ¢ € I, NT,, then
t=s5—hp(t) € Jp — hy(t) and |h,, ()] < |1,]/8. So
[ To = ([ {Bam(8) £ € L, AT, with £ + hun () € Jn} < []/2.

Put
Torr1:={teInNT,:t+h(t)w, €I,NT,} CT,.
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Then |T41| > |I.]/2 and is closed, by continuity of h on T. Furthermore,
t+ h(t)wm,,, € T, for t € T),;1. Consider

te(T.CT.
For n > 2, since t € T),, we have t o wy,, =t + h(t)w,,, € T,—1 CT. O

The above proof reduces to the standard proof of shift-compactness in the
additive group (R,+) when h(t) = 1. We can now see that G is an interval
extending to +o00 but its exact form comes at the end (in Section 6, Theorem

5(i)).

Corollary 1. For measurable h satisfying (GS), if Gy, is non-null, then 0 is
an interior point of Gp, so that Gy, is open in R (and so locally compact).
Furthermore, if Gy, is unbounded to the right, then Ry C Gy,.

Proof. Suppose 0 is not an interior point of R. Then, for n = 1,2, ..., we may
choose z, € (—1/n,1/n)\Gy. As Gy, is measurable non-null, for some ¢t € Gy,
one has toy, z,, € Gy, i.0. by Lemma 1. For such n, referring to the group inverse
t, ! for which h(t; ') = 1/h(t),

2z = —t/h(t) + (t + h(t)zn)/h(t) = t; ' o (top 2,) € Gy,

a contradiction. So [—¢, €] C Gy, for some £ > 0. Then [t—h(t)e, t+h(t)e] C Gy,
for each t € Gy, as h(t = 0h(t)) = h(t o (£0)) = h(t)h(£d) >0 for 0 < § < e.

So 0 is an interior point and Gy, is open.

To proceed further we exploit some ideas from [23, Th. 3] adapting to
the present context, as function arguments here are restricted to Gp. Two
preliminary observations are needed (to make this account ‘free standing’).

Take A := {a : h(a) = 1}, which is additive, and M = {h(x) : x € G},
which is a multiplicative subgroup of R..

Observation 1. For x,y € Gy, if h(x) = h(y), then = — y € A; indeed,
1 = h(z)h(y) " = ha)h(—y/h(y)) = h(z — y).

Observation 2. Tt follows now that, for any a,x € Gy, if h(a) = 1, then by
(GS)

h(z + h(z)a) = h(z),
so that h(z)a € A, i.e. Au= A for p € M and so also MA = A.

We now return to the proof of the final claim, which splits into three cases
according as (i) M is finite, (ii) M is infinite and A # {0}, and (iii) A = {0}.
Case (i): M is finite. Then M = {1}, i.e. h = 1, and so here x+y = x+h(x)y €
Gy, for x,y € Gp. So since [0,e) C G, = A, by additivity Ry C Gp. (In fact
Gr =R.)

Case (ii): M is infinite and A # {0} . Here M accumulates at 0. Indeed, if
w € M\{1}, then g™ — 0, assuming w.l.o.g. < 1 (otherwise replace u by
1/p). Thus A = M A is dense in Ry. Here a+ 2 = a+ h(a)x € Gy, fora € A
and z € Gyp. But [0,6) C Gy, so G, 2 A+ [0,¢) O Ry, by the density of
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A in Ry. (Here again Gj, = R.) The last step may be compared to classical
additivity results: cf. [5, Cor. 1.1.4 and 1.1.5].

Case (iii): A = {0}. Here, for z,y € Gy, if h(z) = h(y), then x —y = 0 by
Observations 2, i.e. h is injective on Gy,. For any « € G, \{0}, as h(z) # h(0) =
1, put z(z) := z/(1 — h(zx)). For any z,y € Gy,

Bo + h(@)y) = hly + h(y)),
both equal to h(x)h(y) by (GS). Since zopy and yopx are in Gy, by injectivity,
z+ h(z)y =y + zh(y).

Equivalently « — xh(y) = y — yh(z), and this is equivalent to
2(2) = /(1 = h(z)) = y/(1 - h(y)) = 2(1).
Thus z(x) is constant on Gp,. Writing the constant value as —1/p we obtain
z/(1—h(z)) =—1/p, ie. h(z) =1+ pz.

As declared at the outset, solutions bounded from above are disallowed. So if
Gy, is to be unbounded on the right, then p > 0 and G;, = (—1/p, 00). For an
alternative proof, see the Remark 4 below. 0

Remarks 1. For continuous h the functional equation h(x + h(z)y) = h(y +
xh(y)) is studied on R in [25, Lemma 1] where Gy, is found to decompose into
the union of a finite and an infinite interval.

2. In Case (iii) above, if z(z) = = + h(z)z(z) € Gy, then for z = z(z)

h(=) = hiz + h(z)z) = h(2)h(2),

so after cancelling by h(z) — a contradiction. So z ¢ Gy, and indeed z = z(x) =
—1/p ¢ Gy, by above.
3. Case (iii) uses the reverse of the injectivity argument of Theorem 5(i).
4. An alternative proof for Case (iii). Here h may also be Baire, to which we
refer later. As we declared at the outset, we do not allow solutions bounded
from above. If Gy, is assumed bounded from below, consider = ¢ Gy, for some
least « > 0. Choose ,, in G, with z,, — x. Then h(z,) > L for some L > 0,
as otherwise h(z,) — 0 and so the group inverse (xn);l = —u,/h(z,) € G,
shows Gy, to be unbounded from below. The positive sequence z, = (z —
Zn)/h(zy) < (x — x,)/L is null, so for large enough n is in Gj,. Then =z =
Zpn + h(xy) 2z, € Gy, a contradiction. Thus [0,00) C Gy,.

As a preliminary to Lemma 3 below we need:

Lemma 2. If h satisfies (GS) and is continuous on Gy, then Gy, is connected.
So, if Gy, is unbounded to the right, then Ry := (0,00) C Gy,.

Proof. By the assumed continuity of h, the group inversion map: x +— x,?l =
—x/h(x) is continuous on Gp. Write G = G, N Ry. By Corollary 1 Gy, is
open, so suppose that G, has an unbounded connected component different
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from R_. Let I be a second, bounded component of G in R_, then the image
J of I under inversion is a connected component in R . This cannot be all of
G,T otherwise G, would be connected (by inversion). Let > 0 be the infimum
of J . Then there exist x,, € J C G} with h(x,) — 0 and limit z. So (z,);"
is unbounded, yet lies in the bounded set I, a contradiction. Hence G, = R_
and is connected; hence also GZ is connected. So Gy, is connected. 0

The next result needs to be interpreted with the hindsight of Theorem 5(ii),
where we identify the form of i and so of Gy. Specialized to k = h it is of im-
mediate use in Proposition 1, but the Goldie equations of subsequent sections
prompt an interest in the ‘pexiderized’ version of (GS) displayed below.

Lemma 3. For h measurable satisfying (GS), any positive measurable function
K satisfying
K(z op y) = k(z)K(y) (z,y € Gp)
is locally bounded away from 0 and locally bounded above, both relative to
non-null compact subsets of Gy . Furthermore, k is continuous on Gp. In
particular, these properties hold of h for h a positive measurable solution of
(GS) and so h is continuous on Gy, which is connected.

Proof. Consider any non-null compact C' C Gp. Suppose that ¢, € C has
k(en) — 0. W.log. ¢, converges to ¢ € C. Put z, := ¢, — ¢ — 0, so that
wy, = zp/h(c) is also null. But

COp Wy = C+ 2y = Cp.-
So w,, € G, and k(w,) — 0, since x(c) > 0 and
k(c)k(wy) = K(cop wy) = K(cp) — 0.
Passing to a non-null subset C/ C C, we may assume, again by Luzin’s Con-
tinuity Theorem, that  is continuous on C’ . By Lemma 1, for some ¢ € C’,

top w, € C' i.o. and so passing to a subsequence w.l.o.g. for all n. Now
t + h(t)w, — t, so by continuity on C’ at ¢,

k(t) = lim, k(t o wy,) = k(t) lim, k(w,) = 0,

contradicting that x(¢) > 0. So x is bounded away from 0 on C.

If instead k(s,) — oo, the same argument yields the contradiction that
k(t) = oo, showing that x is bounded above on C.

Now consider any null sequence z,. By Corollary 1, w.l.o.g. each z, is in
Gy,. By what has just been proved, w.l.o.g. we may suppose by passing to a
subsequence that x(z,) is convergent. Again by Lemma 1, for some t € C’ the
sequence t oy, z, € C’ i.0. and again by passing to a further subsequence we
may suppose this holds for all n. Since « is continuous on C’,

K(t)k(zn) = K(t op zn) — K(1),

and so k(z,) — 1 = k(0), as k is positive. That is, £ is continuous at 0.
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Now for any s € G, and any null sequence w,, which we may suppose is
in G, by Corollary 1, take z, := w,/h(s) — 0, which again we may suppose
is in Gp; then

$0zp =8+ h(s)z, = s+ w, — s,
and, as k(z,) — 1,
k(s +wy) = k(s op zn) = k(8)k(zn) — K(S).
That is, k is continuous on Gy,.

In the case k = h, continuity of h implies Gj, is connected, by Lemma 2.
O

Proposition 1. For h a measurable solution of (GS), the corresponding norm
[|.1| is @ group norm on the Popa group (Gp, op) under which Gy, is a topological

group with a natural left-invariant metric equivalent to the Fuclidean norm on
R .

Proof. By Lemma 3, G, is connected. For a # 0 we write [0, a] for the (in-
clusive) interval between 0 and a irrespective of their order. Integrals below
are implicitly calculated over such modified intervals. By Lemma 3, since h(x)
is bounded above and below on the compact interval from 0 to a, we have
0 < |L(a)| < oo and so ||al| is well-defined and positive. Furthermore,

la| - inf{1/h(z) : z € [0,a]} < ||a|| < a|]-sup{1/h(x) : 2 € [0,a]}.
The substitution
y=aox=a+ h(a)z
gives dy = h(a)dz and so

/oa/h(a) h%v) N / h(aglz(w)'

By (GS), we conclude that

—a/h(a) d.’L‘ a dy
/o / hao:ﬁ o h(y)
and |L(—a/h(a))| = |N(a)|. Agaln with y = a oz and any b, ¢,

[ [ [ »

corresponding, as earlier, to a notional metric dr,(aob,aoc) = ||b~ta " ac|| =

[b-1e]]. So by (%)
b a - aob T
0= [ / I R ERIANTE
-

aob
d
y =L(aob).
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Thus
lla o bl| = |L(a o b)| = |L(a) + L(b)| < [|al| + o],
and so all three properties of the norm are verified.

Since the norm is defined by integration, absolute continuity of the integral
guarantees that inversion and product are continuous. O

We may now state and prove:

Theorem 1. Any measurable solution h of (GS) with Gy, = {x : h(z) > 0}
non-null is continuous on Gyp,. Furthermore, Ry C Gy and also (—o00,0] N Gy,
s an interval so that Gy, is itself an interval.

Proof. For x € G, put
f(x) =logh(x),
which we view as a homomorphism from (G, o) to (R, +), since

flaob) = fla)+ f(b).
Interpreted in the context of a normed group, Darboux’s Theorem [29], [19,
Th. 9.4.1], [35], (cf. [10], or see below) asserts that if f is locally bounded at
0, then f is continuous at 0, and hence throughout the Popa group, f being a
homomorphism.
By assumption, for some B > 0, the set

S:={x:0<|f(x)] < B}

here is (measurable and) non-null. If f is unbounded at the origin, we may
choose z, — 0 in G with |f(z,)| unbounded. By Lemma 1 S is shift-compact,
so we may choose t € S with ¢ o z, € S infinitely often. Then, as above with
t;l the group inverse of t,

[f(za)| = |f (8 o tozn)l = [F(8;") + f(toza)| < |f(t; )] + B,

for infinitely many n. But this contradicts unboundedness.

By Darboux’s Theorem (see next section), f and so also h is continuous,
also in the sense of the Euclidean norm, by Proposition 1.

As for the final claim, (0,00) C Gy, by Lemma 2, so restricted to [0, c0)
the inversion mapping = +— z; ' = —x/h(x) € (—00,0] is continuous and so its
image is connected. 0

2. Darboux Theorem

On a normed group (G, o),
llz o yll < ]| + [yl < 2max{|[z[], [y]},
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somewhat reminiscent of the p-adic ultrametric, cf. [28]. On (Gp,op), where
Gy, :={x : h(z) > 0} and x op y := x + h(x)y with h positive on R, satisfying
(GS), and bounded by L on |z| < 6, one has for x,y with |z|, |y| < J:

[z on yl < |z + h(z)y| < |z + Lly| < max{|z[,[y[}(1 + L),

so that the Euclidean norm restricted to Gy is a prenorm in the following
sense.

Definition. Say that [|.|| is a pre-norm on the group G if it is positive except
at 14 and for some K > 1 and dx > 0

||z oyl < K max{][z]], [[y||}, for [|z[,[[y|| < ok

Variant Darboux Theorem. For a pre-norm ||.|| on a group G, if f : (G,0) —
(R, +) is a homomorphism,

flxoy) = flz)+ f(y),

bounded in some pre-norm mneighbourhood of 1g, then f is continuous. In
particular this is so for the group norm of Section 1 on Gy,.

Proof. First note that for any § < dg, for ||z|| < §/KNN
a1 < K™ ||]l.

Indeed, this holds for N = 1. Proceed by induction. If ||z|| < 6 /KN*TH(N+1) <
§/KNN, then |[2V]| < KN||z|| < KN§/KNN = §/N < 0k and so, as K > 1,

[l o 2| < K max{||a™], 2|} < K max{K™|[a]],[Ja][} < K¥*!]z]].

Suppose that f has a local bound of L on |[t|] < §. W.lLo.g. § < dx. Now
let € > 0 be given. Choose an integer N with N > L/e. Consider ¢ with
|[t|] < 6/NKN. Then [|t|] < § and

1Y) < KNt < KYo/NEN <62 [f(tY)| < L.
By additivity,
INFOIN=1FEDN <L [[fOI <L/N <e
Thus f is continuous at 14 and so continuous.

We have already seen that for h a measurable solution of (GS) with Gy,
non-null there is a group norm equivalent to the Euclidean norm and that h
is locally bounded. In the next section we study the case of h Baire.
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3. Baire case

In this section h is a Baire solution to (GS), meaning that h=1(U) is Baire
(has the Baire property) for U open. We will need a definition and a theorem.

Definition. (Category convergence, [7]) A sequence of Baire functions h,, sat-
isfies the category convergence condition (cc) if, for any non-empty open set
U, there is a non-empty open set V C U such that, for each k € wN,

ﬂ - V\h, (V) is meagre. (cc)
Equivalently, off a meagre set of ¢,

teV = hy,(t) €V io.

This holds in the case of h,(t) =t + h(t)z, for z, — 0 and V Euclidean open,
since

teV = t+h(t)z, € V io. (co-finitely!).
However, for a density-open V' the condition is essentially the result that V is
shift-compact in the sense of shifts under o; as in Lemma 1 above.

Category Embedding Theorem. (/7,19]; Th. 10.2.2). Let X be a topological
space. If hy, : X — X are Baire functions satisfying (cc) with pre-images of
meagre sets being meagre, then, for any Baire set T C X, for quasi-allt € T
there is an infinite set My such that

{hm(t) :m eM;} CT, e hy(t)eT io.

Corollary 2. (Lemma 1-Baire version). For w, — 0 a null sequence and
T C R a non-meagre Buaire set, there ist € T for which t ow, € T i.o., i.e.
the following set is infinite:
{neN:t+h(t)w, € T}.

Proof. This follows from the Category Embedding Theorem by applying the
following result. O
Lemma 4. (Meagre pre-images). For h Baire, {z,}, null and M meagre, the
following pre-image is meagre for each n

hiY(M) = {s — h(s)zn/h(zn) : s € M}.
Proof. Tt is enough to consider a nowhere dense set M. Write w,, = —z,, /h(z,) =
(2n);,* for the group inverse. Then the right w,,-shift is the inverse of the right
Zp,-shift:

§=hu(t):=t+h(t)z, =toz,,

t=h,(s) =s0(z,);" = s+ h(s)wn.
As h(x) is Baire, so is hy,(t) := t + h(t)z,. So w.l.o.g. h, is continuous off a
mearge set M’ DO M, by Baire’s Continuity Theorem [33, Th. 8.38], [40, Th.
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8.1], [19, Th. 2.1.4]. We work relative to the complement X of M’. Choose V
an arbitrary non-empty open set in X to exclude M. Now h, (V) is open,
by continuity as V' omits M; so omits M’; now choose non-empty open W C
h,;(V) to exclude M. Suppose if possible that W does not avoid h,'(M).

Then for some s € M
t=nh1(s) =5+ h(s)w, € W, 50 h,(t) € h,(W) CV,
S0 § = hy(t) € VN M, a contradiction. O

Theorem 2. Any solution h of (GS) with the Baire property (that pre-images
of open sets are Baire) and with {x : h(x) > 0} = h=1(0,00) non-meagre is
continuous. Furthermore, Ry C Gy, and also (—o0,0] N Gy, is an interval so
that Gy, is itself an interval.

Proof. This follows analogously to Theorem 1 by interpreting Corollary 1 and
Lemma 3 in the Baire context, replacing Luzin’s by Baire’s Continuity Theo-
rem. O

Alternative Integration Proof. One can follow the norm-based Darboux proof
of §1 also in the Baire case. Begin by restricting the solution function h to a
co-meagre Gs set H := G, \M (with M a meagre, centrally symmetric F, set)
on which hy := h|H is continuous with domain non-null. This is possible here,
as Corollary 1 (interpreted in the Baire context via Corollary 2) implies that
Gy, is open. (Also Remark 4 of Section 1 implies that if Gy, is assumed bounded
from below, then [0, 00) C Gy,.) That yields a group-norm, albeit only on H, via
Lemma 1, as H is non-null. Fortunately, w.l.o.g. H is a subgroup of Gy,. Indeed,
as h(0) = h(0)? by (GS), by positivity h(0) = 1, and so h(z)h(—z/h(z)) =
h(0) = 1, again by (GS). Thus h(—z/h(x)) = 1/h(x) yields relative continuity
at the group inverse x;l from relative continuity at € H (both relative to
H). A norm can now be assigned to z € M via completion, which the density
of the non-meagre subgroup H allows:

lall == timsup{lial -4 € (v b2 +3) N H},
>

Hence L(z), as defined previously, may be interpreted as an improper integral:

Todt . T dt
Lw) = L) = [ 50 =t [5 weo)

teH

As noted earlier, Gy, is open and so locally compact in R, implying the Sub-
group Theorem applies here ([9, Ths 6.11, 6.13] or [36, Ch. VI. 13. XII], cf.
[Bin0O2025, 9.3.1]), so that the co-meagre subgroup H is clopen. Suppose
H # Gy,; then, being open, G,\H is non-meagre and yet contained in the
meagre set M, a contradiction. Thus h is continuous on all of Gy,. O
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4. The Goldie equation

The Goldie equation below, also linked to regular variation [5] and [12], is
simpler than the Gotab-Schinzel equation in that it is already defined on a
Popa group Gj, with h(z) = h,(x) = 1 + pxz. We show how continuity of
solutions here is also provided by the Darboux paradigm.

We note that (the p = 0) versions of this equation were studied by Aczél
[2] in connection with the characterization of geometric and power means and
in the equivalence of certain utility representations.

Notation: In view of the needs in the subsequent section, it is convenient
below to use oj for a general function h and to write o, when h is specialized
to h(z) = h,(x).

Theorem 3. Taking x o,y = x + h,(x)y, let K solve the Goldie equation
K(zo,y)=K(z)+g(x)K(y) (z,y€G,)
with K(1) #0, g(0) =1, and {x : |K(z)| > 0} non-meagre/non-null. Then K

18 continuous at the origin, and so K and g are both continuous.

In this functional equation context we will refer to K above as a kernel.

We offer several proofs. In the first proof, we provide a group logarithm on
the range R(K), which it emerges is a Popa group of the form G, for some o.
This demonstrates similarity to the Gotab-Schinzel case.

Darboux Proof. We may exclude the case K = 0. Then the range R(K) is a
Popa group, by [18, Theorem 7.1A] (applicable here as N (p) = {t: pt =0} =
{0} and R(K) # K(N(p))). Now

K(z) +g(z)K(y) = K(zoy) = K(z) o5 K(y) = K(z) + (1 + o K(2))K(y)

implies g(z) — 1 = oK (x). The group logarithm of the Popa group G, is as in

Section 1:
¢ dt ¢ dt 1
L,(a) = = = —log(1 .
(a) /0 he(t) /0 1+o0t o og(l +0a)

Replacing K by K/o in the Goldie equation, if necessary, we may assume
o = 1. Applying this logarithm, take
f(x) = log(1 + K(2)).
Then f is a homomorphism into (R, +):
f(z 0y y) = log(1 + K(w 0, 1)) = logll + K(2) + (1 + K (2)) K ()]
= log[(1+ K(2))(1 + K(y))] = f(z) + f(y).

Take h = h, in Lemma 1; then as in Theorem 1, being Baire/measurable, f is
locally bounded. By Darboux’s theorem, f is continuous and hence so also is
K. (first proof) O
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Second Proof. Note that K(0) = 0, since g(0) = 1 and
K(0) = K(00,0) = K(0) 4 g(0)K(0).

We first show that K is continuous at 0. Suppose otherwise. Then K (z,) does
not converge to 0 for some null z, (which is in G,). W.l.o.g. K is continuous
on T :={z : |K(z)| > 0}, again by Luzin’s Continuity Theorem. By Lemma
1, to, 2, € T i.o. for some t € T. If g(t) = 0, then taking s = ¢, " o, x for =
arbitrary implies that

K(z) = K(tops) = K(t) +g(t)K(s) = K(t),

i.e. that K is constant, a contradiction since K (0) = 0 # K(1). So g(t) # 0
and then

K(t) =limK(to, z,) = K(t) + g(t) lim K (z,).
But this implies lim K(z,) = 0, contrary to assumption. So K is continuous at
t = 0. We complete the proof by proving the following lemma (needed again
below and in the next section), which does not require the exact form of h.

Lemma 5. Assume the kernel K is continuous at 0. Then
(i) K is continuous;

(ii) if h is continuous, then also g is continuous.

Proof. (i) For z, null, continuity of K at 0 gives K(z,) — 0; furthermore,
K(t+h(t)zn) = K(t o 2n) = K(t) + g(t) K (2n) — K(1).

So K is continuous at any ¢ € Gy,. (For any ¢ and null sequence w,, again
take z, := w,/h(t), which is null, and then ¢ + w,, =t op z,.)

(ii) For any t,, — t € Gy, by continuity of h, t,op 1 =t, +h(t,) — t+h(t) =
t op ].,

K(tn) + 9(tn) K(1) = K(tn op 1) = K(top 1) = K(t) + g(t) K(1),
yielding g(t,) — g(t) (by (i) and as K(1) # 0), so that g is continuous.

In particular, this holds for the auxiliary in the Goldie equation.(second
proof) O

Towards a third Darboux proof, we need the following to motivate our
assumptions below. Here again we need h to be Baire/measurable.

Lemma 6. A Baire/measurable solution K of the Goldie equation with {x :
|K(x)| > 0} non-meagre/non-null is locally bounded.

Proof. For some bound B > 0 the set T := {z : 0 < |K(z)| < B} is non-null.
Suppose that |K(z,)| is unbounded above for some null z,. By Lemma 1, for
some t the sequence t o, z, € T"i.o. Then

lg(0) K (2n)| = |K(t0p 2n) = K(8)] < [K(t 0, 2n)| + [K(8)] < B+ [K(t)],
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contradicting unboundedness unless g(t) = 0. But, if this were the case, taking
5 =t," 0, for z arbitrary implies as before that

K(z) =K(to,s) = K(t),
i.e. that K is constant, a contradiction since K (0) = 0 # K (1). O

Remark. In Lemma 6, suppose that |g(z,)| is unbounded above for some null
Zn. By Lemma 6 we may suppose that K(z,) is bounded. For some ¢t € T with
K (t) > 0 the sequence t o, z, € T i.o. Then by Lemma 1

K(topzn) = K(znopt) = K(2n) + g(20) K ().
So
19(zn) K(t)] = [K(t 0p 2n) — K(2n)| < B+ |K(zn)],

contradicting unboundedness, since ¢t € T. O

The following result shows off another Darboux paradigm. However, the
same conclusion also follows from the identity K(z) = g(x) — 1 noted above,
and also more directly from commutativity of o,, as follows.

K(z) + g(x)K(y) = K(y) + g(y) K (x), so K(z)[1 — g(y)] = K(y)[1 — g(2)],

K((E = K(y) = C, SO Tr)==¢c¢ X)) —
o = o = o K(x) = clg(z) - D).

This last needs a single y with g(y) # 1 and K # 0 to define ¢ (see [12, Th.
1]).

Proposition 2. In the Goldie equation, if the kernel K is locally bounded and
the auxiliary g is continuous at 0, then K is continuous.

Proof. We assume K is bounded by L in some neighbourhood of 0. Iterating
powers from the left under o, so that ¢t =t o, t" "t =t + h,(t)t" ! yields

K(to, ") = K(t) + g()K(t"~1) = K(t) + () (K () + () K (¢"~2)
n, if g(t)

— = KO+ g+ + g™ 1) = K(1) { 1 g ()

=1,
1_7;(”7 if g(t) # 1.

For any N, as g(0) = 1, provided ¢ lies in a neighbourhood of 0 with |g(¢)—1| <
1/N, we have for appropriate n = n(N) that
INK(t)| < |K(#")| <L, ie. |K(t)] < L/N.

Then, as in the Darboux variant, |K(t)| < ¢ for N > L/e and so K is contin-
uous at 0. Consequently K is continuous by Lemma 5(i). (third proof) O
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5. The General Goldie equation

Here we use shift-compactness to deduce continuity aspects of the general
Goldie equation, previously studied in [18] albeit assuming continuity, namely

K(z + h(r)y) = K(x) + g(z)K(y) (z € Gu,y € R)

with K(1) # 0, g(0) = h(0) = 1, where Gy, := {t : h(t) > 0} with 1 € Gy, is
Baire non-meagre, respectively measurable non-null. In the functional equation
context here, we will again refer to K as a kernel.

Above we have relaxed the condition y € Gy, of earlier sections, thus ex-
tending the domain of K to R, as K(y) = K(0+ h(0)y). This wider domain
assumption is for two reasons. Firstly, the present domain choice aligns with
that of [18]. Secondly, until h is identified, one cannot assume that G, is a
group, which occasionally impedes the analysis. However, for a € Gy, the left
a-shift ¢ — s = aopt = a+ h(a)t, defined on R, posseses a well-defined
anti-shift (inverse on R), s +— ¢t = (s — a)/h(a); this allows the interpretation
K(s) = K(aop t). To aid matters we assume also that Gy, is inversion in-
variant in that —a/h(a) € Gy, for a € Gy, (a ‘reflection’ in 0). Nonetheless,
we record at the critical junctures whenever these stronger assumptions are
invoked (Propositions 4 and 6, Corollary 3, and in Corollary 4, where we use
the inversion-invariance assumption).

For further alignment with the Goldie equation, we assume that h preserves
positivity, i.e. that if a,b € Gy, then h(a + h(a)b) > 0, so that aop b € Gy, —
a ‘quasi’ semi-group, lacking associativity (and likewise for g); see [26, Th.1]
why adding the converse implication results in h satisfying (G.S); 2 eventually
in Proposition 5 below we recover that here too h satisfies (G\S). An additional
hypothesis is helpful: we will assume that —(g,¢) C Gy, for some € > 0, so that
Gy, is open. We recall from [18] that G, = G, := {t : g(t) > 0} : the first of
many parallel behaviours between the auxiliaries (see below). As a frequent
ingredient in proofs, we mention another instance. Given continuity of K, and
of h at 0, for any null z,,

K(1) =limK(z, +1) =lim K (2, + h(zn)/h(zn))
= lim[K (zn) + 9(zn) K(1/h(zn))] = K(1) lim g(zn),
i.e. limg(z,) =1 = g(0), and we thus see g is also continuous at 0.
The ‘unitary’ case of ¢ = 1 embraces (logarithmically) the Gotab-Schinzel
equation, allowing the solution read-out in Section 6 Theorem 5 (by an appeal

to monotonicity /injectivity, cf. Corollary 3).
When K (z) = cx, the equation reduces for ¢ # 0 to

hz) = g(z) (z € Gn),

2 For h > 0, this guarantees that both the left-shift ¢ — a oj, t and its anti-shift inverse
preserve positivity, leading to h(a)h(b)/h(a o b) = 1 when 0 is an interior point of Gy,.
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which says nothing about the nature of the auxiliaries. (For the converse direc-
tion of h = g implying linearity, see the Remarks at the end of Section 6.) Thus
we will at least need the n assumption that g and h are like K: respectively
Baire, or measurable.

Theorem 4. With the assumptions just given that g and h are like K, i.e.
all Baire or respectively all measurable, then K is continuous. If further h is
continuous at 0, then the auziliaries g, h are continuous.

The proof will emerge from the sequence of results below. The form of the
solution triplet is then known (with h = h, and g(t) = (h,(t))"/?, including
g(t) = €% when p = 0), see e.g. [39].

Lemma 7. For non-trivial K, if K 1is differentiable anywhere on Gy, then it
is differentiable everywhere on Gy, and then
9(t)

K'(t) = 3 K'(0),

Proof. Since K(0) = 0 for s # 0 with s,t € Gy, the formula follows from:
K(t+h(t)s) — K(t) g(t) K(s) — K(0)

sh(t) ~ h(t) s ’ -

Lemma 8. Assume that both K and the auziliary h are Baire/measurable and
Gy, = {t : h(t) > 0} is correspondingly Baire non-meagre/measurable non-
null. Then K is continuous.

Proof. As in Section 4 (second proof), consider any null sequence z,, (in Gy).
Restricting attention to some subset of Gj on which by Luzin’s Continuity
Theorem K is continuous, by Lemma 1 for some ¢ € Gy, a subsequence t+h(t)z,
converges to a continuity point ¢ of K. So

K(t) =lm K+ h(t)z,) = K(t) + g(t) lim K (z,),

implying continuity of K at 0, as K(0) = 0 (since this last implies K(z,) — 0).
Note that here again g(t) # 0, since h(t) > 0 implies constancy near ¢ : indeed,
otherwise, taking s = x/h(t) € G for  near 0, gives for g(t) =0
K(t+xz)=K(tops)=K(t)+gt)K(s) = K(t).

In turn, this implies K'(t) = 0 and by the formula in Lemma 7 constancy on
Gy, a contradiction.

Furthermore, as in Lemma 5(i), given continuity of K at 0, for arbitrary
s € Gp, and with s,, — s also in Gy, take the ‘anti-shifts’ z, := (s, —s)/h(s) —
0 (in Gy, for large n). Then, since s, = s + h(s)zn,

K(s) = K(s)+g(s)lim K(z,) = lim K(s + h(s)z,) = lim K (s,,).

That is, K is continuous at any s € Gy,.
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Proposition 3. For K a continuous kernel, the zeros of K form a discrete set:
neither the origin nor any other point is an accumulation of zeros of K.

Proof. Suppose that a sequence of zeros (,, (in G,) of K converges to 0 from
the right. W.l.o.g. K(1) > 0, and there is a maximal open interval (¢, d) around
1, where K is positive. Here K(c) = 0 by continuity (this invokes our wider
domain assumption). However, the shifts ¢, := ¢ + h(c)(, are zeros of K
converging from the right to ¢, as

K(c+h(e)n) = K(c) + g(c) K(Cn) = 0,

but these lie ultimately in (¢, d), contradicting positivity of K on (¢, d). A
similar argument applies at d if there is a sequence of zeros converging from
the left at 0.

Now suppose that a € Gj accumulates zeros a, to the right, so that by
continuity also K (a) = 0. Then the anti-shifts ¢, := (a, —a)/h(a) > 0 (in G
for large n) are zeros of K accumulating to the right of 0, since

0= K(an) — K(a) = K(a+ h(a)¢n) — K(a) = g(a) K (Cn),
and g(a) > 0 as a € G, = Gy. O

Corollary 3. If the kernel K is continuous, then it is strictly monotone on Gy,
locally to each zero; furthermore, if the origin is the unique zero of K, then K
is strictly monotone on Gy,.

Proof. Suppose first that the origin is the unique zero of K and that w.l.o.g.
K(t) > 0 to the right of 0. Given 0 < y < z with y € Gy, take the anti-shift
z = (x —y)/h(y), so that x = y + h(y)z with z > 0. Then, as K(z) > 0,

K(z) = Ky +h(y)2) = K(y) + 9(y) K (2) > K(y)-
Here again we have used the wider domain assumption (for z).

Now let k be the first zero of K to the right of 0. If 0 < y < & < y + h(y)k,
then K(y) < K(x).3 O

Corollary 4. If K is a continuous kernel with a least positive zero at k € Gy,
then h(k) =1, and so {nk : n € Z} is the set of all zeros of K.

Proof. For any zero ¢ € G, \{0} with 0 < h(¢) < 1, note that the inductive
definition ¢! := ¢ oy ¢ gives (T € Gy, and K(¢PT) = K(Cop () =
K(Q) +9(OK(¢R) = 0. But

= CROG = (14 4 hO") = 1=
so these zeros accumulate (with w a zero), a contradiction. So h(¢) > 1 and in
particular h(k) > 1. If h(k) > 1, then x := —k/h(k) € Gy, is also a negative

3 For a more detailed account, see the Appendix.
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zero of K (appealing to the inversion-invariance assumption), since 0 = K (0) =
K(kopr) = K(k)+g(k)K(x) as g(k) > 0. So h(k) > 1. Then k1 = —k/h(k) <
—K < k and k; € Gy, is a smaller positive zero of K, as now K(0) = K(x o
k1) = K(k) + g(k)K (k1) and g(k) > 0 (as h(k) > 0), a contradiction. So
h(k) = 1. Likewise h(x) = 1 and so k = —k. By induction, as h(k) = 1, both
(n+ 1)k =konk € G, and K((n+ 1)k) = K(k) + g(k)K(nk) = 0. Likewise,
K((n+1)k) = K(k)+ K(nk) =0.

Furthermore, for 0 < 6 < k, if nk + 9 € Gy, then —k + (nk 4+ 6) € G, and
by induction § € Gs. As K(—k + nk + 0) = K(nk + §) for each k, by reverse
induction if K (nk + §) = 0, then K(§) = 0, contradicting the definition of k.
Hence there are no other zeros on [0, 00). The same argument applies with x
for k. Hence the set of zeros is {nk : n € Z}. O

Corollary 5. For non-trivial K, if K is differentiable at some point in Gy, then
K has only one zero and is strictly monotonic by Corollary 3.

Proof. By Lemma 7, for K somewhere differentiable in G, and non-trivial,
K'(0) # 0 and w.l.o.g. K'(0) > 0. So, as g, h are positive, strict monotonicity
follows again from Lemma 7. U
Remark. For g, h continuous and K(z) > 0 for small z > 0, [12, Th. 8] shows
that K (z) is differentiable and of the form ¢ [;"(¢(t)/h(t)) dt. The proof uses
Riemann telescoping sums generated this time by iterating powers from the
right: vt = u™ o u = u™ + h(u™)u, giving ‘Beck sequence’ partitions of the
range of integration.

In view of Proposition 5 below, it seems unlikely that K has more than one
zero, unless h is ‘ill-behaved’: see Theorem 5 below. Nevertheless, the following
observation is, if not noteworthy, then curious. ‘Boundedness away from zero’
was noted in Lemma 3.

Proposition 4. For K a continuous kernel, if K has more than one zero and
g and h are bounded and also bounded away from 0 in the neighbourhood of
the origin, then g and h are continuous at 0.

Proof. Let k be the first zero of K to the right of the origin. Let z,, be null with
well-defined finite limits 7 := lim h(z,) > 0 and lim g(z,,) > 0 (by boundedness
away from 0). We check that kn and k/n are zeros of K (appealing again to the
wider domain assumption). As n > 0 , we conclude that kn > k and k/n > k
so that n = 1 = h(0). Indeed

K(nk) = K(lim(z, + h(z,)k)) = lim g(z,)K (k) =0,
K(k) =lm K (z, + k) =lim g(z,) K (k/h(z,)) = lim g(z,,) lim K (k/h(zy)).
Given this deduction of continuity of h at 0, for any null z,,
K1) =limK(z, +1) =lim K(z, + h(zn)/h(zn))
= lim g(z,) K(1/h(zn)) = K(1) lim g(zy),

by continuity of K, as noted earlier. So g is also continuous at 0. O
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Parallel behaviours of auxiliaries: Before proceeding towards our final result,
we need to clarify that if A is continuous at 0, then assuming only continuity
of K at 0 implies the same for g. This repeats the ideas in Lemma 5 but with
a weaker hypothesis on h: first, exactly as in Lemma 5(i), for z, null (in Gy),
continuity of K at 0 gives K(z,) — 0 and so

K(1+h(1)z,) = K(Lop 2zn) = K(1) + g(1) K (2) — K(1),
i.e. continuity of K at 1. Hence, for z, null, continuity of A at 0 gives
K(1) =lm K (z, + h(zn)) = K(1) lim g(z,),

yielding continuity of g at 0, as K (1) # 0. We resist deriving the many other
parallels (from f to g, save to mention: boundedness, unboundedness, con-
vergence to zero) and ‘reverse parallels’ (from g to f, which can require the
monotonicity corollary).

Proposition 5. Assume continuity at 0 of g and h, and that K is continuous
but not linear. If h is Baire/measurable, then h is continuous and satisfies
(GS). Likewise, g is continuous and satisfies a pexiderized variant of (GS) if
g s correspondingly Baire/measurable.

Proof. Tt is shown in [18], albeit in a normed vector space context, that as-
suming K, h, g continuous, for any u > 0,
K(su) = Ay (s)K(u) (s >0),

where A\, (s) is the linking function defined there — with suitable parameters. In
fact, only the limits 69(u) := lim,,(g(u/n) — 1) and 6" (u) := lim ,,(h(u/n) — 1)
being zero (equivalent to g and h continuous at 0) and the continuity of K are
used.

The case when A, (t) = id(t) =t yields K linear and g = h, as above, ex-
cluded by our assumptions. Otherwise, as in [BinO24a, Prop. 8.1], the relation

5 (h(a + h(a)b)> _ gla+ h(a)b)
"\ h(a)h(d) 9(a)g(b)
holds for any two choices u > 0, so since all the graphs A, (¢) other than id
cross only at t = 1 [BinO24a, Lemma 8.2], it follows that
h(a + h(a)b)
h(a)h(b)
as Ay (1) = 1. Thus h satisfies the equation (GS) on Gp; consequently, g satisfies
the ‘pexiderized’ variant seen in Lemma 3.

Thus, if we assume h is Baire/measurable, then in view of the assumptions
on Gy, we conclude that h is continuous by Theorem 1 and, by known results
(confirmed in Theorem 5 below) h(t) = 1+ pt for some p € [0,00), i.e. that Gy,
is a Popa group. That in turn shows that if also g is Baire/measurable, then

by the variant Darboux theorem ¢ is continuous, in view of the assumptions
on G4 = Gy, O

for a,b € Gy,

=1 and hence g(a+ h(a)b) = g(a)g(b),
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Remarks. Evidently h will have continuity points provided Tk := {t € Gy, :
K(t) > 0} is non-meagre/non-null. But it is unclear how this information
might imply continuity at 0.

The results in this section may easily be transferred to a vector space
context; the form of the auxiliaries is then as in [BinO24a, Theorem 8.1] and
of the kernel as in [20, Th. 4a/4b).

6. The form of h

We derive the form of h directly, using two separate approaches. In the first
we invoke a strong form of the property of h considered in Lemma 3.

Proposition 6. For a continuous kernel K, if h is locally bounded away from 0
on [0,00), then [0,00) C Gy, and K is strictly monotonic.

Proof. We show that 0 is the unique zero of K, so that Corollary 3 applies.

By appeal to compactness, one readily proves that h locally bounded away
from 0 implies that h is bounded away from zero on compact subintervals of
[0,00), so that [0,00) C Gp,. Towards a contradiction, we now suppose that K
has a least positive zero at k, that for some L > 0 and all ¢ € [0, k], h(t) > L,
and finally, as K is continuous and non-zero in (0, k), that K is positive on
(0, k) — otherwise replace K by —K.

Now for y € (0,k) as 0 < k—y < k we have K(k—y) > 0 and h(k—y) > L.
However, for any choice of y € (0, Lk) N (0, k), we reach the contradiction that
both y,k —y € G, (as h(k —y) > 0) and

0=K(k)=K(k-y+y)=Kk—-y)+g(k—y)K(y/hk —y)) >0,

as 0 < y/h(k —y) < Lk/L = k and g(k — y) > 0. Thus, there is no least
positive zero of K and so by Corollary 3, K is strictly monotonic. g

Theorem 5. (i) For h measurable, g(t) = 1 and K a continuous kernel (e.q.
when K is measurable), equivalently for k(t) = exp K(t) a positive solution of
the pexiderized (GS) equation
k(x on y) = K(x)k(y),
there exists p such that in a neighbourhood of 0 the inner auxiliary satisfies
h(t) =1+ pt.
If, further, h is locally bounded away from O |, then K is strictly monotonic,
h(t) =14 pt for all t € Gy,
and Gp, :={t : t > —1/p}, with the convention —1/0 = —oc.

(ii) With the assumptions on h of Theorem 4, the positive solutions of the
Gotab-Schinzel equation have the form

h(t) =1+ pt fort > —1/p with p > 0,
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and again G, == {t : t > —1/p}.

Proof. (i) By Corollary 3, K is strictly monotonic in some neighbourhood of
0. Then, as g(t) =1,
K(s+h(s)t) = K(s) + K(t) = K(t + h(t)s).
So, for s,t > 0 restricted to that neighbourhood of 0,
s+ h(s)t =t+h(t)s: (h(s) —1)/s = (h(t) — 1)/t = const.
Setting the constant as p yields h(t) = 1 + pt in that neighbourhood of 0.

If further h is locally bounded away from 0, then by Proposition 6, K is
strictly monotonic and so the previous argument is valid without restricting s
or t to a neighbourhood of 0.

ii) For h a solution of (G\S), take K = log h, so that K solves the general Goldie
equation with g(¢) = 1 implying K is continuous. So h = exp K is continuous
and then h is locally bounded away from 0 near the origin by Corollary 1. So
by the local result in part (i),
K(s) — K(0) log(1+ ps)

S N S
So K'(0) = p. By Lemma 7, with g(t) = 1 and K = log h,

1 W) _ p

K'(t)=— = h(t) =pt+1

as h(0) = 1. Positivity for large ¢t > 0 yields p > 0. O

—pass—0.

Remarks. Our result complements the case h = g of the general Goldie equa-
tion studied in [12, Th. 9] where for h locally bounded above and away from 0,
the solution is found to be linear: K (x) = cx, provided K(0) = 0 (implied in
the present context by the assumption h(0) = g(0) = 1). By recasting (GS) as
a Goldie equation a further deduction is made there that the solution of (GS)
for h locally bounded above and away from 0 is given by h(x) = 1 + px. The
assumptions there justify the use of ‘Beck sequence’ partitions for Riemann
sums with the integrand being the ratio g/h = 1, as might be suggested by
Lemma 7.

7. Concluding remarks

1. Lemma 1 and its consequences exploit the embedding of (Gy,0) in (R, +).
This is reminiscent of [12] where function behaviour on a (smaller) dense sub-
group (A, +), embedded in (R, +), is deduced from that of a related function
on R. There the tool is the integral assuming continuous solutions. Here the
tool in Theorem 5(ii) is the derivative.

2. Alternative proof of Lemma 1-B. Repeat the argument in the measure case
of Lemma 1 verbatim (save for invoking Baire’s Continuity Theorem) using
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the category density topology D on R [14, Theorem 1], in which sets V are
open if each point v € V has a Euclidean neighbourhood U with U\V meagre.

0
3. For measurable h : R? — R satisfying (G'S) in the form

h(z + h(z)y) = h(x)h(y)  (z,y € RY),

as above take a o b = a + h(a)b, and define a Borel measure by setting

dx
n(B) = /B ho) for Borel B,
where dx refers to Lebesgue measure in R? (cf. [27, 7.6.3]). As in Lemma 3,
n(B) is finite. Again as on the line, using the substitution y = aox = a+h(a)x,
for which the Jacobian may be computed to be dy/dx = h(a)?, shows the
measure to be left—invariant'

/ ddm / dm B )
aoBh h(a Ry~ "B

So 1 may be interpreted as Haar measure on (Rd
Denoting by B, the 1/n closed balls centered at 0, and writing A for
symmetric difference, put

dr(z,y) := sup,, n(z o B,Ayo B,).

This is a left-invariant Weil metric [16] (as used also in the proof of Struble’s
theorem [DieS, Th. 8.1]), which gives rise to the group norm

]l := dr(,0).

As in Proposition 1, ||z||, is equivalent to the Euclidean norm ||z||2.

For Baire h satisfying (GS), apply the alternative integration approach of
§3 relative to a non-null non-meagre subgroup H, which is locally compact (by
Corollary 1, interpreted via Corollary 2).
4. The proof above for Theorem 2 holds also in R?. One may either refer to
the CET-based proof of Lemma 1 — Baire, which applies quite generally, or
repeat the alternative proof of Lemma 1— Baire in Remark 1 but with D now
the category density topology (as defined in [14, Th. 1]) derived in the group
(RZ,+). The proof of Theorem 2 then continues to hold with |z| interpreted
as the Euclidean norm ||z|| in R9.

nao B) =
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8. Appendix

Detailed Proof of Cor. 3. We check in greater detail the proof of Corollary 3,
and how this leads to Theorem 5(i).

Let k be the first zero of K to the right of 0. W.l.o.g. we may suppose that
K(z) > 0 for 0 < z < k (otherwise, replace K by —K). Let ¢ > 0 be given
with (—e,e) C G, and € < 1/3 so that

1—¢ 1
1te 2
By continuity of h at 0, choose 6 > 0 so that 1 —e < h(u) < 1+ ¢ for
|u| < § < min{k/4,c}. Take k := (k—6)/(1+¢) < k. Given u < v < u+h(u)k,
we shall have z := (v —u)/h(u) < k < k and so K(z) > 0.

Consider any u with |u| < . By choice of 4, we have both

u+h(uk <+ (1+e)k =k,

and also

h(wk > (1—e)(k —6)/(1+¢) > %(1 —&)/(1+¢) > % > 6.

That is, the interval (u,u + h(u)k) contains 0 as 0 < < u+ h(u)k. So any v
with u < v < ¢ satisfies u < v < u + h(u)k. So with z as above, as u € Gp,

K(u) < K(u) + g(u)K(2) = K(uoz) = K(v).
Put Iy := (—0,0), then K is strictly increasing on Ij. O
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Alternative Proof of Prop. 6. By Proposition 3 we may assume for some § > 0
that K(t) > 0 for t € (0,0). We will show that K is (strictly) increasing on
[0, d]. For now, suppose that, for some a > 0, K(¢) is continuous, positive and
(strictly) increasing on [0, a] but not increasing on (0,b) for b > a. This last
implies that for each b > a there are witness points u = u(b) < v = v(b) with
0<u<wv<band K(u) > K(v). Clearly, u,v are not both in [0, a].

So first consider the case that for each b > a the witness points have
a<u<v<bwith K(v) < K(u) and K(a) < K(u). Since h is bounded from
below we have L := min{h(z) : a <z < a+¢eh(a)} > 0 for some € > 0 with
0 < e < 0. Take b = a + L /2 and consider the corresponding witnesses u, v
€ [a,a+¢eL/2] C [a,a+ h(a)e], as h(a) > L. So h(u) > L and h(v) > L with
v—u=(v—a)— (u—a) < eL. As h(u) > L, we may write v = u + h(u)z
with z := (v — u)/h(u) < eL/L < §, so that K(z) > K(0) = 0. Then, as
h(u) > L > 0 so that g(u) > 0 and u € Gy,

K(v) = K(uoy ) = K(u) + g(uw)K(2) > K(u),

a contradiction.

In particular, with a = 0 the above argument precludes witnesses u < v in
[0,6) with K(v) < K(u), implying that K(u) < K(v) for all pairs u < v from
(0,0). So we may now assume a > 0 (in fact we may now assume a > 9).

Now consider the alternative. Here for each b > a there is y = y(b) € (a,b)
with K(y) < K(a); indeed, the witnesses now satisfy u < a < v < b, so that
K(v) < K(u) < K(a) and we may take y = v. Taking y,, € (a,a + 1/n) with
K(yn) < K(a), we may write z,, := (y, — a)/h(a) > 0, as h is bounded away
from 0. Then since z,, — 0, for large enough n, z,, < a and so, for such n, as
K(z,) > 0, so since a € Gy,

K(a) > K(yn) = K(aon zn) = K(a) + g(a)K(2n) > K(a),

again a contradiction. O

References

[1] Aczél, J., Golab, S.: Remarks on one-parameter subsemigroups of the affine group and
their homo-and isomorphisms. Aequat. Math. 4, 1-10 (1970)

[2] Aczél, J.: Extension of a generalized Pexider equation. Proc. Amer. Math. Soc. 133,
3227-3233 (2005)

[3] Arhangel’skii, A., Tkachenko, M.: Topological groups and related structures. Atlantis
Press, Paris (2008)

[4] Banakh, T., Jabloniska, E.: Null-finite sets in topological groups and their applications.
Israel J. Math. 230, 361-386 (2019)

[5] Bingham, N.H., Goldie C.M., Teugels, J.L.: Regular Variation, second ed., Encyclopedia
Math. Appl., vol. 27, Cambridge University Press, Cambridge, (1989) (first ed., 1987)

[6] Bingham, N.H., Ostaszewski, A.J.: Infinite combinatorics and the foundations of regular
variation. J. Math. Anal. Appl. 360, 518-529 (2009)

[7] Bingham, N.H., Ostaszewski, A.J.: Beyond Lebesgue and Baire: generic regular varia-
tion. Colloq. Math. 116, 119-138 (2009)



A.J. OSTASZEWSKI AEM

[8] Bingham, N.H., Ostaszewski, A.J.: Topological regular variation: I. Slow variation.
Topol. Appl. 157, 1999-2013 (2010)

[9] Bingham, N.H., Ostaszewski, A.J.: Normed groups: Dichotomy and duality. Disserta-
tiones Math. 472, 138p (2010)

[10] Bingham, N.H., Ostaszewski, A.J.: Dichotomy and infinite combinatorics: the theorems
of Steinhaus and Ostrowski. Math. Proc. Cambridge Phil. Soc. 150, 1-22 (2011)

[11] Bingham, N.H., Ostaszewski, A.J.: Beurling slow and regular variation. Trans. London
Math. Soc. 1, 29-56 (2014)

[12] Bingham, N.H., Ostaszewski, A.J.: Cauchy’s functional equation and extensions:
Goldie’s equation and inequality, the GotAb-Schinzel equation and Beurling’s equation.
Aequat. Math. 89, 1293-1310 (2015)

[13] Bingham, N.H., Ostaszewski, A.J.: Beurling moving averages and approximate homo-
morphisms. Indag. Math. 27, 601-633 (2016)

[14] Bingham, N.H., Ostaszewski, A.J.: Beyond Lebesgue and Baire IV: Density topologies
and a converse Steinhaus theorem. Topology and its Applications 239, 274-292 (2018)

[15] Bingham, N.H., Ostaszewski, A.J.: General regular variation, Popa groups and quanti-
fier weakening. J. Math. Anal. App. 15, 123610 (2020)

[16] Bingham, N.H., Ostaszewski, A.J.: The Steinhaus-Weil property and its converse. III.
Weil topologies. Sarajevo Math. J. 17, 129-142 (2021)

[17] Bingham, N.H., Ostaszewski, A.J.: Parthasarathy, shift-compactness and infinite com-
binatorics. Indian J. Pure App. Math. 55, 931-948 (2024)

[18] Bingham, N.H., Ostaszewski, A.J.: The Goldie Equation: III. Homomorphisms
from Functional Equations, Aequat. Math. 1-39, (2024). https://doi.org/10.1007/
s00010-024-01133-6

[19] Bingham, N.H., Ostaszewski, A.J.: Category and measure: infinite combinatorics, topol-
ogy and groups. Cambridge Tracts in Mathematics 233, Cambridge University Press,
Cambridge, (2025)

[20] Bingham, N.H., Ostaszewski, A.J.: Homomorphisms from Functional Equations: The
Goldie Equation. II. Aequat. Math. 99, 1-19 (2025)

[21] Bogachev, V.I.: Measure Theory I, Springer, (2007)

[22] Borwein, D., Ditor, S.Z.: Translates of sequences in sets of positive measure. Canadian
Math. Bull. 21, 497-498 (1978)

[23] Brzdek, J.: Subgroups of the group Z,, and a generalization of the Golab-Schinzel func-
tional equation. Aequat. Math. 43, 59-71 (1992)

[24] Brzdek, J.: Bounded solutions of the Golab-Schinzel equation. Aequat. Math. 59, 248—
254 (2000)

[25] Brzdek, J.: On the continuous solutions of a generalization of the Golab-Schinzel equa-
tion. Publ. Math. Debrecen 63, 421-429 (2003)

[26] Chudziak, J.: Stability problem for the Golab-Schinzel type functional equations. J.
Math. Anal. App. 339, 454-460 (2008)

[27] Diestel, J., Spalsbury, A.: The Joys of Haar Measure, Grad. Studies in Math., Amer.
Math Soc., 150, (2014)

[28] Cassels, J.W.S.: Local Fields. Cambridge University Press, London Math. Soc. (1986)

[29] Darboux, G.: Sur la composition des forces en statique. Bull. des Sci. Math. 9, 281-288
(1875)

[30] Fremlin, D.H.: Measure theory, 4. Topological measure spaces. Part I, II. Torres Fremlin,
(2006) (1st ed. 2003)

[31] Gotab, S., Schinzel, A.: Sur 1’é quation fonctionelle f(z + yf(x)) = f(z)f(y). Publ
Math. Debrecen. 6, 113125 (1960)

[32] Halmos, P.R.: Measure theory, Van Nostrand, 1950. Reprinted as Grad. Texts Math.,
Springer, 18, (1974)

[33] Kechris, A.S.: Classical Descriptive Set Theory. Grad. Texts Math. 156, (1995). Springer

[34] Kestelman, H.: The convergent sequences belonging to a set. J. London Math. Soc. 22,
130-136 (1947)


https://doi.org/10.1007/s00010-024-01133-6
https://doi.org/10.1007/s00010-024-01133-6

Darboux and shift-compactness paradigms: Automatic

[35] Kuczma, M.: An Introduction to the Theory of Functional Equations and Inequalities.
PWN, Cauchy’s Functional Equation and Jensen’s Inequality (1985)

[36] Kuratowski, K.: Topology I, PWN, (1966)

[37] Neeb, K.-H.: On a theorem of S. Banach. J. Lie Theory 7, 293-300 (1997)

[38] Ostaszewski, A.J.: Beurling regular variation, Bloom dichotomy, and the Gotab-Schinzel
functional equation. Aequat. Math. 89, 725-744 (2015)

[39] Ostaszewski, A.J.: Homomorphisms from functional equations: the Goldie equation.
Aequat. Math. 90, 427-448 (2016)

[40] Oxtoby, J.C.: Measure and category. 2nd ed. Grad. Texts Math. 2, (1980). Springer,
(1st ed., 1971)

[41] Popa, C.G.: Sur I'equation fonctionnelle f[z + yf(z)] = f(z)f(y). Ann. Polon. Math.
17, 193-198 (1965)

Adam J. Ostaszewski
Mathematics Department
London School of Economics
Houghton Street

WC2A 2AE London

England

e-mail: A.J.Ostaszewski@lse.ac.uk

Received: May 30, 2025
Revised: May 30, 2025
Accepted: August 1, 2025



	Darboux and shift-compactness paradigms: Automatic continuity in the Gołąb-Schinzel and the Goldie equations
	Abstract
	1. Introduction. Measure case
	2. Darboux Theorem
	3. Baire case
	4. The Goldie equation
	5. The General Goldie equation
	6. The form of h
	7. Concluding remarks
	Acknowledgements
	8. Appendix
	References


