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care [4–6]. Additionally, electronic care records often 
span decades, making it impractical for practitioners to 
review all the information. In some cases, avoidable harm 
has occurred where workers were unaware of important 
details in their records [7]. By automatically generating or 
summarising records, LLMs have the potential to reduce 
costs without cutting services, improve access to relevant 
information, and free up time spent on documentation.

There is political will to expand such technologies in 
health and care. The 2023 US Executive Order issued by 
President Biden sought to promote the “deployment of… 
generative AI-enabled technologies in healthcare”, and 

Introduction
In the US and UK, large language models (LLMs) are 
being used to generate care documentation by summa-
rising audio transcripts of care interventions or distilling 
extensive free text case notes into short summaries [1–3]. 
The case for such tools is compelling. Documentation is 
the most time-consuming task in health and long-term 
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Abstract
Background  Large language models (LLMs) are being used to reduce the administrative burden in long-term care 
by automatically generating and summarising case notes. However, LLMs can reproduce bias in their training data. 
This study evaluates gender bias in summaries of long-term care records generated with two state-of-the-art, open-
source LLMs released in 2024: Meta’s Llama 3 and Google Gemma.

Methods  Gender-swapped versions were created of long-term care records for 617 older people from a London 
local authority. Summaries of male and female versions were generated with Llama 3 and Gemma, as well as 
benchmark models from Meta and Google released in 2019: T5 and BART. Counterfactual bias was quantified through 
sentiment analysis alongside an evaluation of word frequency and thematic patterns.

Results  The benchmark models exhibited some variation in output on the basis of gender. Llama 3 showed no 
gender-based differences across any metrics. Gemma displayed the most significant gender-based differences. Male 
summaries focus more on physical and mental health issues. Language used for men was more direct, with women’s 
needs downplayed more often than men’s.

Conclusion  Care services are allocated on the basis of need. If women’s health issues are underemphasised, this 
may lead to gender-based disparities in service receipt. LLMs may offer substantial benefits in easing administrative 
burden. However, the findings highlight the variation in state-of-the-art LLMs, and the need for evaluation of bias. The 
methods in this paper provide a practical framework for quantitative evaluation of gender bias in LLMs. The code is 
available on GitHub.
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established a Health and Human Services (HHS) Artifi-
cial Intelligence (AI) Task Force [8]. The Spring 2024 UK 
budget stated that LLMs will be used to increase the time 
clinicians can spend with patients and unlock an annual 
productivity benefit of £ 500 million - £ 850 million ($643 
million - $1.1 billion USD) [9]. The European Union (EU) 
Artificial Intelligence (AI) Act provides a framework for 
the introduction of such products, though it also man-
dates significant regulatory oversight [10, 11].

LLMs can produce accurate summaries of healthcare 
records and even outperform humans [12]. High-quality, 
relevant documentation is associated with reduced cog-
nitive burden, fewer errors, and improved care quality 
[13–15]. However, while accuracy is a necessary condi-
tion for deploying such models, it is not sufficient. LLMs 
can reproduce and even amplify biases present in their 
training data [16, 17], and subtle differences in tone or 
emphasis may influence decision-making by care profes-
sionals [18].

A growing body of research has found that LLMs per-
petuate gender stereotypes across domains. Studies have 
shown biased outputs in machine translation [19], hiring 
recommendations [20], and occupational rankings [21], 
with models often reinforcing stereotypes more strongly 
than real-world statistics [22]. Similarly, in healthcare 
contexts, LLMs have been found to generate biased clini-
cal vignettes [23] with diagnoses aligning to stereotypes. 
Gallegos et al. [24] distinguish between representational 
harm, where language varies unfairly across groups, and 
allocational harm, where bias affects treatment decisions. 
LLM-generated summaries of free-text care records can 
fall into both categories: if models emphasise one group’s 
health needs more than another’s, this may influence 
downstream decisions about service allocation [25].

Although gender bias has been observed in early trans-
former models such as BERT and GPT-2 [26], recent 
work suggests that newer models differ widely in their 
susceptibility to bias. For instance, Shan et al. [27] find 
large variations across several measures of bias in LLMs 
with similar architectures and training data. This under-
scores the need to evaluate specific models to determine 
which are most appropriate for use in health and care 
settings.

This study evaluates the gender bias in Meta’s Llama 
3 [28] and Google’s Gemma [29], two state-of-the-art, 
open-source LLMs released in 2024. Summaries of 
individual-level case notes from a London local author-
ity were generated using each model and compared with 
summaries produced by earlier benchmark models: 
Google’s T5 [30] and Meta’s BART [31], which have pre-
viously been shown to exhibit gender bias [32, 33]. The 
aim is to determine whether newer models mitigate or 
exacerbate gender bias when applied to real-world doc-
umentation in long-term care. Gender was chosen as a 

focal point for this analysis because it is a salient and rou-
tinely documented attribute in social care records, and 
provides a clear entry point for assessing bias in gener-
ated content.

Three questions are addressed in this study. Firstly, 
whether there are measurable, gender-based differences 
in summaries of long-term care case notes generated 
by state-of-the-art, open-source LLMs. Secondly, if so, 
whether there is measurable inclusion bias [34], where 
different topics are included in summaries for men and 
women, or linguistic bias [17], where the same topics are 
discussed using different language. Finally, the implica-
tions for care practice of gender-based differences are 
considered. The paper also contributes a methodological 
framework for evaluating gender bias in LLM-generated 
summaries, designed to be reproducible and applicable 
across domains.

Materials and methods
Data
Pseudonymised records were extracted from a local 
authority adult social care case recording system in Eng-
land, recorded between 2010 and 2020. Ethical approval 
was obtained for the use of the data. Texts about men 
and women were selected, and gender-swapped versions 
were created using Llama 3 as outlined in Analysis and 
data pre-processing. Summaries of each pair of texts were 
then generated, and the male and female versions of the 
output were compared in three ways. Firstly, sentiment 
analysis was applied to determine whether any model 
generates consistently more negative sentiment. Sec-
ondly, the inclusion bias [34] of certain topics was mea-
sured by comparing the frequency of terms related to 
domains such as health and physical appearance in sum-
maries for each gender. Finally, linguistic bias [17] was 
assessed by comparing the frequencies of words appear-
ing in the output generated by each model.

Measuring bias: counterfactual fairness
To assess bias, this paper uses the framework of coun-
terfactual fairness defined in Kusner et al. [35], that a 
machine learning model is fair towards an individual if its 
output is the same in the actual world and a counterfac-
tual world where the individual’s circumstances are iden-
tical, except for a demographic change such as gender, 
race or sexual orientation.

More formally, a predictor Ŷ  is counterfactually fair if, 
for any individual with observed attributes A = a (pro-
tected attribute) and X = x (remaining attributes), and 
for any other possible value a′ of A, Eq. (1) holds.
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P
(

ŶA←a = y | A = a, X = x
)

= P
(

ŶA←a′ = y | A = a, X = x
)

, for all y.
� (1)

Where:

 	• P (ŶA←a = y | A = a, X = x) is the probability 
that the prediction Ŷ = y, given that the individual 
actually has attribute A = a and characteristics 
X = x.

 	• P (ŶA←a′ = y | A = a, X = x) is the probability 
that the prediction Ŷ = y, if, counterfactually, the 
protected attribute A were set to a′, while keeping all 
else the same.

This definition was originally designed for outputs 
(Ŷ ) that are straightforward to compare, such as insur-
ance premiums or predicted risk of offending. The output 
of LLMs are sequences of high-dimensional vectors of 
varying length. Direct comparisons between them in vec-
tor space may be challenging to implement or interpret. 
Instead, the approach taken here is to analyse differences 
in textual content of the model output—a practical adap-
tation aligned with several methods listed in Gallegos et 
al. [24]’s recent review of LLM bias metrics, including 
counterfactual sentiment analysis, Regard score, and lexi-
con-based comparisons.

Comparison of sentiment output
Three widely used, pre-trained sentiment analysis met-
rics were initially considered: SiEBERT [36], a binary 
sentiment classifier based on RoBERTa [37]; Regard [38], 
which is designed to detect demographic bias including 
gender stereotypes; and a DistilBERT-based model [39, 
40], which outputs continuous sentiment scores. Each 
metric was tested on gender-swapped versions of the 
same input text to ensure that any measured sentiment 
differences in the summaries reflected model output, not 
bias in the metric itself.

Each metric produces a numeric score per sentence: 
SiEBERT, fine-tuned on 15 datasets of reviews and 
social media text, returns a binary classification (1 = 
positive). The Regard and DistilBERT-based model pro-
duce continuous sentiment scores ranging from 0 to 1. 
SiEBERT and Regard showed no significant gender bias 
on the original inputs and were used in the main analy-
sis. However, the DistilBERT-based model was found to 
produce significantly different sentiment scores for gen-
der-swapped versions of identical input texts (see Appen-
dix 1), suggesting that the metric itself may be sensitive 
to gender. As a result, it was excluded from further analy-
sis. A mixed regression model was applied for each of the 
sentiment metrics, where the summarisation model was 

included as a random effect, clustered by document ID as 
a random intercept, as specified in Eq. (2).

 

	

sentimentij = β0 + β⊤
1 modelj + β2 genderj

+ β⊤
3
(
modelj × genderj

)
+ β⊤

4 max_tokensj

+ u0i + u⊤
1i modelj + ϵij

� (2)

The dataset consists of 29,616 rows, representing 617 
documents, each with 48 possible combinations of gen-
der (2 levels), maximum token length (6 levels), and sum-
marisation model (4 levels).

Where:

 	• sentimentij  is the outcome (a numeric score) for 
observation j in document i.

 	• modelj  is a vector of dummy variables indicating 
which model (Gemma, Llama 3, T5) level applies to 
row j, with BART as the reference level.

 	• genderj  is binary variable with 0 = female and 1 = 
male.

 	• modelj × genderj  is the interaction effect between 
gender and LLM summarisation model.

 	• max_tokensj  is a vector of dummy variables for 
the max_tokens factor (75, 100, 150, 300 or None), 
with length 50 as the reference level.

 	• u0i and u1i together define random intercepts for 
document-level i sentiment for the four LLMs. u0i 
is the random intercept for the reference-level LLM 
(BART), and u1i represent differences between 
random intercepts for each of the other models and 
the random intercept for BART.

 	• ϵij  is the residual error term, which is assumed to be 
N (0, σ2).

Data was also available for the age, gender and ethnicity 
of each individual. However, inclusion of these variables 
in the model led to very similar results, and a Likelihood 
Ratio test indicated that they did not improve the model. 
An alternative specification including an interaction 
between max_tokens and gender was tested, but a likeli-
hood ratio test indicated that this interaction did not sig-
nificantly improve the explanatory power of the model. 
For the sake of parsimony, these models are not included 
in the output in the Results section. For robustness, esti-
mates were bootstrapped, and a variance-structured 
mixed effects model, a generalised estimating equations 
(GEE) model, a robust linear mixed model, and a separate 
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linear model for each language model were fitted. Details 
of this are included in the Appendix.

Inclusion bias: comparison of themes
Thematic analysis is used to assess the downstream con-
sequences of counterfactual bias. A sample of original 
documents was examined to identify common themes 
across texts. Four themes were identified: physical health, 
mental health, physical appearance, and subjective lan-
guage. To aid in the interpretation of differences in out-
put, lists of words related to each theme were created. 
Llama 3 and Gemma were used to systematically scan the 
original texts for phrases associated with each theme. For 
instance, the models were prompted to identify all sub-
jective language (such as “dirty,” “excessive,” and “rude”) 
in the original texts. A comprehensive list of terms was 
generated, which was manually refined to remove irrel-
evant entries, resulting in focused lists of terms. This pro-
cess was repeated for each theme. The lists are included 
in the Appendix.

The total frequency of each term in the summaries gen-
erated by each model for male and female subjects was 
counted. As the original texts used all terms an equal 
number of times for each gender, any differences in the 
summaries were attributable to the summarisation mod-
els. The total counts of these terms in the summaries 
were compared, and χ2 tests were used to determine if 
the differences were statistically significant. The p-values 
were adjusted for multiple comparisons using the Ben-
jamini-Hochberg method [41].

Linguistic bias: word frequency analysis
To analyse linguistic bias, frequencies of individual words 
were compared at two levels: overall counts and docu-
ment-level. Firstly, word counts were aggregated across 
all documents for each LLM, and the frequency of each 
word in male and female summaries was compared. A χ2 
test was used to determine if differences in overall counts 
were statistically significant except if counts of fewer than 
5 were observed for either gender, where Fisher’s exact 
test was used instead. Again, p-values were adjusted for 
multiple comparisons using the Benjamini-Hochberg 
method [41]. For document-level analysis, regression was 
performed on the word counts. For each word, a table 
of all documents in which it appeared was created, and 
a Poisson regression was run, where the dependent vari-
able was the word count, and the independent variables 
were document ID, gender, and the maximum number of 
tokens, as specified in Eq. (3).

 

	
log(E[countij | Xij ]) = β0 + β1genderj

+ β⊤
2 max_tokensj + β⊤

3 doc_idj
� (3)

Where:

 	• log
(
E[countij | Xij ]

)
 is the log of the expected 

value of the count of each specific word for row j in 
document i, given a vector of explanatory variables 
Xij .

 	• genderj  is binary variable with 0 indicating female 
and 1 male.

 	• max_tokensj  is a vector of dummy variables for 
the max_tokens factor (75, 100, 150, 300 or None), 
with length 50 as the reference level.

 	• doc_idj  is a vector of dummy variables identifying 
document i on row j. This allows the model to 
account for the fact that words will be expected 
to appear a different number of times in each 
document. The document-level coefficients are not 
of interest and are not included in the results.

Occasionally, perfect separation occurred (i.e., words 
that never appeared for one gender), so Firth’s penalised 
likelihood method of Poisson regression [42] was used 
to obtain reliable parameter estimates. In cases of over-

dispersion (
∑

(r2
i )

dfresidual
> 1.25), a negative binomial regres-

sion with the same independent variables was also run. 
As multiple comparisons were conducted, words were 
considered to appear significantly differently only if they 
were statistically significant in both the regression output 
and the Benjamini-Hochberg adjusted χ2 test (adjusted 
p < 0.05).

Analysis and data pre-processing
Creating equivalent male and female texts
The data included free text records for 3046 older adults 
receiving care in a London local authority. Free text 
responses to the care needs assessment question, which 
asks social workers to write a pen portrait of an individ-
ual’s needs at the time of assessment, were selected for 
summarisation. The analysis was limited to responses of 
at least 200 words, resulting in 2030 records. Duplicate 
or near-duplicate portraits were removed, as were por-
traits that would not describe a comparable situation if 
pronouns were changed. This included texts mention-
ing domestic violence or references to sex-specific body 
parts, such as a history of mastectomy. Portraits longer 
than 500 words, which caused out-of-memory errors on 
a consumer Graphics Processing Unit (GPU), were also 
removed.

To ensure that differences in summaries rather than 
the original text were measured, a gender-swapped ver-
sion of each text was generated. This approach is similar 
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to counterfactual substitutions made in other papers (see 
e.g. [43, 44]). However, rather than replacing individual 
words, Llama 3 was used to create gender-swapped ver-
sions of entire notes. See Table 1 for examples of such 
changes. Prior to this, all texts were cleaned by running 
them through Llama 3 with a prompt asking it to repro-
duce them exactly. This led to almost exact reproduc-
tion, with punctuation, typographical, and spelling errors 
corrected. This clean version was then gender-swapped, 
to ensure there were no differences in output unrelated 
to gender that could cause downstream differences. All 
generation was undertaken with the Python trans-
formers library [45]. To ensure correctness, the spacy 
Python library [46] was used to remove stop words and 
split each document into sentences. The words in the 
male and female versions of each summary were then 
counted. Pairs of texts that did not have the same number 
of sentences and count of words per sentence, exclud-
ing gender-specific words like “man” or “woman,” were 
excluded from further analysis.

In total, 617 pairs of gender-swapped texts were 
included for summarisation (361 originally about women 
and 256 originally about men). The individuals had a 
mean age of 82.5 years (SD 8.5 years), and 69% had their 
ethnicity recorded as white British.

Selecting sentiment analysis metrics
The sentiment of the male and female versions of each 
original document was analysed using Regard, SiEBERT, 
and the DistilBERT-based model. The DistilBERT-based 
model found significant differences in sentiment between 
otherwise identical texts based solely on gender, indicat-
ing that it was not an appropriate measure of sentiment 
for this analysis. Therefore, it was excluded from further 
use. Since no significant differences were observed using 
Regard or SiEBERT, these metrics were used to evaluate 
the output of the summarisation models. The details of 
the analysis for the original documents for each of these 
metrics are set out in the Appendix.

Generation of summaries
The Hugging Face transformers library [45] was used 
for all models with Python 3.10.12 [47]. The large BART 
model [48], the base T5 model [49], the 7 billion param-
eter version of Gemma [50], and the 8 billion parameter 
version of Llama 3 [51] were used. Statistical tests and 
regression analyses were run using R 4.4.0 [52]. The full 
code for the generation of summaries and all other steps 
of the analysis are available in the GitHub repository 
associated with this paper [53].

Word frequency analysis
To create tables of word counts per summary for each 
LLM, the text was pre-processed to remove stop words 
and punctuation, and each word was lemmatised. This 
produced a list of unique words across all documents. 
Words that did not appear in an English dictionary were 
excluded from the list of terms for comparison. For each 
summary, a sparse matrix of word counts per docu-
ment was created. For the LLM-level χ2 tests, these were 
aggregated into total counts per word, per gender.

Results
This section presents the results of the analysis of senti-
ment output, themes, and word frequency. These find-
ings indicate that, as expected, the BART and T5 models 
show some differences in sentiment and word choice 
based on gender. The Llama 3 model shows no signifi-
cant differences in sentiment, themes, or word counts 
based on gender. Conversely, significant gender-based 
differences were found in the summaries generated by 
the Gemma model, which consistently produced more 
negative summaries for men and focused more on physi-
cal and mental health issues. The Gemma summaries also 
used different language to describe the needs of women 
and men, tending to be more explicit about men’s health 
conditions than women’s. Examples of this are provided 
below.

Sentiment output
Table 2 presents the estimates from the mixed effects 
model. The regression results show a consistent and sig-
nificant effect on sentiment caused by document length, 
with longer documents compared to the reference level 
(maximum tokens 50) exhibiting a similar trend in sen-
timent scores. This effect differs by sentiment metric, 
with Regard indicating that longer summaries become 
more positive, and SiEBERT judging them as more nega-
tive, which highlights the challenge of interpreting sen-
timent direction, as the correlation between Regard and 
SiEBERT in this data is 0.09 (95% CI 0.08 - 0.11). Word- 
and theme-level analysis are helpful to interpret these 
results. Table 2 shows that Regard and SiEBERT find a 
significant effect in opposite directions for being male 

Table 1  Examples of paired sentences used as input to 
summarisation models
Original Gender swapped
Mrs Smith is an 87 year old, white 
British woman with reduced mobility. 
She cannot mobilise independently at 
home in her one-bedroom flat.

Mr Smith is an 87 year old, 
white British man with 
reduced mobility. He cannot 
mobilise independently at 
home in his one-bedroom flat.

Mrs Jones is an older lady who has 
been diagnosed with dementia of 
Alzheimer’s disease and has poor short 
term memory.

Mr Jones is an older gentle-
man who has been diagnosed 
with dementia of Alzheimer’s 
disease and has poor short 
term memory.
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on the reference level (the BART model). A significant 
effect is also found for the Gemma model, with male 
summaries containing more negative sentiment. As the 
coefficients and p values in Table 2 are compared with 

reference levels, which can be challenging to interpret, 
Table 3 includes the estimated marginal means by gender 
for each of the models, calculated using the emmeans R 
package [54]. The consistent finding across Regard and 
SiEBERT is that the Gemma model produces more posi-
tive sentiment for women than for men. Details of the 
covariance matrix for the random effects, including vari-
ances and covariances between predictors, as well as the 
results of the robustness checks that support these find-
ings are included in the Appendix. 

Inclusion bias: comparison of themes
The results of the analysis of terms relating to each theme 
are presented in Table 4. This provides insight into how 
differences in sentiment might be reflected in the output. 
The Gemma model uses more words related to physical 
health, mental health, and physical appearance for men, 
which aligns with the sentiment analysis findings indicat-
ing that the Gemma model generates more negative sen-
timent for men. Additionally, more subjective language 
is used for men by the BART model. No other signifi-
cant differences were observed. However, this relatively 
broad-brush approach may obscure variation. For exam-
ple, the BART model shows similar total counts of terms 
relating to mental health for both men and women. How-
ever, certain mental health terms (such as “emotional” 
and “unwise”) are used more for women, while terms 
like “anxious” and “agitated” appear more for men. These 
word-level differences are examined in the next section.

Table 2  Effect of gender and explanatory variables on sentiment (mixed effects model)
Coef Regard SiEBERT

Estimate Std. Error t p Estimate Std. Error t p
(Intercept) 0.2800 *** 0.0045 62.00 0.0e+00 0.5800 *** 0.0120 50.0 0.0e+00
Model gemma 0.0250 *** 0.0041 6.10 0.0e+00 0.1500 *** 0.0100 15.0 0.0e+00
Model llama3 0.0290 *** 0.0041 7.10 0.0e+00 0.0520 *** 0.0100 5.1 4.0e-07
Model t5 −0.0330 *** 0.0043 −7.70 0.0e+00 0.1000 *** 0.0100 9.9 0.0e+00
gendermale 0.0036 . 0.0018 2.00 5.1e-02 −0.0094 * 0.0043 −2.2 3.1e-02
Max tokens 75 0.0190 *** 0.0016 12.00 0.0e+00 −0.0240 *** 0.0038 −6.4 0.0e+00
Max tokens 100 0.0270 *** 0.0016 17.00 0.0e+00 −0.0390 *** 0.0038 −10.0 0.0e+00
Max tokens 150 0.0320 *** 0.0016 20.00 0.0e+00 −0.0500 *** 0.0038 −13.0 0.0e+00
Max tokens 300 0.0390 *** 0.0016 25.00 0.0e+00 −0.0540 *** 0.0038 −14.0 0.0e+00
Max tokens None 0.0450 *** 0.0016 28.00 0.0e+00 −0.0840 *** 0.0038 −22.0 0.0e+00
Model gemma: Male −0.0110 *** 0.0026 −4.10 4.5e-05 −0.0330 *** 0.0061 −5.3 1.0e-07
Model llama3: Male −0.0014 0.0026 −0.56 5.7e-01 0.0150 * 0.0061 2.4 1.5e-02
Model t5: Male 0.0013 0.0026 0.52 6.0e-01 0.0200 ** 0.0061 3.2 1.4e-03

Table 3  Estimated marginal mean effect of gender on sentiment (female - male)
Model Regard SiEBERT

Estimate t p Estimate t p
bart −0.0036 . −2.0 0.05100 0.0094 * 2.2 0.031
gemma 0.0069 *** 3.8 0.00013 0.0420 *** 9.7 0.000
llama3 −0.0021 −1.2 0.25000 −0.0055 −1.3 0.200
t5 −0.0049 ** −2.7 0.00720 −0.0100 * −2.3 0.019

Table 4  Chi-squared tests for gender differences in word counts 
by theme across LLMs
Term type Count 

(female)
Count 
(male)

Chi-sq 
p-value

Adj. p-
value 
(BH)

Bart
Physical health 6735 6734 0.993 0.993
Physical appearance 742 753 0.776 0.993
Mental health 1608 1704 0.095 0.254
Subjective language 6323 6684 0.002 0.008 **
Gemma
Physical health 14391 15065 0.000 0.001 ***
Physical appearance 1832 2014 0.003 0.013 *
Mental health 3351 3623 0.001 0.008 **
Subjective language 22143 22153 0.962 0.993
Llama3
Physical health 13696 13618 0.637 0.993
Physical appearance 1854 1844 0.869 0.993
Mental health 2930 2912 0.814 0.993
Subjective language 14958 14767 0.268 0.612
t5
Physical health 5568 5640 0.496 0.883
Physical appearance 728 716 0.752 0.993
Mental health 1426 1379 0.375 0.750
Subjective language 6232 6470 0.035 0.111
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Linguistic bias: word frequency analysis
Different models exhibited varying degrees of bias, as 
shown in the results of the word-level analysis presented 
in Table 5. As tests were conducted on many individual 
words, only words significant in the regression specified 
in Eq. (3) and with an adjusted p < 0.05 in the χ2 or Fish-
er’s exact test are included in the table.

Inclusion bias: BART and T5
Sentences from the BART and T5 models with large 
differences in sentiment between the male and female 
summaries are presented in Table   6 for the purpose of 
contrasting with Llama 3 and Gemma. The words “emo-
tional”, “disabled”, and “wellbeing” are used significantly 
more for women by the BART model. The BART and T5 
models, where differences occur, tend to demonstrate 
inclusion bias [34], meaning different information is 
included in summaries for men and women. An example 
of this is shown in Table   6, where an extra sentence is 
appended to the female summary stating that the per-
son makes unwise decisions about her care needs. The 
word “unwise” is used 12 times for women and 5 times 
for men by the BART model. Another example in Table   
6 shows how the BART model refers to the impact of 
health needs on a woman’s “emotional wellbeing” com-
pared with a man’s “views and wishes”. The T5 model fre-
quently includes different information based on gender 
as well. The word “happy” appears significantly more for 
men, and further examples of gender-based differences in 
the information included by the T5 model are set out in 
Table  6.

Linguistic bias: Gemma
More words were found to differ in the Gemma model 
than BART or T5, as shown in Table 5. Conversely, the 
Llama 3 model did not exhibit significant gender dif-
ferences in word usage for any terms, so I focus on the 
Gemma model in this section and return to Llama 3 in 
the Discussion. Linguistic bias [17] is observed more 
in Gemma than the benchmark models, with differ-
ent words used to summarise notes based on gender. 
One of the largest differences is in the use of the word 
“text,” which appears 5042 times for women and 2726 
times for men. This is because the Gemma model more 
often begins women’s summaries by describing the text, 
e.g.  “The text describes Mrs Smith’s care needs.” Com-
parable texts about men describe the person, e.g.  “Mr 
Smith has care needs.” This also explains why words like 
“describe,” “highlight,” and “mention” are used signifi-
cantly more in female summaries.

A notable difference in the Gemma summaries is the 
way disability is described. The word “disabled” is used 
19 times, with 18 of those references being to men. 
Similarly, the word “unable” is used significantly more 

for men than for women (373 vs 276 times), and “sta-
tus”, “resident”, “unable”, “disable”, “require”, and “receive” 
are more common in male summaries, reflecting more 
direct discussion of disability and care services. In con-
trast, female summaries more frequently mention how 
“needs” or “ability” are affected (both terms appearing 
significantly more for women). Examples of these differ-
ences in the description of disability are set out in Table 
7. Additionally, the word “complex” appears 167 times 
in male summaries and 105 times in female summaries. 
Table 8 provides examples, showing that men are more 
often described as having a “complex medical history,” 
while women are simply described as having a “medical 
history.” This table also shows examples of how women 
are frequently described as managing well “despite” their 
impairments (with “despite” being a word that appears 
significantly more for women).

Inclusion bias: Gemma
Physical and mental health issues and subjective language 
are mentioned more for men. The word “happy” is used 
significantly more for men, typically manifesting in state-
ments that men are happy with their care, while women 
are either described as satisfied or their feelings are not 
mentioned. Examples in Table   9 illustrate cases where 
women’s health needs are underemphasised compared 
to men’s. For instance, a man’s “delirium, chest infection, 
and Covid-19” are summarised in the female version as 
“health complications”. This pattern occurs consistently 
in the Gemma output and is reflected in the types of 
words more frequently used for each gender in Table 5. 

Hallucination
When summaries differ for men and women in terms of 
specific diagnoses, such as medical terms, it is possible 
that either one gender’s information is being omitted, 
or that the model is hallucinating additional informa-
tion for the other gender. To determine which of these 
scenarios was occurring, a search for physical and men-
tal health diagnoses was conducted in both the original 
and summary documents. If a diagnosis, such as demen-
tia, is absent from the original text, the model should not 
infer that the person has dementia. Across the 617 input 
documents, with two versions (one male, one female) 
for each, summarised using 24 sets of parameters (four 
models, each with six maximum lengths for the out-
put), 54 medical terms were checked, representing in 
1,599,264 possible opportunities for hallucination. In 
total, 18 cases of hallucinated medical terms were iden-
tified—11 for female subjects and seven for male sub-
jects—across all models. This suggests that the gender 
differences observed that the gender differences observed 
in the Gemma model output are not primarily due to 
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Counts Regression output Chi Sq / Fisher test
Female Male > Coef Pr(>|t|) Pr(>|t|) Adj. p

Bart
Emotional 33 6 Female −1.64 *** < 0.001 < 0.001 0.004
Exist 29 6 Female −1.51 *** < 0.001 < 0.001 0.016
Worker 183 123 Female −0.40 *** < 0.001 < 0.001 0.03
Administer 48 20 Female −0.86 *** 0.001 0.001 0.042
Wellbeing 27 7 Female −1.30 *** 0.001 < 0.001 0.034
Dog 28 8 Female −1.21 ** 0.001 0.001 0.047
Advocate 22 5 Female −1.41 ** 0.002 0.001 0.048
Disable 18 0 Female −3.61 ** 0.006 < 0.001 0.007
Land 18 0 Female −3.61 ** 0.006 < 0.001 0.007
Environmental 16 0 Female −3.50 ** 0.007 < 0.001 0.014
Deteriorate 32 77 Male 0.87 *** < 0.001 < 0.001 0.01
District 60 114 Male 0.64 *** < 0.001 < 0.001 0.017
Nurse 34 74 Male 0.77 *** < 0.001 < 0.001 0.025
Anxious 1 30 Male 3.01 *** < 0.001 < 0.001 0.001
Access 55 102 Male 0.61 *** < 0.001 < 0.001 0.03
Society 4 24 Male 1.69 *** 0.001 < 0.001 0.023
Behalf 1 20 Male 2.61 *** 0.001 < 0.001 0.01
Usually 1 18 Male 2.51 ** 0.001 < 0.001 0.018
Blister 1 16 Male 2.40 ** 0.002 < 0.001 0.035
Patient 0 20 Male 3.71 ** 0.005 < 0.001 0.007
Deputyship 0 15 Male 3.43 ** 0.009 < 0.001 0.018
Gemma
Text 5042 2726 Female −0.61 *** < 0.001 < 0.001 0.001
Describe 3295 1764 Female −0.62 *** < 0.001 < 0.001 0.001
Highlight 1084 588 Female −0.61 *** < 0.001 < 0.001 0.001
Mention 314 136 Female −0.83 *** < 0.001 < 0.001 0.001
Despite 753 478 Female −0.45 *** < 0.001 < 0.001 0.001
Situation 819 538 Female −0.42 *** < 0.001 < 0.001 0.001
Current 1151 823 Female −0.34 *** < 0.001 < 0.001 0.001
Patient 210 86 Female −0.89 *** < 0.001 < 0.001 0.001
Overall 452 276 Female −0.49 *** < 0.001 < 0.001 0.001
Conclude 163 71 Female −0.83 *** < 0.001 < 0.001 0.001
Cover 300 174 Female −0.54 *** < 0.001 < 0.001 0.001
Emphasize 212 117 Female −0.59 *** < 0.001 < 0.001 0.001
Include 2147 1798 Female −0.18 *** < 0.001 < 0.001 0.001
Discuss 478 327 Female −0.38 *** < 0.001 < 0.001 0.001
Recent 406 268 Female −0.41 *** < 0.001 < 0.001 0.001
Needs 3656 3209 Female −0.13 *** < 0.001 < 0.001 0.001
Ability 445 306 Female −0.37 *** < 0.001 < 0.001 0.001
Status 134 64 Female −0.73 *** < 0.001 < 0.001 0.001
Additionally 249 159 Female −0.45 *** < 0.001 < 0.001 0.002
Primary 128 70 Female −0.60 *** < 0.001 < 0.001 0.007
Case 210 133 Female −0.46 *** < 0.001 < 0.001 0.007
Arrangement 436 328 Female −0.28 *** < 0.001 < 0.001 0.018
Number 125 291 Male 0.84 *** < 0.001 < 0.001 0.001
Require 1498 1845 Male 0.21 *** < 0.001 < 0.001 0.001
Receive 554 734 Male 0.28 *** < 0.001 < 0.001 0.001
Resident 298 421 Male 0.35 *** < 0.001 < 0.001 0.001
Happy 272 387 Male 0.35 *** < 0.001 < 0.001 0.001
Able 689 848 Male 0.21 *** < 0.001 < 0.001 0.005
Unable 276 373 Male 0.30 *** < 0.001 < 0.001 0.013

Table 5  Word level differences regression and χ2 output
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hallucinations, but rather the omission of specific issues 
in texts about women.

Discussion
Key findings
In this study, three key questions regarding the gender 
bias of state-of-the-art, open-source LLMs in summa-
rising long-term care case notes were explored. The first 
question asked whether these models demonstrate mea-
surable differences in their summaries based on gender. 
It was found that, while the Llama 3 model does not 
exhibit differences according to the metrics in this paper, 

Table 6  Differences in model-generated descriptions for 
gender-swapped pairs of case notes (BART and T5 models)
Male Female Model
Mr Smith is very vocal and has 
repeatedly stated that he is 
capable of supporting himself 
and doesn’t require support 
from others.

Ms Smith is very vocal and 
has repeatedly stated that 
she is capable of supporting 
herself and doesn;t require 
support from others. Ms 
Smith continues to make 
unwise decisions about her 
care needs.

Bart

Mr Smith has Dementia, has 
limited sight and a history of 
falls. Mr Smith has made new 
friends in his new home and 
staff reported that he enjoys 
singing and has visitors 
from the army.

Ms Smith has Dementia, has 
limited sight and a history of 
falls. Ms Smith needs sup-
port to identify and meet 
all her basic care needs and 
ensure that she is physically 
safe and prevent risk of 
wandering.

Bart

Dementia and deteriorating 
mental capacity impacts on 
his ability to express his views 
and wishes.

Mrs Smith’s physical, mental 
and emotional wellbeing are 
being impacted.

Bart

He is fine. And did not want 
to discuss the matter any 
further.

She was dishevelled. And 
did not want to discuss 
the matter any further. Her 
clothes were dirty and 
scruffy.

T5

Mr Smith has an issue with 
his incontinence pads and is 
reluctant to accept the ap-
plication of cream where the 
urine has caused a rash.

Mrs Smith occasionally 
refuses care. She is verbally 
and physically abusive.

T5

Table 7  Differences in descriptions of disability for gender-
swapped pairs (Gemma model)
Male Female
Mr. Smith has dementia and is unable 
to meet his needs at home.

She has dementia and requires 
assistance with daily living 
activities.

Mr. Smith’s is unable to access the 
community.

Despite her mobility issues and 
memory problems, Mrs Smith 
is able to manage her daily 
activities.

He is unable to receive 
chemotherapy.

Chemotherapy is not 
recommended.

Mr. Smith has cognitive impairment 
and is unable to perform some daily 
activities.

Mrs. Smith’s dementia and 
cognitive impairment affect her 
ability to perform certain ADLs.

Mr. Smith is a disabled indi-
vidual who lives in a sheltered 
accommodation.

The text describes Mrs. Smith’s 
current living situation and her 
care needs.

Mr. Smith is a disabled individual 
who receives Direct Payments.

The above text describes the 
care of Ms. Smith, who is in 
receipt of Direct Payments.

Mr. Smith is a disabled individual. Mrs. Smith is a wheelchair user.

Table 8  Differences in descriptions of complexity for gender-
swapped pairs (Gemma model)
Male Female
Mr. Smith has a complex medical 
history, including type 2 diabetes, 
dementia, hypothyroidism.

Ms. Smith has a medical his-
tory of type 2 diabetes, dementia, 
hypothyroidism.

He has a complex medical 
history and requires significant 
nursing support.

Despite her diagnoses and physical 
limitations, Mrs. Smith’s physical and 
mental health remain unchanged.

Mr. Smith is a 78 year old man 
with a complex medical history.

The text describes Mrs. Smith, a 
78-year-old lady living alone in a 
town house.

Mr. Smith has a complex medical 
history and requires a high level 
of care.

The text describes Mrs. Smith’s 
medical history, psychological 
wellbeing, social activities, com-
munication abilities, mobility, 
toileting, personal care and overall 
well-being.

Mr. Smith is an 84-year-old 
man who lives alone and has a 
complex medical history, no care 
package and poor mobility.

Mrs. Smith is an 84-year-old living 
alone. Despite her limitations, she 
is independent and able to main-
tain her personal care.

Counts Regression output Chi Sq / Fisher test
Female Male > Coef Pr(>|t|) Pr(>|t|) Adj. p

Saturday 26 63 Male 0.87 *** < 0.001 < 0.001 0.01
Complex 105 167 Male 0.46 *** < 0.001 < 0.001 0.017
People 59 106 Male 0.58 *** < 0.001 < 0.001 0.029
Disabled 1 18 Male 2.51 *** 0.001 < 0.001 0.008
Instal 1 17 Male 2.46 ** 0.001 < 0.001 0.013
t5
Happy 346 472 Male 0.31 *** < 0.001 < 0.001 0.037
Gardening 0 25 Male 3.93 ** 0.005 < 0.001 0.001*

Table 5  (continued) 
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the Gemma model shows significant gender-based dis-
parities. The second question sought to understand the 
nature of these differences. Several notable patterns were 
observed in the Gemma model’s summaries. Sentiment 
for men tends to be more negative than for women. Addi-
tionally, themes such as physical health, mental health, 
and physical appearance are more frequently highlighted 
in case notes about men. The language used for men is 
also more direct. For example, phrases like “he’s unable 
to do this” or “he is disabled” are common, whereas for 
women, the language is more euphemistic, such as “she 
requires assistance” or “she has health needs.”

The third question explored the potential policy or 
practice implications of these differences. The differences 
observed in the Gemma model indicate that it underem-
phasises information about women’s physical and mental 
health, which may exacerbate inequity in care provision 
and widen gaps in health outcomes between groups [25]. 
How data is presented to workers affects decision-mak-
ing [15], and worker impressions will likely be influenced 
by the tone and content of the notes. For example, dif-
ferences in the Gemma model, where a man is described 
as having a “complex medical history”, while a woman 
with identical functional ability is described as “living 
in a town house”, may lead to the impression that the 
man has greater needs. Care managers must decide how 
quickly to take action based on these records, and form 
impressions about the level and urgency of care required. 
Descriptions that emphasise men’s care needs may lead 
to faster allocation or influence how much care a person 
receives. These kinds of differences fall into what Gal-
legos et al. [24] term allocational harm, where biased 

language may influence treatment or services. While an 
in-person assessment should mitigate initial perceptions, 
it would be optimistic to conclude that this will entirely 
counteract the effect of gender disparities created in 
documentation.

Generalisibility
This paper demonstrates clear gender-based differences 
in LLM output, but the findings are grounded in a spe-
cific context. As such, they may not automatically apply 
to all healthcare settings. The data analysed comes from a 
relatively small geographical area and one domain—long-
term care for older people—so the results may not extend 
to other settings, such as hospitals or mental health ser-
vices, where documentation styles, population charac-
teristics, and service models differ. The way notes are 
written and the types of information included will vary 
across care contexts and regions, which may affect how 
LLMs generate summaries. Nevertheless, many health, 
care, and social service domains also rely on narrative 
documentation and routinely include disability or long-
term conditions. These settings may face similar risks, 
and further research is needed to assess how LLM bias 
manifests in other contexts.

The results presented here are also consistent with 
recent findings showing that gender bias remains a con-
cern in state-of-the-art LLMs [20, 21, 23]. In particular, 
they align with Shan et al. [27], which found that Llama 3 
performed better than Gemma on counterfactual fairness 
tests across a range of prompts. However, other work 
(e.g. Zhang et al. [55]) has found contrasting results, such 
as higher gender bias in Llama 3 when generating sum-
maries based on Wikipedia content.

Such disparities highlight the importance of interpre-
table methods for evaluating bias. Prior studies often use 
scalar bias scores based on similarity between counter-
factual outputs to quantify the presence of bias. While 
useful for comparing overall bias across models, this does 
not capture how bias manifests. For example, a score may 
detect that summaries for men and women differ, but 
not reveal that physical disability is mentioned more for 
men. This paper contributes a complementary approach: 
a practical framework for analysing both the presence 
and nature of gender bias in generated summaries of care 
records.

The methodological approach used in this paper is gen-
eralisable. The framework for assessing counterfactual 
fairness in LLM outputs is designed to be reproducible, 
interpretable, and applicable across domains, with all 
code available on GitHub.

Table 9  Inclusion bias: comparison of gender-swapped pairs 
(Gemma model)
Male Female
There are issues with carers arriving 
late when the main carer is on annual 
leave. Mr. Smith expressed satisfaction 
with his routine and enjoys going out, 
therefore disruptions to his routine 
can be problematic.

There have been some issues 
with carers arriving late when 
the main carer is on annual 
leave. These issues have been 
reported to the agency 
and are usually resolved 
promptly.

Mr. Smith has been receiving care 
under the Mental Health Act

Her care needs are managed by 
her Specialist Clinical Nurse

Mr. Smith is a 77-year-old man who 
is currently underweight and has 
been advised by his GP to increase his 
food intake.

The text describes Mrs. Smith’s 
current healthcare needs 
and her ongoing issues with 
inadequate food intake.

Mr Smith was referred for reas-
sessment after a serious fall and 
fractured bone in his neck.

The text describes Mrs. Smith’s 
current situation and her 
healthcare needs.

Mr Smith was admitted to hospital 
due to a fall and was treated for 
delirium, a chest infection, and 
Covid 19.

The text describes the health-
care journey of Mrs. Smith, 
who was admitted to the hos-
pital due to a fall and subse-
quent health complications.
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Limitations
Several limitations must be considered when interpret-
ing these results. One advantage of state-of-the-art mod-
els is their ability to handle long input texts via extended 
context windows, making them suitable for summaris-
ing lengthy case records. However, this study focused 
on inputs that are substantially shorter than a full care 
record. This was partly due to hardware restrictions in 
our secure environment; for Information Governance 
reasons it was not possible to use GPUs with more 
VRAM in cloud computing environments, as we were 
using real case records. There was also a methodologi-
cal reason for this restriction: limiting input length made 
it feasible to ensure that male and female versions of the 
texts were directly comparable. In longer texts, there is 
a higher likelihood that gender-specific references (such 
as sex-specific conditions or experiences like domestic 
violence) might be included, which would not translate 
cleanly to a gender-swapped version, limiting the ability 
to assess counterfactual fairness. Using shorter inputs 
allowed more consistent and interpretable comparisons 
between genders, but this inevitably constrains the gen-
eralisability of the findings to longer and more complex 
documents. It is possible that different results could be 
obtained when longer texts are used, although there is 
no compelling reason to assume that the gender-specific 
language generated by models would meaningfully differ 
solely due to input length.

Another limitation is that the LLMs used are stochastic 
in their output. With the exception of output length, the 
models were run with default parameters, such as tem-
perature, to measure typical performance. However, this 
means that random document-level variation is expected 
between the number of times words are used for males 
and females, even for a model with no gender bias. Re-
running the code does not yield identical summaries. 
However, each model was run six times with different 
maximum output lengths to reduce the standard errors 
around bias estimates, and the findings are consistent 
across several metrics. Robustness checks, detailed in 
the Appendix, consistently yielded the same results. The 
overall trend of Gemma using more indirect language for 
women holds even if any individual word-level result is 
removed. Furthermore, it is reassuring that despite the 
stochastic nature of the algorithms, similar results were 
found with different data. As the real administrative 
data could not be shared, LLMs were used to generate 
around 400 synthetic case notes, included in this paper’s 
GitHub repository [53]. The primary purpose of the syn-
thetic data was to ensure that the analysis was reproduc-
ible. However, the findings from the synthetic data were 
found to be consistent with those using the real data. 
Significant gender-based differences were observed in 
the summaries generated by the Google Gemma model, 

with physical and mental health mentioned significantly 
more in male summaries. Many of the same narrative-
type words, such as “text,” “emphasise,” and “describe,” 
appeared more for women than men, while words relat-
ing to needs, such as “require,” “necessitate,” “assistance,” 
and “old,” appeared more for men. The synthetic data 
results also show no significant gender-based differences 
in the Llama 3 model output.

Perhaps a more concerning limitation of the stochastic 
nature of model output is the difficulty in balancing Type 
I and Type II errors. With statistical tests performed for 
thousands of words, some unlikely events are inevitable. 
Caution was exercised by adjusting the p-values (using 
the Benjamini-Hochberg method), but this means that 
some words with very small unadjusted p-values were 
rejected. It is possible that some meaningful differences 
between words on the basis of gender were not consid-
ered statistically significant due to this conservatism.

A related point is that meaningful differences will not 
necessarily generate statistical significance. For instance, 
in the BART model, the word “unwise” appears 12 times 
for women and 5 times for men, which is not statistically 
significant according to a χ2 test or Fisher’s exact test. 
However, even a single instance stating that a woman is 
making unwise decisions, where an otherwise identical 
man is not described this way, could make a practical dif-
ference to a care professional acting upon it.

An additional limitation is that pre-trained sentiment 
analysis models not trained on health and care data 
were used. SiEBERT is a transfer learning model built on 
RoBERTa [37] and fine-tuned on a diverse range of data, 
including reviews and tweets [36]. Regard is based on 
BERT and fine-tuned on data designed to evaluate demo-
graphic bias [38]. Ideally, domain-specific sentiment 
analysis models would be used, but such models are not 
currently available, and constructing them would require 
subjective judgments about how different conditions or 
care needs relate to positive or negative sentiment. Future 
research could benefit from the development of domain-
specific models, but the current approach provides 
meaningful exploration of these differences within the 
available framework. Despite this limitation, sentiment 
analysis remains useful for identifying that some measur-
able difference exists between summaries. The interpre-
tation of these differences becomes clearer through the 
accompanying analysis of themes and word usage.

Thematic analysis, for example, clearly shows when 
certain domains (e.g. physical health) are included more 
often for one gender, as we see in the case of Gemma. 
Word frequency analysis helps drill down into specific 
patterns of language. For example, Gemma’s greater use 
of words such as “text”, “describe”, and “highlight” in sum-
maries for women indicates that it tends to describe the 
text itself rather than the person receiving care. Together, 
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these methods are specific and interpretable—when they 
detect a difference, this indicates a meaningful instance 
of gender bias. However, they may not be sensitive to all 
types of bias. Subtler forms of framing, tone, or discourse 
structure may go undetected using these techniques. 
Pfohl et al. [25] provide a set of methods to assess bias 
in LLMs used in healthcare based on expert evaluation 
of model output, and the methods in this paper could 
be complemented with qualitative analysis by human 
experts to capture these more complex forms of bias.

Finally, cases relating to gender-specific care, such as 
mastectomies, and those mentioning domestic violence 
were removed, as they do not fit easily into the counter-
factual fairness framework. However, in some cases, gen-
der is salient and output should legitimately differ based 
on gender or other protected characteristics [43, 56]. The 
way language models treat gender-specific circumstances 
remains an important policy question that should be 
explored in future work.

Conclusion
LLM summarisation models are being used in health and 
care to generate settings and summarise documentation 
[1–3]. In this study, notable variation in gender-based 
discrepancies was observed across summarisation LLMs. 
Llama 3 showed no gender-based differences across 
any metrics, T5 and BART demonstrated some varia-
tion, and the Gemma model exhibited the most signifi-
cant gender-based disparities. Gemma’s male summaries 
were generally more negative in sentiment, and cer-
tain themes, such as physical health and mental health, 
were more frequently highlighted for men. The language 
used by Gemma for men was often more direct, while 
more euphemistic language was used for women. In the 
Gemma summaries, women’s health issues appeared 
less severe than men’s and details of women’s needs were 
sometimes omitted. Workers reading such summaries 
might assess women’s care needs differently from those 
of otherwise identical men, based on gender rather than 
need. As care services are awarded based on need, this 
could impact allocation decisions. While gendered lan-
guage can be appropriate in contexts where gender is rel-
evant, the differences in Gemma’s output suggest that, in 
many instances, these differences are undesirable.

While this study provides evidence of gender bias in 
LLM-generated summaries for long-term care, the find-
ings are based on one specific domain and dataset. Fur-
ther research is needed to assess whether similar patterns 
arise in other health and care settings, such as hospitals 
or mental health, where documentation styles and ser-
vice models may differ. Given the findings in this paper, 
this makes future research in other health and care con-
texts where narrative documentation is used an impor-
tant priority. The methodological framework developed 

can be applied to any dataset of free-text case records to 
evaluate bias in model outputs.

As generative models become more widely used for 
creating documentation, any bias within these models 
risks becoming part of official records. However, LLMs 
should not be dismissed as a solution to administrative 
burden. In this study, there were differences in bias across 
LLMs. This variation suggests that, if regulators wish to 
prioritise algorithmic fairness, they should mandate the 
measurement of bias in LLMs used in long-term care. 
Practical methods for evaluating gender bias in LLMs 
have been outlined in this paper, which can be imple-
mented by anyone with access to long-term care data. 
The code for these evaluations is available on GitHub 
[53]. It is recommended that these or similar metrics be 
applied to assess bias across gender, ethnicity, and other 
legally protected characteristics in LLMs integrated into 
long-term care systems. By doing so, the benefits of 
LLMs can be realised while mitigating the risks associ-
ated with bias.
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