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Abstract. Many practitioners consider decision analysis as a sociotechnical discipline, with 
probability, utility, and trade-offs as the core components of a model that enables an account-
able decision maker experiencing a sense of unease about the present to explore different 
assumptions about the future and develop a plan about the way forward for the organiza-
tion. The decision analyst acts as a process consultant, working with the decision maker and 
key players as a problem solver and applying any of five structural and five content ingredi-
ents of decision analysis in building a requisite model that is sufficient in form and content to 
resolve the problem while acting as a transitional object, which holds and contains the deci-
sion maker’s unease and anxiety about the future. Ten social skills that enable the decision 
analyst to serve as a process consultant are explained. Six case studies representing problem 
types for evaluating options, allocating resources, bargaining and negotiating, choosing and 
deciding, managing risk, and revising opinion demonstrate the many ways that their acting 
as a transitional object enables exploring the future.
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Introduction
Readers of this journal are well aware that the prefer-
ences of an informed, rational decision maker can be 
expressed as axioms, which lead to proofs of theorems 
establishing the existence of probabilities (von Neumann 
and Morgenstern 1947), probabilities and utilities (Sav-
age 1954), and preferences and value trade-offs (Keeney 
and Raiffa 1976). But, real-world decision makers are not 
necessarily rational (Tversky and Kahneman 1981), so 
what is the point of decision analysis? This paper 
explores a new answer to that question, which begins by 
recognizing that although the axioms of preference logi-
cally and uniquely imply the existence theorems, the 
logic can be considered in reverse; the theorems logically 
imply the axioms, though not uniquely (Fishburn 1972).

This suggests that the decision analyst might work 
with an accountable decision maker along with a group 
of key players applying the technical ingredients of good 

decisions to enable the creation of a base-case decision 
model that includes all the elements needed to represent 
everyone’s concerns even if they do not agree with the 
base-case results. Subsequent sensitivity analyses explor-
ing these judgement differences will result in persuasive 
arguments and shifts of risk attitudes (Burnstein and Vino-
kur 1975), enabling the group to agree on the way forward, 
even though consensus is lacking about many of the 
inputs. In short, I am suggesting that the theorems provide 
the building blocks for a decision model that is good 
enough to enable agreement about what to do next. What 
follows is a summary of my experience over 50+ years as 
an academic/practitioner working with accountable deci-
sion makers in private, public, and voluntary organiza-
tions of all sizes from start-ups to large corporations.

My initial understanding, as a postgraduate student in 
the 1960s, led me to think decision theory was mainly 
Bayesian statistics as Raiffa and Schlaifer (1961) had 
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presented it, but the textbook of Schlaifer (1969) changed 
my mind, reinforced when I later read the classic Decision 
Analysis (Raiffa 1968), with both books focusing on 
modeling uncertainty. Today, a decision tree starting 
with mutually exclusive courses of action followed by 
uncertain events with their outcomes and then, more 
action-event sequences and finally, with financial conse-
quences at the end of all branches of the tree is the struc-
ture deployed today by many decision analysts. It gives 
an answer of what to do.

Requisite Decision Models
That was how I saw decision analysis in my first published 
case study (Phillips 1982). The managing director (MD) of 
a medium-sized UK manufacturing firm engaged me to 
determine what could be done to speed up a decision by 
his organization’s board about changing the design of their 
best-selling product to improve its safety. Successive pre-
sentations to the organization’s board of directors over 11 
months led them to reject any change, even though the 
product had nearly killed one user, and the MD feared that 
the government might ban the product. Furthermore, he 
knew of developments in new technology that might even 
make their product obsolete, so he had established an inter-
nal group to develop better technology as the current prod-
uct accounted for 70% of the company’s revenues.

Behaving as a traditional 1980s management consul-
tant, I quickly arranged separate meetings with the key 
internal owners of the problem, the sales, finance, and 
production managers, and some of their staff, making 
notes as I learned more about the problem and identify-
ing which elements of good decisions seemed relevant. 
A decision tree emerged from my thinking with two 
mutually exclusive decisions (change the design or 
retain the original design) and uncertainty represented 
as event nodes (when the new technology threat might 
become evident, when the company’s new technology 
would be ready, and what the sales volume of the new 
product would be, all conditional on the initial decision).

After many interviews, I showed the MD a plausible 
decision tree, which prompted him to remember that the 
previous introduction of a new product had been trou-
bled; so, that added another event node but just for the 
new design decision. The final decision tree emerged 
with 20 new product paths and 30 old product paths, not 
counting additional branches for the profit calculations. 
And, the MD guided his team to agree about the 

probabilities. At the next board meeting, the MD 
explained the decision tree, which showed that the new 
product decision was better than remaining with the old 
product. Several disagreements by various board mem-
bers about probabilities and financial values were sub-
jected to sensitivity analysis on the IBM 5110 luggable1

computer, which had been programmed to facilitate cre-
ation of a decision tree and make all the calculations nec-
essary so that the tree could be rolled back to display the 
expected value of each option. Only if three changes 
were made cumulatively would the result support the 
old product, and no member believed all three. So, the 
board approved the new product at the meeting. (More 
is said about this case study below in the section Types of 
Decision Analysis Models.)

I had moved from discussing the problem with the MD 
to discussing the problem with each of the major problem 
owners and found that sufficient modeling had been car-
ried out to satisfy the board. And, they had discovered that 
consensus about every figure was not needed because the 
model was very robust. In short, it was requisite, sufficient 
in form, and content to resolve the problem (Phillips 1984). 
In this case, the model represented an existing reality, a 
product that needed to be changed to a better one, retain-
ing its functionality but safer.

Decision Conferences and Workshops
About this same time, I became aware that Cameron 
Peterson, the Technical Director of Decisions and 
Designs, Inc. (DDI), a Washington, DC consulting firm 
that employed over two dozen PhD decision analysts in 
the 1970s, had “discovered” what we now know as a 
decision conference (Phillips 2007). He had been expect-
ing the MD of Westinghouse’s Elevator Division to 
arrive with a small top team to attend a workshop at 
DDI’s offices. Cam was surprised when the MD brought 
his entire team of about 20 managers, so he quickly 
adapted to working with them over a three-day period 
and engaged DDI’s report specialists in the evenings to 
prepare a report of the meeting, copies of which were 
given to every attendee at the end of the final day after all 
members had agreed with the results.

How could this happen so quickly? Largely because 
sensitivity analyses established that disagreements 
among the team members and imprecision about the 
future could be explored by displaying the output, help-
ing the team to agree about results, even though they did 
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not always agree about the inputs. This way of working 
with all the key players led me to formulate the working 
hypothesis that we did not need a perfect model, only 
one that was requisite, which could be recognized at the 
point when no new intuitions arose among participants 
during the process of creating the model. It was not an 
optimal model or a normative model, not even a satisfi-
cing model (Simon 1955). And, it was a model about a 
potential future reality, a new type of elevator, generated 
by a group of experts with different views about what 
could be, capitalizing on our human ability to imagine, 
anticipate, and plan for the future. This seemed to me a 
new use of decision analysis.

A little later, a further interaction with a client 
suggested another criterion of requisiteness: when the 
accountable decision maker’s initial sense of unease about 
what to do is resolved. I had facilitated a decision confer-
ence for Robb Wilmot, then the MD of Britain’s largest 
computer company, International Computers Ltd. He 
was very keen on decision support systems, which pre-
dicted that computers would soon take over the drudgery 
of paper-based systems (Keen and Morton 1978), and 
Robb foresaw that one day, computers would become 
commodities, a rare belief in the early 1980s when main-
frame computers dominated and social media did not 
exist. Robb’s problem was that he needed clarity about 
how best to allocate £200 million to develop alternatives 
to mainframes. A few days after the decision conference, 
Robb came to the London School of Economics to further 
explore the model.

He wanted to try out several judgements and assump-
tions about the future that the group had agreed on. So, he 
started by questioning one part of the model, and I typed 
in the changes. But, when he saw the subsequent result, he 
said he did not like that outcome. So, back to the original 
model as he tested other judgements, some looking better 
and some looking worse. Suddenly, he said, “OK, you can 
close the computer. Now I know what to do.” He turned 
to me and exclaimed, “This is great. I get to try out the 
future before I have to live it!”

By then, Keeney and Raiffa (1976) had extended deci-
sion theory to include multiple objectives and trade-offs, 
and later, in the 1993 Cambridge University Press Edi-
tion that incorporated new work, to say:

When a decision involves multiple objectives—and this 
is almost always the case with important problems— 
multiattribute utility theory forms the basic foundation 

for applying decision analysis. (Keeney and Raiffa 
1993, p. 3)

And, it was Value-Focused Thinking: A Path to Creative 
Decisionmaking by Keeney (1992) that suggested model-
ing should start by considering objectives first and then, 
work backward to courses of action that might realize 
those objectives. The focus on objectives substantially 
shifted problem-solving and opened a new era in 
decision analysis by suggesting decisions that were not 
necessarily even modeled. Sometimes, a model simply 
compares options, systems, strategies, policies, or any-
thing at all without considering them as alternatives. For 
example, comparing 20 recreational drugs on 16 criteria 
of harms to users and to others with a multicriteria deci-
sion analysis model (MCDA) challenged the United 
Kingdom’s 50-year-old drug classification system, which 
was supposedly based on harm (Nutt et al. 2010). Deci-
sions do not appear in the model, which was intended to 
provide information from experts so that others can 
make more informed decisions about drugs.

Decision Models as Transitional Objects
In short, decisions themselves are often not the real prob-
lem of the client. To this day, I do not know what Robb 
Wilmot decided. But, that does not matter because what 
I saw was a client using the decision model to explore 
what might happen in the future and formulating what 
he could do now to best move forward. There was clearly 
no single “best” option for him. I think he probably for-
mulated a plan in his head because not all the £200 mil-
lion had to be allocated at once. He could position the 
early research to inform later decisions.

Instead, it is the gap felt by the decision maker 
between where their organization is now and where 
they would rather be that provides the motivation for 
sociotechnical decision analysis. It is our unique human 
ability to imagine alternative futures, make judgments, 
and form preferences, guided by our values and goals, 
that can see us through uncertain times. But, that very 
ability may also leave us confused, with a sense of unease 
about the present and unsure how to proceed. Close 
inspection of that unease reveals that the decision 
maker’s preferences are ill formed or absent, sometimes 
because there are too many alternatives, conflicting 
objectives, or uncertain future events, with no guidance 
on what to trade-off against what. Or, they may feel that 
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making a judgement is premature, that additional data 
are required, or that deeper exploration of the problem is 
required. Furthermore, culture influences preferences in 
the family, group, organization, or country (Falk et al. 
2018), making agreement about what to do next even 
more problematical.

Fortunately, decision analysis gives us the vocabulary 
and its grammar to clarify the nature of these types of 
problems. As we will see below, building a decision- 
analytic model might start with any of these three fea-
tures to gain clarity about what the future might hold 
and how best to move forward: no optimizing, no pro-
viding the “right” answer, and no instructing the deci-
sion maker about what to do. Rather, apply decision 
analysis as a process for the decision maker to analyze 
the problem, with the decision model serving as a transi-
tional object, containing many perspectives and judge-
ments, allowing time for the decision maker to “try out 
the future,” and holding the anxiety experienced by the 
decision maker and others while exploring the future. I 
have borrowed the concept of transitional change from 
Bridger (2001), whose two requirements for the transi-
tional process of change are (1) time and space for the 
meeting and (2) a form of “cover” for safely exploring a 
new relationship with the external world. Both are met 
by the decision conferencing process; time and space are 
carefully planned with the client, whereas the facilitator 
and the computer model provide safe cover.

A requisite decision model serves as a transitional 
object, which holds the decision maker’s anxiety about 
what to do next by providing a safe zone for participants 
to explore the model, simulating and trying out possible 
futures without commitment. The transitional object sus-
pends time so that the decision maker can think about 
the future. As new intuitions arise about the problem, 
this enables decision makers to “try out the future before 
having to live it” and to plan and move forward confi-
dently. The transitional object may then be discarded or 
perhaps, continued to monitor the process of moving in 
a new direction.

You can now understand how I arrived at this new 
view of decision analysis. In summary, a requisite deci-
sion model serves as a transitional object, enabling the 
accountable decision maker who is experiencing a sense 
of unease about the present to safely explore possible 
futures and construct a plan that will resolve the sense of 
unease as the organization moves ahead. When working 

with a group, the model helps participants to develop a 
shared understanding of the key issues, generate a sense 
of common purpose, and gain a degree of commitment 
to the way forward. So, social purposes are achieved by 
the technical model, which justifies labeling this form of 
decision analysis as sociotechnical.

The next section provides an overview of what is 
meant by decision analysis as technology: in particular, 
the ingredients of structure, content, and process. It is fol-
lowed by a second section considering the social skills of 
the decision analyst that are required to facilitate the 
process of building and exploring the model. The third 
section discusses the types of models that apply the 
ingredients of decision analysis in different ways.

Decision Analysis Technology
Subsequent developments of the theory to accommodate 
multiple objectives and trade-offs (Keeney and Raiffa 
1976, Dyer and Sarin 1979) were axiomatic treatments 
for defining utility as representing an individual’s 
strength of preference, providing an interval scale of 
measurement between alternatives or consequences. 
These developments simplified decision analysis by 
replacing “utility” with “preference value,” thereby clar-
ifying the distinction in decision theory between risky 
and riskless choice, with anything considered as risky 
defined by the probabilities of uncertain events, by sepa-
rate risk criteria, or by both. This makes risk more explicit 
and understandable by the client.

It is useful to define the elements of decision theory as 
the ingredients of the theory’s applied form: decision 
analysis. Table 1 shows my view, which reflects the order 
in which a decision-analytic model is usually built: first, 
the structure of a decision model and then, its content, 
both requiring judgements from the client about whether 
to use them.

As in a cookbook, ingredients can be combined in dif-
ferent ways to suit the intended purpose. A five-step 
generic process that helps to guide the decision analyst is 
shown in Table 2. Of course, these five steps will be dif-
ferent depending on the type of problem, and there is a 
different recipe of ingredients and how to combine them 
for each of six main problem types: evaluate options, 
allocate resources, bargain and negotiate, choose and 
decide, manage risk, and revise opinion. I will discuss 
these later. In practice, iteration between identifying and 
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defining the two sets of ingredients and following the 
process typically accompany the model’s construction.

Overall, these 15 ingredients of decision technology, 5 
each for structure, content, and process, show that the 3 
key ingredients of decision theory (preference values, 
trade-offs, and probabilities) require at least some of the 
other ingredients to be incorporated in any realistic, use-
ful decision model. But, which ones are required for 
what problems (that is, for the decision analyst to deter-
mine in the initial stages of interacting with the client)?

The next section considers the social skills required of 
the decision analyst so that he or she can guide the con-
struction of a decision-analytic model that serves to help 
the client explore the future.

Social Skills
The above case studies show that working with groups 
of key players and developing requisite models are effec-
tive ways of enabling the accountable decision maker to 

resolve his or her unease and ensure that the problem 
owners are now moving forward in the same direction. 
But, how is the sense of unease resolved? Much depends 
on the social skills of the facilitator, which are different 
from the role of the group’s leader.

The role of the facilitator is to guide the process of con-
structing a decision model, whereas the leader’s role is to 
monitor and contribute to the content. But, this requires 
a particular set of social skills on the part of the facilitator, 
and after researching the skills of professional facilita-
tors, I discovered the work of Schein (1999). Schein 
(1999) explains that clients approach management con-
sultants to act in one of three relationships. The first is the 
expert; the client wants information that the consultant 
can pass on to them. The second is a doctor-patient rela-
tionship; the client wants the consultant to diagnose an 
organizational problem and prescribe the solution. The 
third is a process consultancy relationship; the consul-
tant uses his or her skills to help the client solve the 

Table 1. The 10 Ingredients of Good Decisions

Ingredient Definition

Structure
Objectives The aims or purposes to be achieved
Criteria Standards against which achievement of the objectives is assessed
Options Alternatives, decisions, choices, or courses of action for achieving the objectives
Events Happenings that can influence achievement of the objectives
Outcomes Ways by which the happenings influence achievement of the objectives

Content
Consequences The results or effects of the event’s outcomes
Preference values Extent to which the consequences are judged to achieve the objectives
Trade-offs The extent to which more value on one criterion can be balanced by less on another
Probabilities Degrees of belief about the occurrence of the outcomes
Risk attitude Extent to which the possibility of harm is judged to be tolerable

Table 2. The Process for Creating Any Decision Model

Process

1. Consider context. What has given rise to the sense of unease? What is the problem? What aspects of the physical and social 
environments are relevant? Understanding the context will influence assessment of preference values, trade-off weights, and 
probabilities.

2. Frame the problem. Can the problem be represented by a decision? Which of the 10 ingredients should be represented in the model? 
Is the problem more one of resolving uncertainty, one of conflicting values, or a combination of those two main features?

3. Provide content. What information is relevant to judgments of preference values, trade-offs, and probabilities? What expertise is 
needed for making those judgments, and what potentially different expertise is needed for judging value trade-offs?

4. Explore results. What results might change when considering different assumptions or judgements about the future? Conduct 
sensitivity analyses showing the extent to which results are robust to differences in experts’ judgements and imprecision in the data.

5. Agree on the way forward. What can be agreed by those engaged in the modeling that would be helpful to the decision maker? Can a 
narrative be constructed based on the modeling that points to possible ways forward? If not, appraise the accountable person who 
might do so.
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organization’s problems. This latter relationship best 
serves the construction of a requisite decision model.

In the 1980s, I was invited by a large UK organization 
to conduct a decision conference for them about whether 
to build a new factory to supplement their existing ones. 
They had previously spent a substantial amount of 
money to hire a decision analysis consultancy operating 
in doctor-patient mode: interviewing key people in the 
client organization, then leaving to build a decision 
model, and returning to the client with a PowerPoint 
presentation that explained the model and showed them 
the best course of action. The company subsequently 
told me that the consultants had not adequately tackled 
the underlying problem, and they hoped I could work 
with them in modeling the real problem.

Fortunately, information gathered by the consultancy 
group remained alive in the heads of those attending the 
decision conference, and together, we created a multicri-
teria model whose weights were conditional on the 
future direction of the market for their main product, 
with options of building a new factory, refurbishing 
an existing one, or making no changes. Sensitivity analy-
ses on the market weights led the group to prefer the 
refurbishment option, and that was soon implemented. 
The sense of unease increased with the doctor-patient 
treatment but dissipated with the process consultancy 
approach.

Process consultancy is not easy, largely because work-
ing with a client is a very different type of relationship 
than working for them. In the following paragraphs, I 
show what Schein’s 10 principles mean for decision ana-
lysts, though in a slightly different order from shown in 
his book (Schein 1999).

Always Try to Be Helpful
For decision analysts, this is the most important princi-
ple. Whatever you personally feel about the project or 
any of the participants, you carry on helping them to 
achieve their objective or primary task. When senior 
management halved the budget of a major project I was 
facilitating, I quit in protest. Bad mistake. I should have 
engaged with the management, saying that our original 
objective was now compromised; so, could I help them 
reformulate a more realistic purpose? Big projects rarely 
move smoothly, I have come to realize, yet it is essential 
to maintain the helping principle.

It Is the Client Who Owns the Problem and 
the Solution
Never, ever tell the client what to do, no matter how 
much they would like you to take on the doctor-patient 
role. You, the facilitator, are not the accountable decision 
maker, so if you are operating as a process consultant, 
you cannot take the monkey off the client’s back. Any-
way, you do not know enough about the background of 
the project, the culture of the company, or many other 
features that are relevant to a solution to take the decision 
maker’s unease onto yourself. You must do your best to 
help your clients shoulder their responsibilities, but that 
is it.

Always Stay in Touch with the Current Reality
As empathic human beings, we are easily influenced by 
what others are feeling, and this is particularly true in a 
group, especially at the start of a decision conference 
when decisions, judgements, and assumptions are 
thrown into the discussion. The facilitator may feel the 
decision maker’s sense of unease and begin to doubt 
whether any help at all can be made available to the cli-
ent. Your feeling of helplessness may be telling you what 
the social reality is in the group. The next principle will 
help you to sort out what is your reality as distinct from 
the group’s reality.

Access Your Ignorance
Access what you know, what you assume you know, 
and what you do not know. Of course, you cannot possi-
bly know more about your client’s problem, especially 
about its context, but you do know decision analysis. 
Pushing your feelings away because your client seems to 
know far more than you about his or her problem will 
make it more difficult to deploy what you know about 
decision analysis that might help.

The next two principles are particularly important at 
the start of a workshop or decision conference and will 
be easier to implement if a calling note has been sent to 
all participants well ahead of the actual meeting. The 
calling note is a letter or email from the client to each par-
ticipant that explains the administrative arrangements 
for the meeting (date, time, location, etc.), the purpose of 
the meeting (its main objective or primary task), a brief 
description of the anticipated stages in the meeting (not a 
fixed agenda but stages, such as those shown in Table 2), 
and how to prepare for it (reflect on what information, 
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experience, and data could be helpful to achieving the 
purpose). This ensures that each participant knows why 
they have been invited and therefore, arrives at the meet-
ing with an expectation that they can make a useful 
contribution.

Go with the Flow
To understand your client’s reality and the culture of the 
group, ask questions, and actively attend to the answers, 
responding by following through by asking for elabora-
tion. You start with pure enquiry, waiting, prompting, 
and listening, just focusing on what the problem is. A lit-
tle later, ask questions that explore your client’s sense of 
unease by asking what they feel about attempts to deal 
with the problem and what they are trying to achieve. 
Once you have begun to see the situation more clearly as 
an outsider and begun to consider which of the 10 ele-
ments of good decisions are relevant, start to ask ques-
tions that are sharing your ideas, usually beginning the 
question with “I wonder if [your idea],” which allows 
the client to agree or disagree.

Timing Is Crucial
As you become more confident that decision modeling 
might help, especially if you have worked for organiza-
tions in the same field and have accumulated knowledge 
that could be relevant to this new client, consider asking, 
“Have you thought about … ?” But, take care about 
doing this too early in your interaction because you are 
then potentially contributing to content, and you do not 
want to encourage the client to become dependent on 
you, moving to either the expert or the doctor-patient 
relationship. By listening carefully, you will be able to 
judge whether the client might be receptive to a sugges-
tion and take it in.

Everything You Do Is an Intervention
Anything you do or say, including saying nothing, should 
be in the service of helping the group to move forward 
without becoming dependent on you or expecting you to 
do their work for them. Every interaction with the client, 
even when you are only observing, has consequences for 
both you and the client, so you must ensure that the conse-
quences contribute to building trust and the helping rela-
tionship. Your main interventions include the following 
(Phillips and Phillips 1993). 

• Pacing the task. Set start and stop times, and 
ensure that all five process steps are completed when 
the meeting is scheduled to end. As the meeting pro-
gresses, the facilitator continuously revises the antici-
pated time for each stage, informing the group about 
progress (neither praising nor condemning) with a sim-
ple “We’re on track” or “We need to speed up” if time 
is pressing.
• Directing. Participants may allay anxiety by 

diverting the discussion to something safer. Rather 
than ignoring or dismissing the comment, the facilita-
tor might say, “Sorry, I’m unclear how this is relevant 
to our current task, which is to [restate it].” Depending 
on the response, you may need to bring the discussion 
back to the difficult issue.
• Questioning. Ask questions, such as “Why do you 

say that?,” “Say more,” “What is the evidence?,” “What 
are the implications?,” “What might the consequences 
be?,” “Are there any other perspectives?,” and so forth. 
Be sure that you and your client agree about the mean-
ing of the words and jargon. Common terms, like risk, 
benefit, impact, safety, harm, strategy, vision, and mis-
sion, can take on different meanings from one disci-
pline to the next and even within a discipline. For 
example, we decision analysts usually think of risk as 
the probability of something happening. But, in health-
care, risk is often seen as the probability only of harm, 
whereas other disciplines also include the magnitude 
of harm in the definition (Slovic 1987) and even the 
number of people who are exposed to the risk.
• Summarizing. Frequent summaries by the facilita-

tor serve to ensure that everyone shares the same 
understanding of the issues. They also create mile-
stones about progress and if saved on a computer, will 
help the facilitator in writing the report after the 
meeting.
• Reflecting. As the facilitator’s knowledge of the 

primary task deepens, it is worth checking that your 
understanding is accurate. Ask a participant who has 
stated their position on an issue, “You seem to be say-
ing [restate what you have heard]. Am I hearing you 
correctly?”
• Handing back in changed form. In effect, that hap-

pens as the model is being constructed, and it is possi-
ble to show expected or weighted values when only 
a part of the model has been completed. It was the 
participants’ scores, weights, or probabilities that were 
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input to the model, which now shows the results but in 
a changed form as expected values. Sometimes, the 
facilitator can question assertions like “We’ve already 
discussed and dismissed that issue” by saying “So are 
we no longer allowed to discuss it now that it has been 
raised again?” You may agree with the assertion but 
add a possible implication that “hands back” the asser-
tion with a new thought that might change the mind of 
the questioner. This is rather like an architect handing 
back to a client an agreed-on plan that can now be 
explored in three dimensions as if walking through the 
proposed building.

The one intervention that must not be made is to inter-
pret the behavior of individual participants or the group. 
Decision conferences and model-building workshops 
are not therapy groups, so any attempt to interpret will 
be met with anger and even hostility as the facilitator has 
overstepped his or her limited authority. For example, 
when training facilitators, I often engage participants in 
role-playing; I recall one session in which the trainee was 
having difficulty facilitating the group, and the session 
ended on a low note at the end of the day. At the start of 
the next session, I asked the trainee how he had felt about 
his facilitation the previous day; he severely criticized 
the group for being so uncooperative, but he had thought 
about it overnight and now believed he knew what to do 
next.

He started to redirect the group, but the resistance 
only increased his anger. I suggested he stop and instead, 
ask the group what they thought about how we could 
move forward. Within just a few minutes, he calmed 
down and worked with the group in a productive way. 
In reflecting later on the rapid shift to constructive work, 
he admitted that he had not appreciated how important 
it was to maintain his impartiality whatever he was 
feeling.

Be Constructively Opportunistic with 
Confrontative Interventions
Watch for the moments when the door is partly open 
and you feel it might be possible to confront the group 
with something new that could help bring about needed 
change. For example, in a decision conference attended 
by a company’s marketers and accountants, the market-
ers extolled the virtues of a new product, whereas the 
accountants derided it as being too expensive to develop. 
The facilitator challenged the group to find a way for the 

company to gain the advantages of the new product 
while also reducing the development cost. After many 
iterations of the multiattribute model, the group was 
able to agree on a new option that would share the devel-
opment cost with an outside organization and split the 
profits.

I have occasionally used a version of the “double- 
task” method proposed by Bridger (1990) as a confronta-
tive intervention, which is particularly useful if a verbal 
fight develops in a group. For example, leaders of teams 
developing new drugs were gathered for a decision con-
ference to agree how best to fund individual teams 
within a limited overall budget. Unsurprisingly, each 
leader defended their own patch as the verbal tempera-
ture in the room became increasingly heated, with many 
conversations going at once. When two people on oppo-
site sides of a large unmovable table stood shaking their 
fingers at each other, I stood and asked them to sit and 
for the group to stop talking. “We have gathered today 
to develop a portfolio of drugs,” I reminded the group. 
“Let’s call that Task A. I would like you now to stop that 
task. Instead, I want you to work on Task B, which is to 
consider how well we are doing on Task A.”

After a brief silence, someone said, rather quietly, 
“Not very well.” I waited, and gradually, others spoke; a 
thoughtful discussion ensued. After about 10–15 min-
utes, I felt that the group had confronted several reasons 
for their unhelpful behavior, so without commenting on 
their discussion, I suggested we stop Task B and resume 
Task A. Immediately, the group took ownership of the 
task and worked constructively on it.

Now, let us turn to the final two process consultancy 
principles. They are both about you, the facilitator.

Everything Is Data; Errors Will Always Occur and 
Are Your Prime Source of Learning
The facilitator can never know enough about the context 
of a problem to avoid errors in at least some interven-
tions. For example, I helped a private healthcare com-
pany wishing to compare the benefit-risk balance of the 
main imaging agents that enhance the image of a mag-
netic resonance imaging scan. The experts in a decision 
conference agreed about the available data on two favor-
able and six unfavorable events, so scoring was not a 
problem. But, when they attempted to judge the weights 
on the eight criteria, they could not agree, arguing that 
the weights depended on the patient’s age, clinical 
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characteristics, and many other factors. I asked them to 
consider a typical patient, so they invented one, enabling 
them to determine weights for that patient.

I was ready to leave it there, but the experts then ques-
tioned the usefulness of the model as it would not apply 
to all or even some of their patients. Eventually, it 
dawned on me that I had imported the “average patient” 
from my previous experience modeling the benefit-risk 
balance of new drugs for government regulators that 
approve new drugs. They use statistical data, obtained 
by pharmaceutical companies, from many patients, 
mainly means and percentages, representing the average 
patient as there was substantial variability from one 
patient to the next, but this was an irrelevant concept for 
the imaging company. Eventually, the experts devel-
oped eight different vignettes of patient types whose 
characteristics enabled the group to agree on different 
sets of weights for each vignette. My error was to import 
my understanding of drug approvals, which applies to 
populations of patients, into a situation where radiolo-
gists make decisions about individual patients.

When in Doubt, Share the Problem
Inevitably, there will be times when you are uncertain 
about what to do next, and this is true even for the most 
experienced consultants. Sometimes admitting that 
to the group will engage their helpfulness, especially 
if you can start the discussion by suggesting some 
options. At other times, it may be better to call a five- 
minute break and discuss your doubt in an aside with 
the leader.

Especially when I have been working with an organi-
zation on several projects, I might eventually feel there 
is something I am not quite getting right in my facilita-
tion, so I have hired an outside process consultant to 
explore my own sense of unease. They may well pick 
up a social reality that defines the culture or potential 
intelligence of the whole organization (Armstrong 
2005), which might be affecting my facilitation without 
being aware of it.

Guided by these 10 process consultancy principles, the 
facilitator will build a trusting relationship with the cli-
ent, which is crucial to ensuring that the construction of a 
model will help to resolve the client’s sense of unease. As 
the Irish philosopher O’Neill (2013) has argued, trust is a 
gift to be earned, which requires the trusted person to be 
competent, honest, and consistent.

Types of Decision Analysis Models
Six types of decision model that deploy at least one of 
probabilities, preference values, or trade-offs share a 
common feature that explains why they can effectively 
resolve the decision maker’s sense of unease, support 
change and innovation, and enable strategic planning 
for the future; they all serve as transitional objects.

Let us now see how that can work differently for 
each of the six. All these examples applied some version 
of decision conferencing or a combination with work-
shops to create the model, with groups of experts and 
key players participating in the modeling process; each 
group’s participants were engaged in collaborative dis-
course, sharing experiences, debating pros and cons, and 
constructing their preferences (Lichtenstein and Slovic 
2006) to the point of substantial agreement for a base 
case, with disagreements tested in sensitivity analyses. 
Part 3 of Decision Analysis for Creating the Future (Phillips 
2025) describes the following case studies in more detail. 
The next two case studies show the importance of 
the decision model as a transactional object as it helped 
two UK governmental agencies make decisions about 
multimillion-pound major projects.

Evaluate Options
In November 2003, UK Government ministers formed 
the Committee on Radioactive Waste Management 
(CoRWM), whose purpose was to recommend a long- 
term solution for managing the country’s high and inter-
mediate levels of radioactive waste, which had been 
accumulating for many years and was mainly stored 
above ground or at shallow depth where it was created. 
The review of options was to be open, transparent, and 
inclusive and to “inspire public confidence.”

In 2004, CoRWM commissioned a countrywide sur-
vey to obtain people’s opinions and concerns about 
radioactive waste, but the diversity of views was so 
wide that committee members felt uneasy about what to 
do with the findings. In the spring of 2005, CoRWM 
engaged Catalyze Ltd, the United Kingdom’s decision 
analysis consulting firm, which was formally associated 
with the London School of Economics, to explore how to 
use the survey information.

Many decision conferences with the committee 
throughout 2005 transformed the survey data into a 
value tree of nine nonfinancial impacts as objectives and 
26 criteria in clusters under the objectives.2 In facilitated 
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workshops, outside experts about the impacts devel-
oped fixed value functions as nine-point interval scales, 
with nine representing the maximum that was techno-
logically feasible today and one as minimally acceptable. 
The experts also scored the six storage options and three 
deep disposal options on each of the criteria. Figure 1
shows two examples. When agreement about scores 
could not be agreed on, a median score was entered for 
the base case, and high and low scores were recorded for 
later sensitivity analyses.

Although three subcriteria (monitoring, adaptability, 
and retrievability) were invoked in the definition of flexi-
bility, after the experts defined points 9 and 1, they then 
defined point 5 as half the value of the points 1–9 differ-
ence in value. (For some criteria, definitions for points 3 
and 7 also halved their five-point differences.) Thus, all 
criteria were constructed to be equal interval value 
scales. To assess weights, Catalyze devised a simple 
paired-comparisons approach (Thurstone 1959) compar-
ing cards showing the one to nine swings in value (indi-
cated by the up arrows in Figure 1) on the criteria so that 
weights could be assessed to establish a common unit 
across all the criteria.

This process was applied by an outside organization to 
various stakeholders and members of the public, summa-
rized in a report to CoRWM members. Stakeholders 
included older and younger citizens, local governments 
and communities, nongovernmental organizations, 

nondevelopmental governmental bodies, learned socie-
ties, and the Environment Agency.

A final three-day decision conference facilitated by 
two members of the CoRWM team and an external mem-
ber from Quintessa Ltd brought together the experts’ 
scores along with the average weights from each of the 
different stakeholder groups to establish a base-case 
MCDA model. During the consolidation, any disagree-
ments among the CoRWM participants were noted and 
tested on the third day in sensitivity analyses.

Results consistently favored deep disposal, even for 
weights from the different stakeholders. When experts’ 
optimistic scores for burial and pessimistic ones for dis-
posal replaced all the base-case scores, the difference 
between burial and disposal reduced a modest amount 
but still favored deep disposal. This was the first time 
that all nine members of the CoRWM committee were in 
agreement. One member, Pete Wilkinson, a former chair 
of UK Greenpeace, had consistently said he would never 
allow deep disposal because all rock is fissured, so radia-
tion would inevitably reach the biosphere. When I later 
asked him why he had changed his mind, he replied, 
“Because all the other options are worse!”

A final meeting of CoRWM, without Catalyze, to con-
duct a “holistic analysis” and construct a narrative from 
the decision analysis model led to 15 recommendations 
sent to the Environment Secretary, David Miliband, in 
July 2006. On October 25, 2006, he announced that 

Figure 1. Participants Compared Two Cards at a Time to Find Which of the 26 Cards Was the Largest Difference That Mattered 

Notes. Then, all of the other 25 cards were compared with the 100 card. This is a typical example.
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nuclear waste would be buried deep underground and 
that local councils will be invited to volunteer sites for 
this multimillion-dollar investment, appointing the 
Nuclear Decommissioning Authority (NDA) responsi-
ble for the process of site selection. Now 19 years later, no 
site has yet been chosen, and research continues at each 
of the three locations on the NDA’s current short list. An 
overview of how CoRWM managed to translate a trou-
blesome start into a solid final success can be found in 
Morton et al. (2009).

The decision model developed by CoRWM played 
several roles as a transitional object for well over a year. 
First, it served to summarize progress in constructing an 
MCDA model in a way that could be understood by an 
ordinary person at each of three stages: (1) structuring 
the original public enquiry into well-defined options and 
criteria, (2) scoring the options by experts chosen for their 
lived experience and knowledge about the criteria, and 
(3) weighting the criteria by different stakeholders.

Second, the various workshops and decision confer-
ences were facilitated impartially by group-process- 
trained specialists, with the developing MCDA model 
projected to encourage deliberative discourse analysis 
(Renn 1999). They ensured that the transparency of the 
MCDA model was maintained throughout its construc-
tion, thereby holding committee members’ uncertainty 
as they could see progress and anticipate the next steps.

Third, CoRWM received written feedback from the 
decision conferences from any person who had observed 
these open meetings, including from two observers who 
formally represented the United Kingdom’s Department 
for Environment, Food & Rural Affairs and the National 
Nuclear Corporation, a nuclear power plant design and 
construction contractor.

Fourth, the MCDA model held far more information 
than any one brain can manage without simplifying the 
problem down to the two or three most important objec-
tives. I have no idea how a “holistic analysis” could have 
been carried out. That holding function along with the 
decision conferencing process helped CoRWM members 
to develop a shared understanding of the issues, create a 
sense of common purpose, and build commitment to the 
way forward.

Allocate Resources
Imagine an organization that consists of many depart-
ments, each with its own budget. How does the 

president of the organization, the managing director, 
allocate resources to the heads of the department, the 
vice presidents (VPs)? One possibility is at a collegiate 
meeting, the MD and VPs collectively examining past 
performance and discussing what could be done better, 
thereby increasing budgets in areas of greater opportu-
nities along with reductions for areas of lesser opportu-
nities. Reducing is always difficult and can lead to 
behind-the-scenes “you scratch my back, and I’ll scratch 
yours” or at the very least, a kind of salami slicing, cut-
ting off small funds for some projects and adding other 
small amounts to other projects over time.

Another approach is portfolio decision analysis, in 
which each budget category is subjected to an MCDA 
decision analysis followed by a “merge meeting” where 
the MCDA models are brought together and a common 
unit of benefit is created so that the best combinations of 
options across the different budget categories, a portfo-
lio, can be determined. Money is the resource being allo-
cated, where “best” is defined in corporate finance 
textbooks as the priority index (PI):

PI � Risk adjusted Benefit
Forward cost :

For example, each set of vertical white blocks in the left 
panel of Figure 2 shows possible options for 12 projects, 
A through L, for a pharmaceutical company, each a 
medicinal product. The letter P identified the current 
plan for each project, numbered as they were originally 
ordered while the model was created.3 A plus sign 
represents a new option that would require additional 
resources. The software calculates a PI for each option in 
every project and reorders each project’s options from 
level 2 upward in decreasing order of PI as shown by 
the “cityscape” display of Figure 2. Benefits were the 
weighted averages of three criteria (meeting unmet 
medical need, NPV, and future potential) multiplied by 
the probability that the regulator would approve the 
product.

The options below the bold horizontal bars in the left 
panel of Figure 2 collectively maximize the PIs for the 
same total cost as the current plan. The lightly shaded 
football shape in the right panel of Figure 2 is an area that 
contains all possible combinations of options, with the 
best options indicated by the dots along the efficient 
frontier at the top. Also shown is the better portfolio for 
the same cost as the current plan as well as a cheaper 
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portfolio for the same cost as the current plan. Note that 
five current options, the X’s in the left panel of Figure 2, 
fall outside the better portfolio. Any portfolio within the 
darker-shaded triangle in the right panel of Figure 2
would be preferred to the current portfolio.

The group of project managers was surprised by this 
result and wondered what would emerge if the portfolio 
was driven only by NPV, so weights on the other two cri-
teria were set to zero. The group agreed that the resulting 
portfolio missed too many drugs developed for meeting 
unmet medical need. Another run with only the medical 
need criterion missed too many opportunities for mak-
ing money, and driving only by future potential was also 
found to be too future oriented so that might endanger 
the company’s current share price. So, the more balanced 
portfolio was then somewhat modified to reflect realistic 
constraints. The director of research and development 
commented that the cityscape display was the first time 
he had seen all projects’ options in one display, which he 
found very helpful.

In general, resource allocation models are first created 
individually by each project team, starting with defining 
their project followed by an strengths, weaknesses, 
opportunities, threats (SWOT) analysis to develop new 
options assuming that more resources are available, scor-
ing the options on the three criteria, and assessing the 
probability of the drug’s approval. Weighting in this 
type of model is of two types, both within and across 

criteria, which require knowledge across the projects, 
usually assessed by the organization’s senior manage-
ment, as these require trade-offs between the projects 
and among the three criteria.

Thus, the holding property of the individual project 
models and bringing them together is the primary function 
of the final model as a transitional object. For this organiza-
tion, it kept building over a period of three months. For 
fewer projects, it can take days or weeks. All the features 
of MCDA models as transitional objects described in the 
previous subsection are evident for resource allocation 
MCDA models plus the advantage of all project team lea-
ders seeing that their projects are fairly considered by 
senior management and given in-depth consideration.

Accepting that it takes time to develop this type of 
model might tempt the organization to speed up the pro-
cess by the more usual salami-slicing process. But, I 
should point out that this project revealed a large dis-
crepancy between the current plan and the better one: a 
probability-weighted Net Present Value (NPV) of $1.37 
billion. That is easily the equivalent of a blockbuster 
drug hidden by the previously inefficient method of allo-
cating resources. As an organization consistently applies 
the MCDA approach to resource allocation, the green 
area in the right panel of Figure 2 becomes thinner as 
low-hanging fruits are either accepted or discarded, and 
the current plan moves close to the efficient frontier 
(Phillips and Bana e Costa 2007).

Figure 2. (Left Panel) Options for Each of the 12 Projects 

Notes. Options below the bold horizontal line show the better plan. The X’s are the plan options that are excluded from the better portfolio. B, bet-
ter; C, cheaper; Combo, combination of drugs; Diff’n, differentiation; Form, formulation; Ind, indication; P, current plan; Ped’ic, pediatric drug; 
Pub’n, publication.
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Bargain and Negotiate
Negotiating among different parties to arrive at an 
agreed solution is an obvious candidate for help from 
decision-analytic modeling. Figure 3 shows an applica-
tion between management and unions, in which a nego-
tiator hired by a company was helped by decision 
analysts to build a model of 28 issues, with the two sides 
taking different stands (options) on the issues. Illustrated 
here are three of the issues: the terms of the agreement 
(one, two, or three years), length of the working week (35 
or 40 hours), and union recognition (only by National 
Labor Relations Board election and various other meth-
ods or based on card check).

The three issues clearly show many opposing values 
but also, asymmetries of interest in the top and bottom 
curves of Figure 3, not just zero-sum relationships (what 
one side gains the other side loses) as in the length of the 
work week. Furthermore, each side’s weights reveal that 
the two sides differ on the relative importance of the 
issues. Swing weighting the values and summing the 
products over all combinations of the 28 issues enable all 
possible combinations of issues to be represented within 
the football-shaped contract space on the right side of 
Figure 3.

Despite Howard Raiffa’s attempts to explain how this 
can work for many kinds of negotiation situations, most 
extensively in his last book with two colleagues (Raiffa 
et al. 2002), which contains the theory, practice, and case 
studies, this methodology is underused compared with 
all the other uses of decision analysis. DDI applied it 
extensively in the 1960s and 1970s for the Panama Canal 
treaty negotiations, for base rights and arms negotiation 
for the Pentagon and the State Department, and in vari-
ous cold war negotiations. A particularly notable suc-
cess was in establishing worldwide standards for oil 
tankers to reduce pollution of land and seas, which 
involved the U.S. Coast Guard in cooperation with the 
State Department and partners from many other coun-
tries supported by President Carter in 1977 and 1978 
(Ulvila and Snider 1980).

Negotiation models are dynamic in the sense that 
they change during the bargaining process as the sides 
become clearer about each other’s values. As the models 
change and identify asymmetry of interests and as parti-
cipants revise the issues and the stands on the issues, the 
model holds the substantial complexity, enabling trade- 
offs to be examined and iterating through possible trea-
ties, all the while containing the current understanding 
of the problem. A final agreement was developed that 
was acceptable to all the participating countries. More 
than 750 tanker oil spills worldwide in the 1970s were 
reduced to just 17 in the 2020s.

Overall, Cam Peterson reported that DDI’s experience 
with bargaining and negotiation models helped negotia-
tors prepare in advance, facilitate coordination between 
negotiators and their organization, improve implemen-
tation, anticipate positions of other delegates, and 
improve communications within the negotiation team. 
Thus, as transitional objects, they make it possible for all 
parties to continue engaging in a process of change that 
is perceived to be fair and unbiased, allowing negotia-
tions to be flexible and to widen the scope of issues, and 
that encourages the development of new alternatives.

Choose and Decide
Return now to the “new product” model mentioned 
at the start of this paper. Recall that the MD of a 
manufacturing company was concerned about introduc-
ing a new product to replace its highest-selling product 
because a recent safety issue might cause the govern-
ment to ban it. He had presented versions of the new 

Figure 3. Three of 28 Issues and the Preference Value Curves 
for Each Side Showing Their Different Stands on the Issues 

Notes. Adding the weighted preference values for each side provides 
a possible contract, which falls within the area bounded by the con-
cave and convex curves. Negotiations may begin with each side pro-
posing a contract that favors them as indicated by M and U. The 
model may show a contract on the concave efficient curve that is bet-
ter than both starting contracts. Mgt, management.
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product to his board for their approval, but they had 
been rejected 11 times in as many months. I helped him 
develop a decision tree; Figure 4 shows the first part of 
the tree, with probabilities of outcomes, whereas all other 
figures are expected values. Additional uncertain events 
are attached to each of the triangles in Figure 4.4

When the decision tree was rolled back, he could see 
that the expected value of the new product was £81.6 
and that the expected value of the old product was £77.2. 
This is not very different, so no wonder he and the board 
were unable to make a decision. However, he pointed to 
that key uncertainty, introduction of the new product 
clear or troubled, and said that the expected value at 
clear was £88.8 million but with a probability of only 0.6. 
He asked if he would then be justified in spending up to 
the difference, £11.6 million (88.8 minus 77.2), to ensure a 
clear introduction. “Yes,” I replied, “but can you be so 
sure?” “No, but I can get close even by spending less 
than half that amount.”

When board members were shown the original deci-
sion tree in a decision conference, each of three members 
disagreed with several probabilities, so their judgements 
were subjected to sensitivity analyses that collectively 
changed the expected values to favor the old product. 

However, any two combinations favored the new prod-
uct; because none of the board member believed all three, 
they approved the new product, and the MD hired a 
design consultant to redesign the product (Phillips 1982).

The point here is that the explicit structure of the prob-
lem had enabled the MD and board to hold the results of 
the 50 paths in the decision tree while they debated the 
probabilities and values. In particular, the MD could then 
see how to figure out the value of better information, 
which would allow him to take control of the risk inherent 
in the new product. He could now tolerate the remaining 
risk of the new project. This transitional object had revealed 
something that nobody had realized, and sensitivity analy-
ses showed that even if some changes were made, the new 
product alternative remained the best; consensus about the 
inputs was not required. A requisite model was realized. 
What had originally been implicit and subjective was 
made explicit, quantitative, and less scary.

Manage Risk
In June 2009, the World Health Organization declared that 
the H1N1 virus was a pandemic, causing influenza. It was 
not clear how serious the pandemic would be, but the 
numbers of people with the disease were rising. This pre-
sented a challenge to the European Medicines Agency 
(EMA) about how soon to approve vaccines whose full 
trials were incomplete. An early approval without the full 
data about safety and effectiveness could be criticized, but 
so could a later trial after the vaccine data were complete 
because deaths could have been avoided. The new 
benefit-risk team at the EMA recognized that this pre-
sented an opportunity for decision-analytic modeling. A 
small team of experts from the EMA staff met for a deci-
sion conference to see if an “explicit modeling-based 
approach to regulatory decision making could improve 
understanding, transparency, and communication” of the 
results (Phillips et al. 2013).

The group quickly constructed the decision tree 
shown in Figure 5.5 The approval alternatives of the end 
of September or October were followed by outcomes of 
the key uncertainties. Fully attaching those events led to 
24 future scenarios, 12 for each alternative, describing 
the deaths and serious diseases (DSDs) if 500,000 people 
were vaccinated in Europe. Thus, serious risks attended 
both options.

Deep discussion among participants about similar past 
worldwide pandemics suggested what might happen 

Figure 4. The Beginning of the New Product Decision Tree 

Notes. The values on the far right are the expected values from rolling 
the tree back from the preference values at their end positions. The 
final rollback provides the weighted preference values shown at the 
circles.
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and led them to formulate 11 assumptions about the 
future as well as probabilities that were often conditional 
on other events or independent. Subsequently, the model 
was slightly refined by a subset of participants, and a third 
one-hour telephone meeting engaged an expert from the 
European Centre for Disease Prevention and Control to 
help refine some of the inputs.

When the completed tree was rolled back, it showed 
expected DSDs for September to be 216,500 and for 
October to be 291,547. Thus, an expected (probability- 
weighted) 75,047 DSDs would be prevented by approving 
the vaccines at the earlier date. Many sensitivity analyses 
showed that probabilities about disease efficacy and safety 
only affected the number of lives saved for extreme proba-
bilities, which nobody believed. However, if the probabil-
ity of the disease being moderate, given delay to the end 
of October, were to exceed 0.84, then waiting until October 
for authorization could be justified, but nobody at the first 
meeting believed it would be that high. The vaccines were 
approved at the end of September.

And, what happened? The pandemic turned out to be 
milder compared with the 1918 virus infection. For this 
case, the transitional object only helped the EMA insofar as 
it could now justify an early approval of the vaccines. But, 
I have included it here because it shows that for any subse-
quent pandemic, decisions to be made by businesses, gov-
ernments, and policymakers could extend beyond the 
issues of concern to epidemiologists and statisticians and 
could include future consequences for the many socioeco-
nomic and health impacts and their associated decisions 
(Dillon et al. 2023) in the country affected.

It is transitional objects that can hold the uncertainties 
and anxieties that decision makers feel when faced with 
life-threatening events and when they must act despite a 
paucity of data. Models of possible future consequences 

that engage informed, expert human judgement are 
capable of supporting decision and policymakers about 
what we should do now to minimize future risks.

Revise Opinion
At an early meeting of Drug Science, I was asked to pre-
sent an overview of Bayesian statistics. When I showed 
graphically how probability distributions can be revised 
when new information is made available, one member 
observed that this is what we doctors do whenever we see 
a patient. We revise our opinions as the patient reports 
activities relevant to their medical condition and their 
symptoms, and we continue that process as we examine 
the patient and gather more evidence. Medical training in 
the United Kingdom apparently does not mention Bayes-
ian ideas or the research showing that more typically than 
not, most people do not revise probability beliefs very 
much when new information is presented to them com-
pared with revision with Bayes’ rule (Phillips et al. 1966). 
But, they are all informed about classical statistics as they 
must be able to interpret random controlled trials (RCTs). 
However, practicing physicians mainly now recall only 
that a p-level less than 0.05 is required for declaring a sta-
tistically significant result and that p < 0.01 is even better. 
And, sample sizes must be big, preferably larger than 100 
(or variations on these rules of thumb).

I was reminded of this when one of Professor David 
Nutt’s PhD students, Rayyan Zafar, started examining 
the effect of medical cannabis on children with chronic 
epilepsy. He had observed that 10 children’s epileptic 
seizures had substantially declined in number within the 
month after taking medical cannabis and had presented 
before-and-after bar graphs, one pair for each child. This 
seemed a perfect case to illustrate and report the data 
using Bayesian revision of the proportion of children 
whose seizures become fewer. At this early point, N � 10, 

Figure 5. Decision Tree About When to Approve the New H1N1 Vaccines, Taking Account of the Uncertainty in August 2009 of 
the Subsequent Disease Seriousness and the Efficacy and Safety of the Vaccines 

Note. DSD, death and serious disease.
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and seizures had substantially reduced or been elimi-
nated in all 10 children.

A plausible Bayesian analysis might start with a non-
informative prior about the proportion, θ, of severely 
epileptic children who benefit from treatment with 
medical cannabis. A Beta distribution is conjugate to a 
Bernoulli process (with successes and failures), which 
means that both prior and posterior are Beta distribu-
tions with parameters a and b. With both a and b set to 
one, the Beta is simply a constant 1 over values of θ�from 
0 to 1.0 as shown in Figure 6.6

The mean of any Beta distribution is a/(a + b), and 
applying Bayes’ rule simply adds successes (S) and fail-
ures (F) to the prior parameters. Thus, the mean of the 
posterior is (S + 1)/(S + F + 2) � 11/12 � 0.92. But, this is 
not a random trial with a small number of patients, so no 
reputable medical journal would accept the finding. Ray-
yan continued to treat children whose parents he had 
been contacting through two child epileptic charities. 
Again, all 10 improved. That brought the mean up to 
21/22 � 0.95, and coincidentally, the posterior distribu-
tion gives a 95% credible interval that the true proportion 
is between 0.86 and 1.00. The paper was finally published 
on the condition that the first 10 be considered a field 
study and that the second 10 be considered a confirma-
tive study (Zafar et al. 2021).

This was, of course, a humane decision as seizures per 
month reduced by an average of 82.4%, which is a mas-
sive improvement for epilepsy, so withholding the treat-
ment from a control group in an RCT would be seen as 

inhumane. Furthermore, for a prescribing physician, to 
be 95% sure of an improvement or at least more than 
86% sure provides information that is directly relevant to 
a decision, which is not true of significance levels and 
confidence intervals, which are both statements about 
the data, not about the medical condition.

For Rayyan, the Bayesian model served as a transi-
tional object by encouraging him to continue with his 
PhD research gathering more patients, knowing that 
medical cannabis was almost certain to help severely epi-
leptic children, despite critics saying that observational 
trials would require many more patients to be certain 
(Rawlins 2008).

Discussion
This paper has traced Savage’s 1952 small world of indi-
vidual decision theory through Raiffa and Schlaifer’s 
decision analysis in the 1960s as a way of modeling uncer-
tainty about the future to the recognition in the 1980s by 
Keeney and Raiffa that multiple objectives and trade-offs 
must also be considered by the decision maker. All deci-
sion analysis models now include multiple criteria, many 
uncertain events, or both, with acceptance today that this 
technical discipline is now well established as a sociotech-
nical system because technical reality and social reality 
interact, affecting the accountable decision maker as well 
as organizational and societal life.

This came about as applications of decision analysis to 
real-world problems and issues showed that models 
only needed to be “good enough” or requisite: that is, 
sufficient in form and content to resolve the issues at 
hand and later recognize that the model resolved the 
decision maker’s sense of unease about how to create a 
better future. We now know that requisite models serve 
as transitional objects, containing the important elements 
of good decisions and enabling the client and key players 
to hold their sense of unease and the anxiety it creates 
about what to do next while using the model to explore 
different scenarios about the future and better under-
stand how imprecision in the data and disagreements 
among the experts can be managed.

The decision analyst acts as a process consultant, 
exploring the client’s sense of unease, and builds with 
the client a model that will enable exploring possible 
futures. In a sense, providing technology that is a simula-
tor and handing back to the client in changed form 
(weighted and expected preference values) coherent 

Figure 6. A Uniform Prior with Parameters (1, 1) Is Revised 
by 10 Successes and No Failures to Give This Posterior Proba-
bility Density Function (11, 12) 

Phillips: Decision Analysis for the Practitioner 
16 Decision Analysis, 2025, Articles in Advance, pp. 1–18, © 2025 The Author(s) 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

19
8.

13
7.

19
0.

57
] 

on
 0

7 
Ju

ly
 2

02
5,

 a
t 0

6:
39

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



results about how decisions (alternatives and actions), 
judgments (assumptions and opinions), and preferences 
(likes and dislikes) can impact the future.

We have seen that decision analysis provides 10 
ingredients, 5 representing the structure of a model, 
objectives, criteria, options, events, and outcomes and 5 
providing content, consequences, preference values, 
trade-offs, probabilities, and risk attitude. The process 
for selecting the right ingredients for any problem and 
combining them can be accomplished in five steps that 
consider context, frame the problem, provide content, 
explore results, and agree on the way forward.

Those 10 ingredients and the five-step process of assem-
bling them for use are similar to Problem, Objectives, 
Alternatives, Consequences, Tradeoffs, Uncertainty, Risk 
Tolerance, Linked Decisions, with PrOACT as characteris-
tic of all models and URL as characteristic of uncertainty 
and linked decisions (Hammond et al. 1999). However, 
my split between structure and content ingredients is the 
order in which they are created, with structure first and 
then, content. Thus, replicating a model for a different con-
text often maintains the structure, whereas content will be 
different. An example is the 2010 model about the harm of 
psychoactive drugs in the United Kingdom (Nutt et al. 
2010), which has been replicated in the European Union 
(van Amsterdam et al. 2015), Australia (Bonomo et al. 
2019), New Zealand (Crossin et al. 2023), and the United 
States and Canada (whose reports have not yet been sub-
mitted for publication). Most of the 16 criteria have been 
applied in all these countries, with some modifications for 
the country, whereas about half or more of the 20 drugs 
are identical. The main differences are in the scoring of the 
drugs and the weighting of the harm criteria.

Creating a requisite model is an art that depends on 
the social skills of the decision analyst, which are rarely 
discussed in textbooks about decision analysis. Apply-
ing Edgar Schein’s 10 principles of process consultancy 
when working with a client goes a long way toward pro-
viding the skills that will develop the decision analyst’s 
trustworthiness as the helping relationship grows. Along 
the way, the decision analyst might need to remind the 
group that nothing is yet set in concrete; the result is 
merely a base-case model, which will be subjected to 
many sensitivity analyses.

The final section of the paper describes the six main 
types of decision models that have been developed and 
applied: evaluate options, allocate resources, bargain 

and negotiate, choose and decide, manage risk, and 
revise opinion. The initial structuring of any of the six 
models relies on the help of the decision analyst working 
with the client. Mainly for that reason, decision analysis 
models are unique to the situation at hand, largely 
because they are contingent on the context.

Conclusion
Whereas many decision analysts use their expertise to 
diagnose a client’s problem and prescribe an answer, 
this paper argues for a process consultancy approach: 
that is, a problem-solving approach to better understand 
the client’s sense of unease and work with the client to 
develop a model that can serve as a transitional object 
enabling the client to safely explore alternative futures. 
This process will impact the client’s risk attitude, making 
it possible to move forward confidently, despite there 
being no single correct answer. At no point does the deci-
sion analyst suggest to the client what they should do.
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Endnotes
1 This was a 55-pound computer with a keyboard, 5-inch cathode ray 
tube display, and tape drive that was programmable in either Basic 
or A Programming Language with 64 K (not a mistype) of memory.
2 We used Hiview3, which is available at http://www.catalyze 
consulting.com/downloads/executables/Hiview-3.2.0.7.exe. The pro-
gram is now free and can be unlocked with the security code 
10741010EHDD.
3 We used Equity3, which can be obtained at https://www.catalyze 
consulting.com/downloads/executables/equity-3.4.0.6.exe. The program 
is now free and can be unlocked with the security code 10061602KCDZ.
4 They are displayed here using DPL9, which is available at www. 
syncopation.com.
5 This is shown here with DPL, but originally, it was shown with 
Excel Add-in TreePlan software, which is available at https:// 
treeplan.com/download/.
6 See https://www.medcalc.org/manual/beta-distribution-functions.php.
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