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Abstract. Firms increasingly use a combination of image and text description when dis
playing products and engaging consumers. Existing research has examined consumers’ 
response to text and image stimuli separately but has yet to systematically consider how 
the semantic relationship between image and text impacts consumer choice. In this 
research, we conduct a series of multimethod empirical studies to examine the congruence 
between image- and text-based product representation. First, we propose a deep-learning 
approach to measure image-text congruence by building a state-of-the-art two-branch neu
ral network model based on wide residual networks and bidirectional encoder representa
tions from transformers. Next, we apply our method to data from an online reading 
platform and discover a U-shaped effect of image-text congruence: Consumers’ preference 
toward a product is higher when the congruence between the image and text representa
tion is either high or low than when the congruence is at the medium level. We then con
duct experiments to establish the causal effect of this finding and explore the underlying 
mechanisms. We further explore the generalizability of the proposed deep-learning model 
and our substantive finding in two additional settings. Our research contributes to the liter
ature on consumer information processing and generates managerial implications for prac
titioners on how to strategically pair images and text on digital platforms.
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1. Introduction
In the digital era, firms increasingly utilize multimodal 
product presentation, such as a combination of image 
and text, to communicate with consumers. Amazon 
presents cover images and short descriptions for its 
books, on social media platforms such as Twitter and 
Facebook, brands display images along with their 
posts. In practice, firms often pair images with textual 
content based on heuristic considerations. Limited 
research exists on how to couple image and text and 
how consumers respond to different combinations 
thereof. How do we measure the semantic relationship 

between image and text? What combination of image 
and text can yield positive responses from consumers 
and why? In this paper, we set out to answer these 
questions.

Researchers have long been interested in how unstruc
tured data such as image and text affect consumer choice 
and perception. However, thus far, the two media for
mats have largely been analyzed separately in marketing 
research. For text, marketing researchers have used vari
ous methods including entity extraction, topic modeling, 
and relation extraction to study how the content and text 
sentiment can affect consumer preferences (Berger et al. 
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2020). For images, important picture features have been 
identified to affect consumer information processing, 
which include aesthetic features such as colorfulness, 
color composition, and surface size, as well as content 
features such as the presence of human faces (Finn 1988; 
Pieters and Wedel 2004; Wedel and Pieters 2008, 2015; Li 
and Xie 2020). Furthermore, recent developments in 
machine learning allow us to study images in a more 
automatic way. Zhang et al. (2022) used machine learn
ing to conduct large-scale image analytics and examined 
how dwelling images affect demand on Airbnb. Dew 
et al. (2022) developed algorithms to extract logo fea
tures, which are shown to predict consumers’ perception 
of brand persona.

One significant limitation of the existing research, 
however, is that images and text have been examined 
independently. Marketing literature has yet to system
atically consider how the semantic relationship between 
image and text impacts consumer choice. In other 
words, how do image and text jointly affect consumer 
perception and choice? Must the information contained 
in the image be consistent with that conveyed by the 
text and vice versa? What happens if the two media for
mats are not aligned in the information they convey? 
Answers to these questions can shed light on how con
sumers process image and text information during 
product choice and help managers strategically couple 
images and text to boost consumer preference.

To answer these questions, we examine the effect of 
image-text congruence in this research. From the perspec
tive of information processing theory, image-text congru
ence refers to the degree to which the two media formats 
holistically adhere to the general focus of the plot (Heck
ler and Childers 1992). In marketing research, the congru
ent or incongruent relationship between image and text 
has traditionally been coded by human annotators in 
experimental (Heckler and Childers 1992, Lee and Mason 
1999) and empirical studies (Li and Xie 2020), limiting 
this concept’s application to more general contexts or to 
larger-scale data. In this research, we propose a deep- 
learning approach to measure the image-text congruence 
in a more systematic and scalable way. Our approach 
employs cutting-edge image and text embeddings (wide 
residual networks (WRNs) and bidirectional encoder 
representations from transformers (BERT)) to extract the 
semantic meaning from images and text, respectively. 
Furthermore, we jointly train the image and text embed
dings by fitting a supervised deep-learning model with 
two-branch neural networks. By considering the two 
information sources simultaneously, our method cap
tures their semantic relationship better than analyzing 
each source separately.

We apply this two-branch deep-learning method to 
the data from an online reading platform that offers 
ebooks and audiobooks to young readers. Our data 
include detailed browsing and choice behaviors from 

approximately 16,000 users over a period of seven 
months in 2019. We demonstrate that our proposed 
deep-learning model can evaluate the semantic con
gruence between a book’s cover image and text 
summary in a scalable and reliable way. With the 
measured image-text congruence, we further identify 
an interesting U-shaped relationship between congru
ence and consumer preference. Consumers are more 
likely to choose a book when the congruence between 
its cover image and text summary is either high or low. 
Surprisingly, there is a “dull zone” around the medium 
level of congruence, indicating that consumer prefer
ence is the lowest when the congruence level between 
book cover and summary is moderate. This result is 
obtained after controlling for book quality indicators, 
image characteristics, and text characteristics.

The U-shaped relationship between image-text 
congruence and consumer preference has important 
managerial implications and, to the best of our knowl
edge, has not yet been documented in the literature. 
The results based on observational data, however, suf
fer from two limitations. First, the results may be sub
ject to endogeneity bias, as a product with a higher 
level of (unobserved) quality may exhibit a certain 
degree of image-text congruence and be more appeal
ing to consumers. Second, observational data may 
lack important underlying variables to explore the 
mechanisms behind this U-shaped effect.

To overcome the aforementioned limitations, we 
conduct two additional studies. In a controlled experi
ment, we manipulate the level of image-text congru
ence while keeping the other image- and text-features 
constant. Results from this experiment replicate the 
U-shaped relationship identified in our observational 
study and thus confirm the causal effect of image-text 
congruence on consumer preference. In a second 
study, we explore the potential mechanisms for the 
identified effect of image-text congruence. Based on 
the information processing literature (Houston et al. 
1987, Heckler and Childers 1992), we hypothesize that 
the effect of image-text congruence is driven by two 
underlying constructs: relevancy and surprise, where 
the former reflects how much the image and text per
tain directly to the meaning of each other and the lat
ter reflects how much the information in one media is 
unexpected based on the meaning of the other. Our 
analysis confirms that relevancy and surprise can both 
increase consumer preference, albeit through different 
routes. When relevancy is the driving force, which cor
responds to a high level of image-text congruence, con
sumers are likely affected by the fluency between the 
information sources and thus make a favorable choice. 
In contrast, when surprise is the driving factor, which 
corresponds to a low level of image-text congruence, 
the content embedded in image and text diverges so 
that consumers tend to spend more time processing the 
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information. This high level of elaboration brings more 
consumer attention to the product, which could also 
lead to a higher choice likelihood. High elaboration 
likelihood may also allow a deeper level of connection 
between image and text to be found, so that consumers 
have a greater chance to experience an “Aha” moment.

To examine the study’s generalizability, we apply 
our model to two additional contexts: movies and 
home-sharing properties. In the first context, we mea
sure the congruence between the poster image and 
the movie summary, and in the second context, 
we measure the congruence between a dwelling’s pro
file image and its description. Results show that in 
both contexts, our deep-learning model can achieve 
good performance in measuring image-text congru
ence, indicating that our measurement method is gen
eralizable. Furthermore, we replicate the U-shaped 
effect of congruence in the movie context but identify a 
positive correlation in the home-sharing context. These 
findings indicate that the relative magnitude of the two 
drivers, relevancy versus surprise, could be context 
dependent. In scenarios where consumers prioritize 
clarity and certainty, such as in the home-sharing set
ting, surprise plays a relatively less important role in 
the decision-making process and information fluency 
becomes the main driver, so that higher levels of con
gruence lead to more favorable consumer responses.

This study contributes to the marketing literature in 
several ways. First, utilizing large-scale real-world 
data, we uncover an interesting U-shaped relationship 
between image-text congruence and consumer prefer
ence, which has not yet been documented in the litera
ture. Second, in addition to using field data, we 
further employ an experimental approach to establish 
the causal effect of the congruence and replicate the 
U-shaped relationship. Furthermore, we investigate 
the mechanism underlying this U-shaped relation
ship. We identify that the drivers behind this effect 
are the level of relevance and surprise between the 
semantic meaning of the image and text. Consumer 
preference is high when the information embedded in 
an image-text pair is highly relevant or when one 
medium contains information unexpected from the 
other. This pattern shows that the impact of image- 
text congruence extends beyond mere relevance, the 
element of surprise between image and text also plays 
a significant role. Based on empirical results, our 
research offers vital managerial implications related to 
the pairing of images and text in various settings of 
product presentation and social media communica
tion. In particular, our findings can help managers 
strategically plan their multimodal content to engage 
customers more effectively.

The paper proceeds as follows. We briefly discuss 
the relevant literature in Section 2. We present the 
setup of our proposed deep-learning method for 

measuring image-text congruence in Section 3, and in 
Section 4, estimate the effect of image-text congruence 
using observational data. In Section 5, we conduct a 
controlled experiment to replicate the main findings. 
We discuss the results and investigate the mecha
nisms in Section 6. In Section 7, we explore and dis
cuss the generalizability of our proposed method and 
our substantive findings. Section 8 concludes with the
oretical contributions, managerial implications, and 
future research directions.

2. Related Literature
Marketing research has recognized that consumers 
often need to process information from multiple 
modalities. Information from different modalities has 
distinct properties, contributes differently to the per
ceived meaning of the whole, and requires different 
underlying structures to analyze. Furthermore, consu
mers’ processing of information from multiple modal
ities tends to be interconnected and interdependent 
(Biswas and Szocs 2019, Grewal et al. 2021). In this sec
tion, we briefly summarize related research in text 
analysis, image analysis, and the interplay of the two 
data modalities in marketing applications and discuss 
how our paper contributes to the literature.

2.1. Text Analysis in Marketing Applications
As the most frequently used medium in market com
munication, textual data have long been analyzed 
to study consumer attitudes, behavior, and choices. 
Empirical studies in this stream have analyzed textual 
content generated by various sources, including consu
mers (online reviews, social media content, and offline 
word of mouth), firms (owned media, advertisements, 
and customer service agents), and other sources such 
as news and movies. Previous studies have analyzed 
how the sentiment and the semantic meaning of tex
tual data provide marketing insights and how these 
insights are related with consumer preference and 
choice (Decker and Trusov 2010, Archak et al. 2011), 
motivations (Chung et al. 2022), default behavior (Net
zer et al. 2019), market structure and competitive land
scape (Lee and Bradlow 2011, Netzer et al. 2012), and 
firms’ stock performance (Tirunillai and Tellis 2012). 
Our research contributes to the line of literature that 
examines how the semantic meaning of firm-generated 
text influences consumer preference and choice.

Automated textual analysis tools that have been 
applied in marketing include methods such as entity 
extraction, topic modeling, and relation extraction (see 
Berger et al. (2020) for a detailed review). Among the 
most recent developments, relation extraction techni
ques such as Word2Vec (Mikolov et al. 2013) and 
BERT (Devlin et al. 2018) provide a powerful tool to 
extract semantic information from textual data. This 
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group of techniques uses deep-learning models to 
reconstruct word representations via a vector space so 
that the distance between word vectors reflects the 
semantic (dis)similarities between them. For example, 
Timoshenko and Hauser (2019) used word embedding 
to identify customer needs from online user-generated 
content and showed that the insights extracted through 
large-scale automatic text mining are comparable to 
those identified through traditional qualitative market
ing research.

2.2. Image Analysis in Marketing Applications
In parallel to text analysis, marketing literature has 
recognized that imagery components in advertising 
are very effective in capturing attention and affecting 
preference (Pieters and Wedel 2004, Li and Xie 2020). 
Various image attributes, including image aesthetics 
(such as colorfulness and color composition), image 
content, and image quality have been identified to 
affect consumer perception and choice. Valdez and 
Mehrabian (1994) found that colorfulness, including 
color saturation and lightness, drives pleasure and 
arousal. Finn (1988) and Wedel and Pieters (2015) 
showed that the consumer’s attitude toward adver
tisements can be affected by visual aesthetic character
istics such as the color contrast of an image. Deng 
et al. (2010) found that, although consumers generally 
prefer a small number of common colors, a contrast
ing color that highlights a single distinctive element of 
a product design can stand out and affect consumer 
preference. Hagtvedt and Patrick (2008) and Zhang 
et al. (2022) showed that high-quality images posi
tively affect consumers’ evaluation of product and 
product sales. Li and Xie (2020) further reported that 
the colorfulness, the picture quality, and the presence 
of human faces attract more engagement and sharing 
on social network platforms.

Although many of these studies used human anno
tators to extract predefined attributes, more recent 
studies have adopted machine learning methods to 
automatically identify image features. Using Airbnb 
data, Zhang et al. (2022) applied machine learning to 
explore which lower-level image attributes can influence 
perceived image quality and therefore affect demand. 
They identified systematic differences between verified 
and unverified images pertaining to several interpret
able attributes and quantified the value of verified 
photos as thousands of dollars on average. Dzyabura 
and Peres (2021) used a visual elicitation platform and 
created a mapping between brand visuals and brand 
characteristics. Hartmann et al. (2021) leveraged deep- 
learning methods to identify consumer-selfie images 
and brand selfies, finding that the former receive more 
user engagement whereas the latter bring more brand 
engagement. Furthermore, Feng et al. (2021) applied a 
deep-learning approach to facial images to predict 

celebrity visual potential. Troncoso and Luo (2022) 
examined the fit between the profile pictures of appli
cants and job posts on a freelancer website and found 
that a higher fit leads to a higher likelihood of being 
hired.

2.3. Image-Text Congruence and Consumer 
Preference

As multimodal product presentation becomes the status 
quo on many online platforms, an important question 
arises: How do image and text jointly affect consumer 
perception and choice? In particular, researchers are 
increasingly interested in the effect of image-text con
gruence, that is, the degree to which different modali
ties of data holistically adhere to the general focus of the 
plot.

Among the few existing empirical studies, the fit 
between image and text content is generally reported to 
have a positive effect on consumer outcome. Li and Xie 
(2020) examined how the degree of relevance between 
the image and text content affects user engagement on 
social media. They found that image-text fit increases 
liking by 42.5% on Twitter compared with the lack of 
image-text fit. Using the hotel-booking context, Van 
Rampay et al. (2010) also reported a positive correlation 
between image-text congruence and consumer prefer
ence and showed that the effect is mediated by informa
tion processing fluency.

Interestingly, both Li and Xie (2020) and Van Ram
pay et al. (2010) proposed potential boundary condi
tions for the effect of image-text fit. In contrast to the 
positive effect on Twitter, Li and Xie (2020) found no 
such effects on Instagram. They attributed the differ
ence to the potential impacts of platform contexts: users 
primarily visit Instagram for high-quality photos while 
they visit Twitter for breaking news or stories, and 
therefore, the image-text fit contributed more to user 
engagement on Twitter than on Instagram. Van Ram
pay et al. (2010) identified that the mediation effect of 
information fluency is conditional. There could be 
situations where the incongruity between the image 
and the text could attract attention by signaling that 
“there is something going on.” When this happens, 
incongruence could result in positive effects on con
sumer preference.

The different effects of image-text congruence seem 
to suggest that congruence could be a multidimen
sional concept and that the effect of each dimension 
depends on the information-processing mechanisms 
evoked in specific empirical contexts. As a classic 
work, Heckler and Childers (1992) decomposed image- 
text congruence into relevancy and surprise. Relevancy 
is defined as “material pertaining directly to the mean
ing of the theme.” For example, the image and text in a 
print ad would be considered relevant if the informa
tion contained in the stimulus contributes to, rather 
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than distracts from, the primary message being com
municated. Relevancy improves consumer attitude 
and choice through information processing fluency, 
which is consistent with the findings in Van Rampay 
et al. (2010). The second dimension, surprise, or equiva
lently, unexpectancy, is negatively associated with con
gruence. It refers to the degree to which a piece of 
information deviates from some predetermined pat
tern or structure evoked by the theme (Houston et al. 
1987). Contrary to relevancy, surprise drives the effect 
of congruence on consumer attitude in the opposite 
direction through “intriguing consumers by presenting 
a puzzle to be solved.” Thus, relevant but unexpected 
information can evoke additional elaboration proces
sing and thus increase memory and recall (Heckler 
and Childers 1992) and lead to favorable evaluation 
responses (Lee and Mason 1999).1

Current substantive understanding on the effect of 
image-text congruence, however, suffers from some 
limitations. First, most existing research in this domain 
has been conducted in laboratory experiments (Heckler 
and Childers 1992, Lee and Mason 1999, Van Rampay 
et al. 2010), so large-scale empirical research is needed 
to examine image-text congruence in the real-world 
context. Our research fills this gap and answers the call 
to study the interactive effect of multiple modalities on 
consumer information processing (Grewal et al. 2021). 
Second, existing research has largely measured image- 
text congruence using a dichotomous scale (Heckler 
and Childers 1992, Lee and Mason 1999, Van Rampay 
et al. 2010, Li and Xie 2020), that is, congruence versus 
incongruence as a whole or along the subdimension of 
relevancy and expectancy. The lack of granular mea
surement on image-text congruence may lead to the 
overlooking of complex relationship such as nonlinear 
effects of congruence on consumer preference. To over
come this limitation, we adopt a two-branch neural net
works model and measure the degree of congruence 
between the information embedded in the image and 
text, respectively. With this more advanced metric, our 
paper uses large-scale real-world data and identifies a 
nonlinear effect of image-text congruence on consumer 
choice, thereby making a substantive contribution to 
the literature.

Lastly, it is worth mentioning that our research is 
different from the studies that contrast visual and tex
tual stimuli. For example, Pieters and Wedel (2004) 
compared pictorial and text elements and found that 
the former captures consumer attention better than 
the latter in print ads. Zhang and Luo (2022) found 
that user-posted photos in online reviews have a posi
tive impact on restaurant survival beyond the textual 
review content. Instead of evaluating which stimulus 
is more effective, our research focuses on understand
ing how the semantic relationship between image and 
text affects consumer choice and why. Insights from 

our study will have important managerial implica
tions on how to best couple multiple modalities of 
media to achieve positive consumer outcomes.

3. Measuring Image-Text Congruence: 
A Deep-Learning Approach

Despite the long-recognized importance of image-text 
congruence (Dew and Ansari 2018, Li and Xie 2020), 
image and text are two modalities of data that are dif
ficult to compare directly. Measuring image-text con
gruence has been challenging, especially when the 
goal is to create a metric in an automatic and scalable 
manner. Drawing on recent developments in com
puter vision (CV) (He et al. 2016) and natural lan
guage processing (NLP) (Devlin et al. 2018), we adopt 
a deep-learning approach and use the architecture of 
two-branch neural networks to measure the semantic 
congruence between two different modalities (image 
and text). Next, we describe our deep-learning model 
setup to measure the image-text semantic congruence 
and present some examples to illustrate our metric 
output.

3.1. Two-Branch Neural Networks for Image-Text 
Congruence

Built on the architecture of two-branch neural net
works (Wang et al. 2018, Wei et al. 2020, Xu et al. 2020, 
Ge et al. 2021), our proposed approach extracts seman
tic meanings from image and text, respectively, and 
connects the two-branch networks with a prediction 
network layer (transforming two modalities into a 
common modality) to jointly train the prediction model 
with human annotations. Figure 1 depicts our model 
architecture. In sum, our approach takes three steps: (1) 
embedding the cross-modality data (i.e., image and 
text) into respective numerical vectors, (2) computing 
the distance between the vectors to measure the (dis)
similarity, and (3) optimizing the loss function between 
the predicted similarity and the human-annotated con
gruence data based on back propagation. Next, we pro
vide an overview for each of the three steps. 

Step 1: We first use embedding methods to extract 
semantic meanings from raw data. For image proces
sing, we adopt the Wide-ResNet-50-2 embedding 
(WRN-50-2) (Zagoruyko and Komodakis 2016), which 
is pretrained on ImageNet and is an improved modifi
cation of the WRN method. As an advanced image 
embedding method, WRN widens the residual blocks 
with shallow depth and outperforms the traditional 
residual network (ResNet) method on many vision 
tasks including image classification and object detec
tion (Zagoruyko and Komodakis 2016). In our model, 
the adopted WRN-50-2 is set with a depth of 50 and a 
widening factor of 2. For text analysis, we adopt BERT, 
which has been proposed to generate an embedding 
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vector for each word (or text chunk) by directly learn
ing from the context rather than using predesigned sta
tistical algorithms such as TF-IDF (Devlin et al. 2018). 
The core idea is to pretrain the network on a gigantic 
corpus such as Wikipedia and web pages so that uni
versal semantic embeddings can be generated. In this 
research, we adopt the BERT-based embedding pre
trained on Chinese Wikipedia (Cui et al. 2020). For 
more details on our image and text embeddings, please 
see Online Appendix A.

Step 2: In the next step, we jointly process image and 
text embeddings to understand the semantic congru
ence between these two media modalities. To achieve 
this goal, the backbone of our approach involves repre
senting the two modalities into a common modality 
(Hardoon et al. 2004) and then calculating the (dis)simi
larity.

As illustrated in our two-branch model (Figure 1), 
the left branch encodes the image RGB into image 
embeddings and the right Transformer encodes text 
tokens into text embeddings. Then, we fix the para
meters of all layers of the image embedding except the 
last fully connected layer, and reinitialize the vectors, 
so that the output image embedding has the same 

length as the output dimension of the text. In our case, 
the last embedding layer of ResNet50 outputs 2,048 
dimensional features (i.e., M1 ∈ Rn×2048) and BERT out
puts 768 dimensional features (i.e., M2 ∈ Rn×768). We 
reinitialize the last fully connected layer of ResNet50 
as a 2,048 × 768 matrix (denoted as W ∈ R2048×768). All 
parameters of ResNet50 before this fully connected 
layer are frozen and untrainable.2

After the transformation in the last layer, the embed
dings of the two branches result in the same dimension. 
We then calculate our model-based congruence using 
cosine similarity: ŷ � cosine(M1W, M2): Here, the cosine 
similarity ranges between –1 and 1. The larger the cosine 
similarity values, the smaller the angle between the vec
tors, the closer the semantic meaning between the image 
and text. We choose cosine similarity because it measures 
the angle between two vectors and is not affected by the 
length of vectors.3 When the vectors are not normalized 
by preprocessing, cosine similarity is highly desired. This 
is especially true for texts, because the length of texts 
often varies across different samples (Young et al. 2014, 
Wang et al. 2018, Dhillon and Aral 2021).

Step 3: In the last step, we train the model with 
human-annotated data on image and text congruence. 

Figure 1. Two-Branch Neural Networks for Image-Text Congruence 

Note. Source of the bird image used in illustration: National Park Service.
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The formalization of our model and the loss function ℓ 
can be written as ℓ(y, ŷ) � 1

n
Pn

i�1 (yi� ŷi)
2, where yi 

denotes the true image-text congruence and ŷi denotes 
the model output, i ∈ {1, : : : , n}.

Because WRN and BERT are pretrained on hypers
cale datasets such as ImageNet (Deng et al. 2009) and 
Wikipedia to generate universal semantic embeddings, 
they can be fine-tuned with a small amount of labeled 
data to accommodate the specific task at hand (Bengio 
2012, Tan et al. 2018). In our study, we randomly sam
ple 4,000 pairs of image and text. For each pair, three 
independent annotators from a major U.S. research 
university rate the level of congruence between the 
image and text and the average score is used as the 
ground truth. See Online Appendix C for an illustra
tion of the annotation interface. With the ground truth, 
we implement the model using PyTorch with the 
default PyTorch SGD setting.4 For parameter tuning, 
the image-text pairs are split into a training set of 3,700 
pairs, a validation set of 100 pairs, and a test set of 
200 pairs. The model parameters are then estimated 
through supervised learning by minimizing the mean 
squared error (MSE) between the predictions and the 
ground-truth labels.5 The convergence plot indicates 

that the loss function for both the training and the test 
set achieved satisfactory performance. The correlation 
between our predicted score and the ground truth is 
0.78 and the MSE is 0.03. Please see Online Appendix D 
for more details on model training.

3.2. Congruence Prediction Illustration
To illustrate the congruence measure predicted by our 
model, we select three pairs from our sample, which 
correspond to low, medium, and high congruence 
between the image and text. Table 1 presents the 
image, the text, and the model-predicted congruence 
score for each pair. As seen there, our model output 
demonstrates a reasonable level of agreement with 
human interpretation. For the first pair, our model 
predicts the congruence to be low (0.23), which seems 
reasonable as the text does not describe the image 
well and the mention of “seaweed” and “magical 
grass” is unexpected based on the image. For the pair 
in the middle, the text mentions the winter and snow, 
which is somewhat related to the content of the image. 
Accordingly, our model predicts the congruence to be 
0.59. Finally, the text and the image in the last pair are 
related to the idea of “School of Elephants: A Trip to 

Table 1. Predicted Congruence Score for Three Examples of Image-Text Pairs

Image Text Congruence prediction

Who Wouldn’t Want to Be a Piece of Seaweed 
Deep down on the red sea’s ocean floor, there is a 

patch of magical grass unreachable by the outside 
world.

0.23

What Do You Get from Mixing Snowflakes and Salt 
The north’s winter means chilly weather and swirling 

bouts of snow. In the midst of this beauty lies 
hassle for commuters. How can we make the snow 
go away?

0.59

School of Elephants: A Trip to the Zombie Land 
Hello dear friends, the four troublemakers from the 

School of Elephants are back! What adventure do 
they have to share this time? Let’s start reading!

0.81

Note. The congruence score was predicted by our two-branch neural network model.
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the Zombie Land,” which matches the high prediction 
(0.81) from our model.

4. Empirical Study and Modeling
In this section, we apply our deep-learning method to 
an empirical setting to measure image-text congruence 
and examine how this construct affects consumers’ 
product choice decision. Data for this analysis come 
from a leading platform company specializing in K–12 
extracurricular online reading in China. The company 
offers a mobile app providing ebooks and audiobooks 
for elementary and middle-school students. Users pay 
a one-time subscription fee to consume the reading 
content, and once subscribed, they have unlimited 
access to all materials on the app. No other fees or 
in-app purchases are needed to consume the content.

4.1. Sample Description
The collaborating firm provides a random sample of 
15,966 unique users (20% of the total user base) and their 
consumption activities over a period of seven months 
from June to December 2019. Table 2 presents the sum
mary statistics. Across all users, the average age is 10.42 
(standard deviation (SD)� 2.26) years, with an even split 
between boys and girls. A unique aspect of our data is 
that we can observe the complete time series of con
sumption for a user after she/he joins the app. Our 
observations are organized by “product session.” Each 
product session corresponds to an incidence during 
which a user consumed the content of a product. A 
product session begins when a user starts to browse a 
product and ends when the user starts to browse 
another product or stays inactive for more than five min
utes. Note that our research objective is to study the 
choice of new products. Therefore, we exclude the ses
sions if the product is a repeated choice. In our final sam
ple, each user on average has 8.72 sessions (SD� 12.04) 
and the most frequent user has 233 sessions in our data.

The bottom panel of Table 2 presents the summary 
statistics for the sessions. There are two product cate
gories on the app: audiobooks and ebooks. Out of the 
138,920 product sessions in our data, roughly 53.4% 
(n� 74,196) are audiobook sessions and the remaining 

46.6% (N� 64,724) are ebook sessions. Each session on 
average lasts 16.31 minutes, with audiobook sessions 
lasting longer than ebook sessions.

One might wonder whether and how the image-text 
congruence of an audiobook or ebook is related to its 
propensity to be chosen by consumers. To gather 
some model-free evidence, we apply the deep-learning 
model developed in Section 3 to predict the image-text 
congruence for each product,6 and then split products 
into 10 groups based on the congruence deciles, where 
Group 1 corresponds the lowest congruence level and 
Group 10 the highest. Within each congruence group, 
we obtain the average consumption incidences across 
the products and plot the averages by congruence 
groups in Figure 2. An interesting U-shaped pattern 
emerges from our data pattern: On average, products 
with high or low image-text congruence had higher 
propensity to be chosen, whereas those with a medium 
level of image-text congruence had a lower average 
consumption incidence.7 This initial evidence has not 
yet accounted for the many other control variables that 
could also influence readers’ choice. Nevertheless, it 
provides motivational evidence to formally model a 
nonlinear relationship between image-text congruence 
and consumer preference, which we present in detail 
in the next section.

Lastly, in a market for young users, one may wonder 
who makes the product choice decision: the young 
users, who consume the content, or their parents, who 
pay for the app. According to a customer survey con
ducted by the company, it is the young readers who 
choose the content they read. The usage pattern from 
our data offers another piece of supporting evidence. 
We find that peak usage occurs around dinner and bed
time, when parents are usually busy with household 
chores such as cooking and cleaning (see Figure A4 in 
Online Appendix E). During the daytime, usage peaks 
around noon to 1 p.m., when children are at school dur
ing lunch break. This provides suggestive evidence that 
the young users make the product choice on the app.

4.2. Modeling Approach
We now describe our empirical approach to examine 
how image-text congruence affects users’ product 

Table 2. Descriptive Statistics of Users and Sessions

Measure N Mean Standard deviation Minimum Maximum

By user
Age 15,966 10.42 2.26 5 16
Gender (1�male, 0 otherwise) 15,966 0.50 0.50 0 1
Number of sessions 15,966 8.72 12.04 1 233

By session: Duration (min)
All sessions 138,920 16.31 29.18 0.03 325.78
Audiobook sessions 74,196 19.33 31.55 0.03 325.78
ebook sessions 64,724 12.85 25.77 0.03 325.52

Notes. The users are the young readers using the app. Sessions refer to the instances of product consumption.
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choice. It is assumed that user i derives utility Uijt 
from product j at time t, which is modeled in the fol
lowing specification:

Uijt � β1Congruencej + β2Congruence2
j +γ1ImageQualityj

+γ2Colorfulnessj +γ3ColorContrastj +γ4ColorHuej

+γ5ColorBrightnessj +γ6ColorSaturationj

+γ7ImageObjectsj + η1Audiobookj +η2ContentQualityj

+η3TextLengthj + η4TextTopicj +λ1Sessionit

+λ2Agei +λ3Genderi +αi + εijt

αi � α+ νi, νi ~ N(0,σ2): (1) 

The key variable of interest, Congruencej, is the con
gruence score between product j’s cover image and its 
text description, which is the prediction outcome from 
our two-branch deep-learning model.8 As motivated by 
Figure 2, we include the quadratic term, Congruence2

j , to 
capture a nonlinear relationship between image-text 
congruence and utility. In keeping with convention, we 
mean-center Congruencej (at the midpoint of its range, 
i.e., 0.5) to reduce potential multicollinearity between 
the linear and quadratic terms. The parameters β1 and 
β2 capture the linear and quadratic effects of image-text 
congruence on utility, respectively.

Next, the utility is also modeled as a function of 
image characteristics and text content characteristics, 
which we will describe in more detail in the next sec
tion. The model also includes variable Sessionit, denot
ing product session t for user i, where t� 1 is user i’s 

first consumption session during the data collection 
period, t� 2 is the second, and so on. Furthermore, the 
utility is allowed to vary by user age and gender. 
Note that if user i consumed the same product j multi
ple times (for example, reading a book again at a later 
time, either reading a different section or repeating 
the same section), our final sample includes only the 
first time the product was chosen. Excluding future 
repeated consumptions of the same product is rea
sonable for our research objective, because we study 
how consumers respond to the image and text stim
uli when they encounter a new product for the first 
time.

Lastly, parameter αi captures the remaining utility 
variation among individuals, which is assumed to be 
normally distributed with mean α and variance σ2. 
The idiosyncratic errors, εijt, are assumed to be inde
pendent and identical (i.i.d.) following the extreme 
type I distribution. Thus, user i at time t chooses 
whichever product j maximizes his/her utility among 
all alternatives in the choice set, that is, j � arg maxhUiht 
for h ∈Ht, t � 1, 2, : : : , T.

It is worth noting how user i’s choice set at time t, 
Ht, is defined for this analysis. By definition, Ht con
tains all the products considered by user i when mak
ing the choice decision at time t. However, empirical 
studies, including ours, often observe only the real
ized choices (also known as the positive cases) but not 
the entire choice set (i.e., the negative cases are unob
served by researchers) (Goldberg and Levy 2014, 
Chen et al. 2017). To overcome this challenge, we 

Figure 2. Image-Text Congruence vs. Average Consumption Incidence 

Notes. The bars represent the average consumption incidence for each decile group. The top and bottom error bars correspond to plus and minus 
one standard deviation, respectively.
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follow the convention in the empirical literature and, 
for each realized choice, create a random sample of 
the negative cases to construct the choice set. In our 
empirical setting, the app tends to feature more popu
lar and more recent products, making such products 
more likely to occur in users’ choice sets than otherwise.9
Given these considerations, we adopt the weighted neg
ative sampling method, which has become a popular 
method to create choice sets in the empirical literature 
(Goldberg and Levy 2014, Timoshenko and Hauser 
2019, Chen et al. 2021). Specifically, for every product 
chosen in our data, the negative cases are a random sam
ple of 50 products drawn from all the products being 
consumed on that day, with the selection probability 
proportional to each product’s popularity and release 
recency. By using this weighted random sampling 
method, the constructed choice sets contain more popu
lar and newer products than a pure random sample and 
thus can better resemble the actual choice sets experi
enced by the users on the app.10

4.3. Control Variables
In addition to the congruence between the product’s 
cover image and the text description, users’ product 
choice could be affected by the characteristics of the 
image and the book content. In this section, we provide 
more details on these important control variables. 

Table 3 presents the summary statistics for the control 
variables.

4.3.1. Image Characteristics. We construct the follow
ing visual variables to capture the aesthetic and con
tent properties of a product’s cover image. 

Image Quality: First, we measure the perceived image 
quality for each book cover, as research has shown 
that consumers are affected by the quality of an image 
in making product choices (Zhang et al. 2022). We 
recruit human annotators to evaluate the image quality 
through the question “how much do you rate the qual
ity of the image (with 0 being the lowest and 10 being 
the highest).” On average, the images in our sample 
were rated with a high score (with a mean of 8.96 and a 
standard deviation of 0.82), which is expected because 
the app considers it important to create high-quality 
cover images for their products.

Colorfulness: Following Li and Xie (2020), we further 
create several variables to describe the color attributes 
of the images. To do so, we use the Google Cloud 
Vision API to extract up to 10 colors per image along 
with the corresponding pixel fraction (i.e., the fraction 
of area occupied by each color). From the extracted 
color elements, we generate three variables to measure 
the color composition of each image: colorfulness, color 
contrast, and color hue. A picture’s colorfulness is 

Table 3. Descriptive Statistics of Image and Text Variables

Variable Mean Standard deviation Minimum Median Maximum

Congruence (predicted by model) 0.71 0.11 0.19 0.71 0.92
Congruence (from human annotation) 0.72 0.12 0.05 0.73 1
Image characteristics

Image quality 8.96 0.82 7 9 10
Colorfulness 0.48 0.18 0 0.49 0.89
Color contrast 0.09 0.10 0 0.06 0.91
Color brightness 202.42 39.43 32.25 210.56 254.35
Color saturation 136.06 44.07 7.12 142.3 247.79
Number of objects 7.57 2.40 0 8 10
% Animal 0.04 0.10 0 0 0.90
% Human 0.08 0.09 0 0.05 0.50
% Nature 0.05 0.10 0 0 1
% Emotion 0.02 0.06 0 0 0.50

Content and text characteristics
% Audiobook 0.79 0.41 0 1 1
Content quality 3.16 0.94 2 3 5
Text length 53.39 48.75 0 42 464
Topic 1 0.07 0.22 0 0 1
Topic 2 0.09 0.25 0 0 1
Topic 3 0.07 0.22 0 0 1
Topic 4 0.14 0.29 0 0 1
Topic 5 0.09 0.25 0 0 1
Topic 6 0.06 0.19 0 0 1
Topic 7 0.16 0.3 0 0 1
Topic 8 0.09 0.25 0 0 1
Topic 9 0.16 0.31 0 0 1
Topic 10 0.06 0.2 0 0 1

Notes. The unit of observation is a product. There are 1,770 audiobooks and 468 ebooks in the sample.
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calculated as one minus the sum of the pixel fractions 
across the five colors with the highest fraction. Thus, 
the variable colorfulness measures the variety of an 
image’s color composition, with a higher value corre
sponding to a higher degree of color variety. For exam
ple, if an image contains just two colors, its colorfulness 
is zero (i.e., not colorful). In contrast, if an image con
tains 10 colors, each with 10% pixel fraction, the color
fulness equals 1� 0:1 × 5 � 0:5, which is more colorful 
than the image with just two colors.11 In our sample, 
the average colorfulness is 0.48 (SD�0.18) across the 
books.

Color Contrast: We define an image’s color contrast 
as the degree to which the colors “stand out” from each 
other. To construct this metric, we again use the top 
five colors in each image12 and compute the similarity 
between every pair of colors. The color similarity is 
defined as the cosine value of two vectors representing 
the color’s RGB code: a cosine value closer to one corre
sponds to two very similar colors, and vice versa for a 
smaller cosine value. Thus, an image’s color contrast is 
defined as one minus the average cosine similarity 
between all color pairs (i.e., 10 (� 5 × 4=2) pairs out of 
the top five colors). A higher color contrast value indi
cates high contrast and low similarity between the 
major colors of the image. The average color contrast is 
0.09 (SD�0.10) in our sample.

Color Hue: To control for the overall color of the 
image, we also construct a hue variable, which refers to 
the origin of the colors that one can see. This hue vari
able is defined as the average of the RGB values across 
all colors extracted by Google Cloud Vision API, with 
each color’s RGB weighted by the corresponding pixel 
fraction. Thus, the hue variable is the composite RGB to 
capture the overall color tone of each image. Online 
Appendix F presents some examples of the hue vari
able in comparison with the original color composition.

Color Brightness: In addition, previous literature has 
shown that color brightness and saturation could also 
influence consumers’ emotion and perception (Valdez 
and Mehrabian 1994, Wilms and Oberfeld 2018). Bright
ness reflects the relative lightness or darkness of a partic
ular color, with the black color being the lowest 
brightness and the white color being the highest bright
ness. In this research, we use an online open-source tool 
to measure these two variables.13 Each image in our sam
ple has an overall level of brightness, which equals the 
average pixel brightness across all the pixels of the image.

Color Saturation: Saturation measures the intensity 
and vividness of a hue, ranging from a gray tone (no 
saturation) to a pure and vivid color (high saturation). 
The higher the saturation, the more intense and vivid 
the color is. The lower the saturation, the closer the 
color is to pure gray on a grayscale. Similar to bright
ness, an image’s saturation is the average pixel satura
tion across all the pixels of the image.

Image Objects: Lastly, the objects in an image, such as 
the presence of an animal or a human face, may also 
affect consumer attitude (Li and Xie 2020). We again use 
Google Cloud Vision API to extract the objects contained 
in each image. The API compares an image’s pixel com
ponents to pretagged patterns and yields up to 10 object 
labels per image. The labels are further classified into 
object groups, depending on whether the labels refer to 
objects from the same category such as buildings, ani
mals, and nature objects. For each image, we summa
rize the content using the number of objects identified 
and the percentage of objects belonging to each of the 
five largest categories: animal figures, human faces, 
nature objects, emotions, and other. The images in our 
sample have an average of 7.57 object labels identified 
(SD� 2.40), with the median being 8 objects.

4.3.2. Content and Text Characteristics. In this sec
tion, we describe control variables related to the con
tent and text description of the products. First, we 
control for the product category, that is, whether the 
product is an audiobook or ebook. 

Content Quality: We also control for the overall qual
ity or attractiveness of the book content. This content 
quality index is a five-point scale (with one being the 
lowest and five the highest), which is internally created 
by the firm to capture the perceived attractiveness of 
each book. In our sample, the average content quality 
is 3.16 (SD� 0.94), with the median being three, indicat
ing that the books on the app are approximately sym
metrically distributed.

Text Length: The length of a product’s text descrip
tion is also controlled for. On average, a product 
description contains 53.39 words with a standard devi
ation of 48.75 words, the median length of the descrip
tion is 42 words. The text length is counted after 
removing the stop words.

Text Topics: We further extract topics from the text to 
control for the text content. To do so, we tokenize the text 
into keywords, remove the stop words, and perform 
topic modeling using the LDA (Latent Dirichlet Alloca
tion) model. In our application, 10 topics are identified 
from the text descriptions. For the purpose of our analy
sis, we do not assign a meaning for each topic. Rather, 
the distribution over topics for each text directly enters 
our model as the control variables.

To sum up, the control variables for our model include 
the characteristics associated with the cover image as well 
as the text description. Next, we present the parameter 
estimates for image-text congruence and for the control 
variables. Note that when applicable, the control variables 
are all mean-centered to reduce potential multicollinearity.

4.4. Parameter Estimates
In this section, we present our parameter estimates for 
Equation (1). To gain a deeper understanding on the 
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effect of image-text congruence, we include the con
trol variables in sequence: first the variables related to 
image characteristics (Model 1), then the variables 
related to content and text characteristics (Model 2), 
and finally all control variables in the full model 
(Model 3). The results and the clustered standard 
errors are presented in Table 4. The first thing to note 
is that the coefficients for image-text congruence 
remain statistically significant in all three models, sug
gesting that the congruence between a book’s cover 
image and its text description plays an important role 
in consumers’ choice of audiobooks and ebooks.

Next, we interpret the results based on the full 
model. For image-text congruence, the linear effect 
is estimated to be negative and significant (–0.836, 
p< 0.001) and the quadratic effect is estimated to be 

positive and significant (1.563, p< 0.001), indicating a 
nonlinear relationship between image-text congruence 
and preference. This positive quadratic effect suggests 
that, everything else being equal, user preference 
toward a product is higher when there is either a 
low or a high degree of congruence between the pro
duct’s cover image and its text description. The linear 
effect for congruence indicates where the lowest util
ity occurs. Note that the congruence variable is cen
tered at the middle point (i.e., 0.5). The estimates from 
Model 3 indicate that the lowest utility corresponds 
to the level of congruence being approximately 0.767 
(� 0:836=(2 × 1:563) + 0:5), slightly higher than the 
mean of 0.710 (Table 3). Furthermore, the first deriva
tive was –1.804 when congruence is at the minimum 
value and 0.484 when congruence is at the maximum 

Table 4. Parameter Estimates from Main Models

Variable

Model 1 Model 2 Model 3

Estimate
Clustered 

standard error Estimate
Clustered 

standard error Estimate
Clustered 

standard error

Congruence linear �1.366*** 0.057 �0.702*** 0.066 �0.836*** 0.064
Congruence quadratic 3.273*** 0.161 1.700*** 0.177 1.563*** 0.179
Image quality 0.051*** 0.003 0.040*** 0.003
Colorfulness 0.586*** 0.026 0.598*** 0.027
Color contrast �0.283*** 0.032 �0.044 0.035
Color brightness �0.076*** 0.005 �0.079*** 0.005
Color saturation 0.069*** 0.004 0.034*** 0.005
Hue red 0.001*** 0.0001 �0.0003** 0.0001
Hue green �0.001*** 0.0001 �0.0004*** 0.0001
Hue blue 0.004*** 0.0001 0.0028*** 0.0001
Number of labels 0.014*** 0.002 0.024*** 0.002
% Animal �0.287*** 0.068 �0.188* 0.074
% Human 0.016 0.040 0.432*** 0.042
% Nature �0.939*** 0.046 �1.373*** 0.052
% Emotion 1.473*** 0.033 0.827*** 0.034
Audiobook �0.120*** 0.010 �0.112*** 0.010
Content quality 0.049*** 0.006 0.049*** 0.006
Text length �0.012* 0.005 �0.069*** 0.005
Topic 1 0.339*** 0.023 0.248*** 0.023
Topic 2 0.749*** 0.022 0.708*** 0.022
Topic 3 0.336*** 0.024 0.254*** 0.024
Topic 4 �0.005 0.022 0.059** 0.022
Topic 5 �0.059* 0.024 �0.075** 0.025
Topic 6 0.083** 0.025 0.068* 0.026
Topic 7 0.107*** 0.025 0.120*** 0.025
Topic 8 0.152*** 0.022 0.074** 0.023
Topic 9 0.329*** 0.022 0.276*** 0.021
Session 2.1E-5 3.5E-5 �1.7E-4* 4.1E-5 �1.2E-4 3.9E-5
Age 0.007*** 0.001 0.003*** 0.0005 0.001** 0.0004
Gender (male� 1) 0.024*** 0.002 0.021*** 0.002 0.016*** 0.002
Intercept �4.298*** 0.022 �4.000*** 0.021 �4.266*** 0.030
Individual random effect Included Included Included
Log likelihood �653,418.3 �654,046.2 �650,822.3
AIC 1,306,873 1,308,126 1,301,705
BIC 1,306,959 1,308,208 1,301,849
Number of parameters 18 17 30

Notes. The unit of observation is a choice incident. The number of observations is 6,623,999 from 15,966 users. The standard errors are clustered 
at user level. Variable congruence is mean-centered at 0.5, that is, the middle point of the congruence range.

***p < 0:001; **p < 0:01; *p < 0:05.
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value, confirming a U-shaped relationship between 
congruence and user preference. In Section 6, we 
provide additional details on this effect and discuss 
potential mechanisms.

Furthermore, the image’s visual features are found 
to affect consumer choice. Books with higher image 
quality are associated with higher likelihood of being 
chosen (0.040, p< 0.001). Those with more colorful 
cover images (0.598, p< 0.001), lower color brightness 
(–0.079, p< 0.001), and more color saturation (0.034, 
p< 0.001) are also more likely to attract consumers. In 
terms of image content, our results show that the 
number of detected objects is positively associated 
with choice (0.024, p< 0.001): on average, presenting 
more objects in the cover image helps choice. Among 
the types of objects, consumers respond more posi
tively to human faces (0.432, p< 0.001) and emotions 
(0.827, p< 0.001), but negatively to animals (–0.188, 
p< 0.05) and nature objects (–1.373, p< 0.001), which 
perhaps reflects readers’ content preferences across 
genres. Lastly, products’ content and text characteris
tics also matter for consumer choice. Overall, consu
mers prefer ebooks over audiobooks (–0.112, p< 0.001). 
Those with higher perceived content quality have a 
higher propensity to be chosen (0.049, p< 0.001). The 
length of the text description and the topics identified 
from LDA analysis are all found to be associated with 
consumer choice, although the magnitude of each 
effect varies.

5. Controlled Experiment
The empirical analysis in Section 4 has identified a 
novel finding that consumers respond more positively 
when the congruence level between a book’s cover 
image and its text description is either high or low. In 
contrast, all else being equal, consumers least prefer 
a product when its image-text congruence is at a 
medium level, resulting in a conspicuous “dull zone.” 
To the best of our knowledge, this U-shaped relation
ship has not yet been documented in extant research, 
especially when we consider empirical studies based 
on large-scale real-world data. Despite its novelty, this 
finding still reflects correlational evidence and is not 
causal. For example, unobserved product quality may 
be the true reason explaining the relationship between 
image-text congruence and consumer preference. In 
this section, we address this endogeneity concern by 
conducting a controlled experiment to establish the 
causal effect of image-text congruence on consumer 
choice.

5.1. Experimental Design
To form a causal inference, the ideal method would 
involve two steps: (1) we manipulate the congruence 
level of the image-text pair without affecting the other 

features of the image or the text, and (2) we measure 
how the change in congruence level affects consumers’ 
product choice. This experimental design, however, 
faces implementation challenges. When manipulating 
the congruence level by modifying the image or text, we 
would unavoidably alter the information contained in 
the image or the text as well. In other words, the varia
tion in the image-text congruence would be confounded 
with the variation in the image or text, violating the exo
geneity requirement for variable manipulation.

To address this challenge, we manipulate the con
gruence level by rematching existing pairs of image 
and text rather than modifying the content of the 
image or text. By doing so, we can change the congru
ence level without introducing additional variation to 
the image and text content. The content of image and 
text can further be controlled for using the fixed 
effects in subsequent analysis. However, another issue 
emerges: Randomly rematching images and texts may 
yield a pair that has extremely low congruence, which 
may seem odd or even unrealistic in a real-world set
ting. For example, in real life, a book cover showing 
children playing at school is unlikely to be coupled 
with a description explaining how dinosaurs went 
extinct millions of years ago. Given these considera
tions, we use a stratified factorial design for our con
trolled experimental study.

Our experiment proceeds as follows. First, from our 
data set, we select six themes of image-text pairs (for 
example, “nature and outdoor activities,” “fantasy and 
adventure,” and “family and friends”), and within 
each theme we further select three books whose cover 
image and text description have a high congruence 
level. Books from the same stratum share a similar 
theme, and thus theme serves as a stratification vari
able for our design. Second, we shuffle and rematch 
the images and texts within each theme group. Because 
rematching breaks the original image-text pair, the 
resulting pairs would be expected to result in a lower 
level of congruence than the original pairs, yielding the 
needed variation in congruence. Meanwhile, because 
rematching is done within each stratum, the resulting 
pairs are likely to preserve a minimum level of congru
ence, ensuring the external validity. In sum, through 
the rematching process within each theme group, we 
end up with three original pairs and six (� 3 × 2) 
rematched pairs per theme group.

5.2. Manipulation Check
We first validate that our manipulation introduces 
variation to the image-text congruence level. A total of 
300 participants were recruited for this study via 
Prolific.com. We randomly assigned three out of six 
theme groups to each participant. Within each theme, 
the participant was assigned with three pairs, yielding 
a total of nine pairs (i.e., 3 theme groups × 3 pairs). 
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Then, each participant was asked to evaluate the 
image-text congruence on a nine-point scale (“To 
what extent do you think the image matches the text 
description?”: 1� “Not matched at all” and 9� “Very 
well matched”). See Online Appendix H for examples 
of the original and rematched image-text pairs.

Results show that our manipulation process suc
cessfully generated variation in congruence. Overall, 
the original pairs were rated high in congruence 
(mean� 8.44, SD� 0.34) and the rematched pairs were 
rated with lower congruence levels (mean� 3.20, SD�
1.52, t-test� 166.05, p< 0.001).

5.3. Experimental Results
For the main experiment, we recruited 125 participants 
from Prolific.com to examine the effect of image-text 
congruence on product preference.14 Every participant 
was asked to perform a product choice task for each of 
the six theme groups. For each theme, the participant 
was randomly assigned with a choice set with three 
options, where one option is the original image-text 
pair and the other two options are the rematched 
pairs.15 The order of original and rematched pairs 
within a choice set is randomized throughout the 
experiment. After being exposed to each choice set for 
eight seconds (to ensure attention), the participant was 
asked to select “which book are you interested in read
ing the most?” (see Figure A6 in Online Appendix H 
for the experiment interface). Note that in our experi
ment, we ask the participants to choose a product 
rather than rate their preference for a product, so that 
our experimental design can better resemble the empir
ical context under which users make product choice 
decisions. Lastly, to ensure incentive compatibility, 
after finishing the selections on all themes, the partici
pants were asked to read a book chapter randomly 
selected from their preferred books. We ensured that 
all participants were aware of this incentive compatibil
ity design when they started the experiment.

We collected responses from 120 completed partici
pants. Each participant generated choice outcomes 
among three alternatives (pairs) for each of the six 
themes. Participants’ product choices are analyzed 
using logistic regression, with the variables including 
the image-text congruence (both linear and quadratic 
terms), the theme fixed effects, the image fixed effects, 
and the text fixed effects. The results are presented in 
Table 5. We note that the controlled experiment repli
cated our main finding from the observational data: 
There is a U-shaped relationship between the congru
ence level and participant choice after controlling for 
all the fixed effects. Specifically, participants are more 
likely to choose an image-text pair when the congru
ence between the image and text is either high or low. 
In contrast, when the same image (or text) is paired 
with another text (or image) to create a medium level 
of congruence, participants’ likelihood of choosing the 
pair decreases.

6. Mechanism Analysis
In this section, we focus on understanding the mecha
nism underlying our main finding of the U-shaped 
relationship between the image-text congruence and 
consumer choice. As summarized in Sections 4 and 5, 
consumers are more likely to choose a product when 
the image-text congruence is either high or low and 
are less likely to do so when the congruence level is at 
the medium level. This U-shaped effect seems to sug
gest that the congruence between the two stimuli 
influences consumers in a rather complex way. Next, 
we turn to information processing theories to under
stand the effect of image-text congruence.

6.1. Decomposing Image-Text Congruence
Understanding how and why image-text congruence 
affects consumers is of critical importance for researchers 
and practitioners in designing and optimizing product 

Table 5. Parameter Estimates from Experimental Study

Variable

Model 1 Model 2

Estimate Standard error Estimate Standard error

Intercept �0.886*** 0.086 �0.997*** 0.265
Congruence linear 0.745*** 0.172 0.667** 0.220
Congruence quadratic 2.367* 0.922 2.868* 1.257
Theme fixed effects Included
Image fixed effects Included
Text fixed effects Included
Deviance 2,714.2 2,582.8
AIC 2,720.2 2,646.8
No. of observations 2,160 2,160
No. of respondents 120 120

Notes. Model 1 excludes and Model 2 includes the fixed effects. Congruence is rescaled to range between zero and one and then 
mean-centered to enter the model estimation, so that the estimates can be interpreted in the same manner as in our main model.

***p < 0:001; **p < 0:01; *p < 0:05.
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communication. We turn to the literature in cognitive 
psychology and consumer behavior to explore the 
potential underlying mechanisms. Research in informa
tion processing has examined multimedia advertising 
(involving print and video) and proposed two underly
ing constructs that may contribute to the effect of con
gruence between different media formats: relevancy and 
surprise (Houston et al. 1987, Heckler and Childers 1992, 
Lee and Mason 1999). Relevancy is defined as the mate
rial pertaining directly to the meaning of the theme. 
When two sources have relevant content, the informa
tion contained in one stimulus contributes to (rather 
than distracts from) the theme or message being commu
nicated in the other stimulus. When two stimuli are 
highly relevant, they evoke information processing flu
ency (Hastie 1980, 1981; Srull 1981; Srull et al. 1985), lead
ing to increased consumer preference.

Surprise, or unexpectancy, refers to the degree to 
which information contained in different stimuli devi
ates from the predetermined pattern evoked by the 
theme (Goodman 1980, Heckler and Childers 1992). 
When two information sources are high in surprise, 
consumers would perceive the content embedded in 
one source as unexpected and surprising relative to 
the content of the other. Research in cognitive psy
chology and consumer behavior has found that com
pared with expected information, surprise can raise 
attention and thus lead to more elaborative informa
tion processing and encoding, which in turn can boost 
recall and become a driver for preference (Heckler 
and Childers 1992, Lee and Mason 1999). This dichot
omous framework unveils two underlying psycholog
ical drivers for consumer preference embedded in the 
concept of congruence: information processing flu
ency through relevancy and information elaboration 
through surprise (i.e., unexpectancy).16

Following this literature, we focus on relevancy and 
surprise as our key underlying constructs to disentan
gle how these two dimensions are related to the 

congruence between product image and text descrip
tions and consequently affect consumer choice. In our 
context, relevancy between image and text measures 
how much one media contributes to the theme com
municated by the other, and surprise reflects the extra 
elaboration evoked when consumers jointly process 
the information contained in the image and text. 
Imagine that a consumer sees a cover image and 
forms an expectation as to what the book is about. If 
the book summary conforms to the expectation, the 
image-text pair would be low in surprise. The same 
logic applies if the consumer processes the text stimuli 
first and bases the expectation on text. With these 
potential underlying constructs defined, we proceed 
to investigate how they drive the effect of congruence 
on consumer choice in our setting. Figure 3 sum
marizes the proposed framework.

6.2. Two-Driver Hypothesis: Empirical Evidence 
from Browsing Data

Thus far, we hypothesize that relevancy and surprise 
are the two underlying drivers that can explain how 
image-text congruence affects consumer preference. 
In particular, the effect of relevancy arises through 
information processing fluency, whereas the effect of 
surprise is related to information processing elabora
tion. If our postulation holds, one would expect consu
mers to spend more time deciding when they choose 
products of low image-text congruence than those of 
high congruence. After all, it takes less effort to process 
relevant information to construct a common theme 
(Hastie 1980, 1981; Srull 1981; Srull et al. 1985; Van 
Rampay et al. 2010).

To examine this hypothesis, we turn to our observa
tional data and calculate the time that consumers spent 
on browsing and pausing before they chose each prod
uct. The products are categorized into three equal- 
sized groups according to their congruence level. The 
“Low” group is the products whose congruence score 

Figure 3. Mechanism Framework for Image-Text Congruence 
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is in the bottom 35%, the “High” group is the top 35%, 
and the remainder is the “Mid” congruence group. 
Figure 4 depicts the average browsing time leading to a 
product choice for each group.

Overall, the decision time indeed decreases with the 
level of congruence. For the products with low image- 
text congruence, it takes the consumers the longest 
time to make a choice, compared with medium- or 
high-level congruence. One-way analysis of variance 
(ANOVA) with Tukey-adjusted post hoc tests indicate 
that the difference is statistically significant between the 
low-congruence group and the medium-congruence 
group (p< 0.05) or the high group (p< 0.05). The aver
age browsing time for the medium congruence level is 
also higher than that for the high level, although the dif
ference is not statistically significant (p > 0:10). The 
insignificant difference between medium and high level 
of congruence groups is perhaps because, although 
they spend the least time processing highly congruent 
information, consumers would still need at least some 
time to process the information, leading to a floor effect. 
As shown in Figure 4, information processing time is 
significantly longer when image-text congruence is low, 
which typically corresponds to the case when the image 
and text content are not consistent with each other (i.e., 
high surprise). This provides suggestive evidence that, 
for products with low image-text congruence, informa
tion elaboration and encoding are evoked in this pro
cess. On the other hand, the information processing 
time is the shortest when image-text congruence is 
high. This would be consistent with the expectation that 
information processing time decreases with informa
tion fluency. In the subsequent analysis, we formally 
test this hypothesis and examine how relevancy and 

surprise could explain the effect of congruence on con
sumer preference.

6.3. Online Study Design and Mediation Analysis
In this section, we conduct an online study to pin 
down the underlying mechanisms for the congruence 
effect. Graduate students from a research university 
in Asia were recruited to participate in this study. The 
participants were asked to rate relevancy and surprise 
(i.e., unexpectancy) for all image-text pairs in our obser
vational study. Our measurement metrics closely fol
low the previous literature in this domain. To measure 
relevancy, past studies have treated the perceived 
relevancy between different pieces of information as 
a “subjective” and “contextual” judgment (Saracevic 
1996, Mizzaro 1997). Therefore, we asked the partici
pants to form an evaluation of image-text relevancy 
within a context (i.e., upon seeing the stimuli of the 
book’s cover image and summary): “Based on the cover 
image, how much do you think the text summary of 
the book is relevant”: one as “completely not relevant,” 
seven as “very much relevant”). To measure surprise, 
existing literature has used self-reported survey ques
tions to capture the degree of surprise and examine its 
effect in the decision-making process (Meyer et al. 
1997). For example, Davis and Bagchi (2018) asked par
ticipants to report the magnitude of surprise on a 
seven-point scale and further examined the role of sur
prise on consumers’ evaluation of price changes. We 
followed this literature and asked the participants: 
“Based on the cover image, how much do you think 
the text summary of the book is as expected”: one as 
“completely not expected,” seven as “very much 
expected”).17 In addition to relevancy and surprise, we 

Figure 4. Browsing Time by Level of Image-Text Congruence 

Notes. The bars depict the mean browsing time prior to choice by level of image-text congruence. The p-values are from Tukey post hoc compari
sons following one-way ANOVA.
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also measured consumer preference, i.e., reading inten
tion (“How much do you want to read this book”: one 
as “not at all,” seven as “very much”). Across all pro
ducts, the mean relevancy is 4.55, with a standard devi
ation of 0.89. The average surprise is 3.90, with a 
standard deviation of 0.96. The average reading intent 
is 2.72 (SD� 0.95), where participants showed a low 
interest in reading the books, perhaps because the 
books are intended for younger readers. A screenshot 
of our online study interface is included in Online 
Appendix I.

First, to visually examine how relevancy and sur
prise are related to congruence, we plot the average rel
evancy and surprise by the three congruence groups in 
Figure 5. As expected, relevancy and surprise exhibit 
different patterns with congruence: whereas the aver
age relevancy increases with congruence, the average 
surprise decreases with congruence. In other words, 
products with a high level of congruence tend to be 
high in relevancy but low in surprise, vice versa for 
products with a low congruence level. One-way 
ANOVA with Tukey post hoc tests indicates that the 
difference is statistically significant for every pairwise 
comparison in Figure 5. In addition to the visualization, 
we further fit a linear regression model, regressing the 
continuous congruence score on relevancy and sur
prise, controlling for other product characteristics as in 
Model 1. The coefficient for relevancy is estimated to 
be positive and significant (0.009, p< 0.001) and the 
coefficient for surprise is estimated negative and signif
icant (–0.017, p< 0.001), confirming that, as expected, 
congruence is positively correlated with relevancy and 
negatively correlated with surprise.

The descriptive pattern in Figure 5 establishes that 
relevancy and surprise vary significantly among the 
low, medium, and high congruence groups. However, 

this does not answer the question of whether rele
vancy and surprise are the underlying mechanisms 
that drive the effect of congruence on consumer 
choice. To provide direct evidence, we conduct a 
mediation analysis. The logic goes as follows. First, 
we replicate the U-shaped relationship between con
gruence and consumer preference using the data from 
this new study setting. Second, if relevancy and sur
prise are indeed the underlying drivers, one would 
expect the effect of congruence to diminish after rele
vancy and surprise are controlled for in the model.

Specifically, we perform the mediation analysis on 
the data following the Baron–Kenny approach (Baron 
and Kenny 1986). In step 1, we regress reading inten
tion on congruence to obtain the total effect. Results 
(Model 1 in Table 6) confirm the U-shaped curve: The 
coefficient for the linear term is estimated to be 1.226 
(p< 0.001) and the coefficient for the quadratic term is 
also positive and significant at 4.448 (p< 0.001). Note 
that all the control variables, that is, image and text 
characteristics as in Equation (1), are also included in 
this analysis. In step 2, we add relevancy (both linear 
and quadratic terms) into the regression (see Model 2 
in Table 6). Two interesting results emerge from this 
model: (1) adding relevancy reduces the magnitude of 
the congruence effect (the estimated quadratic coeffi
cient drops by 36%, from 4.448 in Model 1 (p< 0.001) 
to 2.863 in Model 2 (p< 0.01), and (2) the U-shaped 
effect of congruence remains statistically significant at 
0.01 level with the presence of relevancy. Putting these 
together, Model 2 provides evidence that relevancy 
can partially explain the effect of image-text congru
ence; however, it does not fully account for the con
gruence effect. This result essentially answers the 
question posed in our title, “is relevancy everything?” 
Our analysis suggests that the answer is no, there is 

Figure 5. Survey Constructs by Level of Image-Text Congruence 

Notes. The left and right panels depict the mean Surprise and Relevancy by level of image-text congruence, respectively. The p-values are from 
Tukey post hoc comparisons following one-way ANOVA.
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still remaining congruence effect that is orthogonal to 
relevancy.

Lastly, we add surprise in Model 3, which assesses 
the direct effect of congruence after controlling for 
both relevancy and surprise. Results of Model 3 indi
cate that the quadratic effect of congruence further 
reduces to 1.373 and is no longer significant at 0.05 
level. In contrast, relevancy and surprise are both esti
mated to be statistically significant (both linear and 
quadratic terms). Model 3 results confirm that rele
vancy and surprise fully mediate the effect of image- 
text congruence on consumer preference. In other 
words, the U-shaped relationship between congru
ence and preference seems to be driven by the degree 
of relevance and surprise between the product’s cover 
image and its text description.

In summary, our results so far confirm that (1) con
sumers respond more positively when image and text 
congruence is high or low, and (2) the effect of con
gruence is mediated through the relevancy and sur
prise between the two media. When the product 
image and text descriptions are high in relevancy and 
low in surprise (i.e., high in congruence), the high con
sistency between the two stimuli may evoke informa
tion processing fluency (Hastie 1980, 1981; Srull 1981; 
Srull et al. 1985; Van Rampay et al. 2010), leading to 
increased consumer preference. More interestingly, 
when image and text are low in relevancy but high in 
surprise, consumers perceive the two stimuli as low in 
congruence. Although low relevancy is negatively asso
ciated with utility, high surprise can lead to more elabo
rated information processing and encoding, which in 
turn can boost attention and become an underlying 
driver for choice (Heckler and Childers 1992, Lee and 
Mason 1999). These two effects work simultaneously 
but through different routes, leaving the medium con
gruence level as a dull zone for product preference in 
our empirical setting.

7. Generalizability and Discussion
In this section, we examine the generalizability of our 
proposed deep-learning approach and our main find
ing. In particular, we examine the movie industry and 
the home-sharing industry, where image and text are 
commonly used together to display products and there
fore the image-text congruence would be expected to 
play an important role in consumer choice.

7.1. Context 1: Movie Industry
For the first generalizability setting, we turn to China’s 
IMDb, Douban (movie.douban.com), which is one of 
the largest movie review platforms in the world. 

Data Collection. We selected a random sample of 
2,000 movies and, for each movie, we extracted the 
poster image and the movie’s synopsis as the image- 
text pair. Following the same procedure used in our 
main setting, we conducted human annotation to code 
the image-text congruence for each movie. In addition, 
participants were asked how much they are interested 
in watching the movie. Figure A8 in Online Appendix J 
presents the user interface for this study.

Generalizability of Congruence Measure. The human- 
annotated image-text congruence scores are treated as 
the “ground truth” in our deep-learning algorithm. 
Following a similar procedure used in our ebook set
ting, we randomly split the movie data set into the 
training set (1,700), the validation set (100), and the test
ing set (200). The proposed model was repeated 10 
times to test the robustness against randomness. The 
performance metrics indicate that our proposed deep- 
learning approach achieves good generalizability in 
terms of predicting image-text congruence in the movie 
setting. The Pearson correlation between the predicted 
congruence and the ground truth reaches 0.72 (in com
parison with 0.78 in our main setting).

Generalizability of Congruence Effect. Next, we exam
ine how congruence is related to consumer preference 

Table 6. Mediation Analysis for Mechanism Study

Variable

Model 1 Model 2 Model 3

Estimate Standard error Estimate Standard error Estimate Standard error

Congruence linear 1.226*** 0.233 0.196 0.193 �0.332 0.180
Congruence quadratic 4.448*** 1.305 2.669* 1.063 1.373 0.983
Relevancy linear 0.499*** 0.023 0.342*** 0.023
Relevancy quadratic 0.187*** 0.016 0.043* 0.017
Surprise linear �0.287*** 0.023
Surprise quadratic 0.147*** 0.014
Intercept 2.053*** 0.548 2.285*** 0.446 1.956*** 0.411
Control variables Included Included Included
R2 0.100 0.405 0.496
N 2,238 2,238 2,238

Notes. The unit of observation is the products. The dependent variable is the average degree to which the respondent is interested in reading 
each book after viewing the cover image and the description of the text. The continuous predictors are all mean-centered.

***p < 0:001; **p < 0:01; *p < 0:05.
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in the movie setting. To visualize the effect, we plot 
the average preference against the level of image-text 
congruence in Figure 6(a). Consistent with our finding 
in the main study, we identify a U-shaped relationship, 
which provides suggestive evidence that people’s 
interest in a movie is higher when the congruence level 
between its poster and synopsis is either high or low.

To further establish the causal inference, we con
ducted a controlled experiment for 10 popular movie 
genres (i.e., action, adventure, animation, drama, disas
ter, documentary, romance, science, sci-fi, and sports). 
Within each genre, we selected three movies whose 
poster and description have a high congruence level. 
Following the same design used in Section 5.1, we 
manipulated the congruence levels by shuffling and 
rematching the images and texts within each genre. By 
doing so, we obtained pairs of image and text with 
lower congruence scores, yielding the needed variation 
in congruence (Meanoriginal� 6.91, Meanre�matched � 4:26, 

t�7.50, p<0.001). Note that in this case, genre serves 
the same role as “theme” as in Section 5.1.

A separate group of participants were recruited 
on Prolific.com and a total of 119 passed the atten
tion check. Each participant completed all 10 genres. 
Within each genre, the participant was shown three 
movies, where one movie has the original image-text 
pair and the other two are rematched pairs. The par
ticipant was then asked “Which movie are you inter
ested in watching the most?” See Figure A9 in Online 
Appendix J for the experiment interface. To ensure 
incentive compatibility, participants were told that 
they would read detailed background information on 
one of the movies they chose, so that they were incen
tivized to reveal the true preference.

The results from the controlled experiment are pre
sented in Table 7. We note that the quadratic term for 
congruence is again positive and significant in the 
movie data (2.916, p< 0.05), after controlling for the 

Figure 6. Generalizability of Congruence Effect 

Table 7. Parameter Estimates for Controlled Experiment on Movie Context

Variable

Model 1 Model 2

Estimate Standard error Estimate Standard error

Intercept �0.773*** 0.050 �0.914*** 0.261
Congruence linear 0.558** 0.172 1.099*** 0.234
Congruence quadratic 1.807* 0.808 2.916* 1.306
Theme fixed effects Included
Image fixed effects Included
Text fixed effects Included
Deviance 4,531.0 4,351.5
AIC 4,537.0 4,455.5
No. of observations 3,570 3,570
No. of respondents 119 119

Notes. Model 1 excludes and Model 2 includes the fixed effects. As in the controlled experiment for our main study setting, 
congruence is rescaled to range between zero and one and then mean-centered to enter the model estimation.

***p < 0:001; **p < 0:01; *p < 0:05.
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theme, image, and text fixed effects. Based on the esti
mated linear and quadratic coefficients, we can see 
that the lowest point of the U-shape occurs when the 
congruence level is 0.326, which is within the range 
of the congruence variable (between 0.106 and 0.859) 
in this setting, Furthermore, the first derivative was 
�1.282 when congruence is at the minimum value 
and 3.109 when congruence is at the maximum value. 
Thus, a U-shaped relationship between the congru
ence level and consumer’s preference is again identi
fied using a controlled experiment, providing a causal 
interpretation underlying our main finding from the 
self-reported interest of watching. This is consistent 
with our findings from the online reading setting, sug
gesting that our substantive finding can be general
ized to another setting, that is, the movies.

7.2. Context 2: Home-Sharing Industry
Data Collection. We replicated the analysis using the 

home-sharing context. We randomly drew 2,000 prop
erties from Airbnb.com and collected the cover image 
and the associated text summary of each property. We 
followed the same procedure used in the movie con
text, creating the ground truth of congruence through 
human annotation, which is further used in the deep- 
learning model for training and testing. See Figure A10 
in Online Appendix K for the user interface. In addition 
to assessing the image-text congruence, the participants 
were asked how much they would like to click on the 
property to learn more information about it.18

Generalizability of Congruence Measure. In the model- 
fitting step, we again randomly split the data set into 
the training set (1,700), the validation set (100), and the 
testing set (200) and repeated the model fitting 10 times 
to test the robustness. The Pearson correlation coeffi
cient for the home-sharing setting was 0.72, in compari
son with 0.78 in the ebook setting and 0.72 in the movie 
setting. This high correlation indicates that our pro
posed approach to measure congruence can achieve a 
reasonable performance beyond the ebook and movie 
contexts.

Generalizability of Congruence Effect. Next, we plot 
the average interest level for each property against its 
image-text congruence. Figure 6(b) shows an overall 
increasing pattern, rather than a U-shape. In other words, 
consumers are more interested in a home-sharing prop
erty when there is a higher level of congruence between 
the property image and its text description. The U-shape 
effect of image-text congruence, which we identified in 
the ebook and movie setting, is not found in the home- 
sharing context.

The different effect of image-text congruence identi
fied in the home-sharing setting is worth further discus
sion. Using a similar setting where consumers search 
for hotels, Van Rampay et al. (2010) also reported a pos
itive effect of congruence as in our home-sharing 

setting: A higher degree of congruence between hotel 
profile picture and hotel text summary can lead to more 
favorable consumer response. The fact that we find dif
ferent relationships in different settings seems to sug
gest that the relative impact of the two drivers are 
context dependent. In high-involvement scenarios such 
as property rentals and hotel search, consumers priori
tize clarity in product information to reduce uncer
tainty. Between the two drivers, surprise plays a less 
important role and relevancy matters more in the 
decision process. Therefore, higher information fluency 
results in more favorable responses, leading to the posi
tive effect identified in Figure 6(b). In the meantime, we 
acknowledge that the results could also be caused by 
the fact that in our sample of home-sharing properties, 
we predominantly observe medium-to-high image-text 
congruence values—only 6 of 2,000 observations had a 
congruence score lower than four. The limited presence 
of low-congruence observations might not provide suf
ficient statistical power to detect a potential U-shaped 
relationship between image-text congruence and con
sumer choice. To formally tease out the alternative 
explanations would require more data in other different 
settings beyond movies and home-sharing, and it is out 
of the scope of this research. We leave it for future stud
ies. Nevertheless, our proposed approach offers a valu
able tool for measuring image-text congruence in a 
scalable manner, enabling the study of a wider variety 
of applications.

8. Conclusion and Discussion
Firms have been using multimedia stimuli in adver
tisements and product display for decades. On online 
platforms, it is increasingly common for a product’s 
text description to be displayed together with visual 
images. Naturally, the congruence between image and 
text could play a significant role in affecting consu
mers’ attitude and choice. However, because of the 
difficulty of analyzing unstructured multimodal data 
(e.g., images and text), limited empirical research has 
been conducted to measure the congruence between 
image and text and investigate its impact on consumer 
choice. We fill this important research gap.

In this study, we adopt a multimethod approach to 
explore the impact of image-text congruence on con
sumers’ choice and the mechanism. We first apply a 
deep-learning model to measure the semantic congru
ence of an image-text pair. Our method outputs a 
continuous measure of congruence, which makes it 
possible to capture the variation in image-text congru
ence in a reliable and scalable manner. We apply the 
congruence measure to analyze individual choice in 
an app specializing in online reading for young users. 
Our results reveal an interesting U-shaped relation
ship between image-text congruence and consumer 
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preference: Consumers are more likely to choose 
a product when the congruence between its cover 
image and text description is either high or low. How
ever, the medium level of image-text congruence is 
associated with the lowest consumer preference, con
stituting a “dull zone.”

Motivated by the observational evidence, we then 
conducted two online studies. In the first study, we 
established the causal effect of image-text congruence 
and replicate the U-shaped relationship in a controlled 
experiment. In the second online study, we identify 
two underlying mechanisms through which image- 
text congruence exerts influence on consumer infor
mation processing: (1) information fluency when there 
is high relevancy between image and text and (2) 
surprise-induced information elaboration when the 
content of one media type is unexpected based on the 
content of the other.

We further investigate the generalizability of our 
study in two additional contexts: movie and home 
sharing. In both contexts, our method demonstrates 
satisfactory performance in terms of predicting con
gruence scores, confirming its broad applicability. 
Notably, the U-shaped effect of congruence on prefer
ence is found in the movie context but not the home- 
sharing context. This suggests that the relative impact 
of the two drivers can be context dependent. Specifi
cally, although surprise evokes elaboration and can 
boost positive consumer responses, high information 
fluency might matter more in contexts where informa
tion clarity is prioritized by consumers to reduce uncer
tainty. We encourage future research to investigate 
further how various contexts or conditions influence 
the effects of image-text congruence on consumer 
behavior.

8.1. Theoretical and Managerial Implications
This research contributes to the literature of multi
modal stimuli in consumer information processing. 
Although conventional wisdom suggests that the “fit” 
between image and text matters in practice, there has 
been a substantial gap in understanding how the impact 
of image-text congruence on consumer choice. Through 
the mechanism analyses, we investigate the underlying 
drivers of the heuristic concept of “congruence.” The 
findings reveal that “congruence” between image and 
text extends beyond mere “relevancy,” although the rel
evancy remains a crucial component. Although rele
vancy facilitates information fluency, “surprise” evokes 
a more elaborated processing state. This increased pro
cessing may enhance memory and recall, leading to 
more favorable evaluation responses. These two effects 
work simultaneously but through different routes. Con
sumer preference is high when the information embed
ded in an image-text pair is highly relevant or when one 
media type contains information unexpected from the 

other, leaving the medium congruence level as a dull 
zone for product preference in our empirical setting. 
To the best of our knowledge, our research is among 
the first empirical research to uncover a U-shaped rela
tionship between multimodal congruence and product 
choice. Previous studies have indicated a positive rela
tionship, primarily driven by relevancy, though they 
also note that the mediation effect could be conditional 
and influenced by factors beyond information fluency. 
Our research expands on these findings on a much 
larger scale in real-world scenarios. By measuring con
gruence on a continuous scale, we report a nonlinear 
effect of congruence and identify where the effect is 
expected to be higher, enriching our understanding of 
the mechanisms underlying the effect of image-text 
congruence.

Our study also has important managerial implica
tions for practitioners. First, for marketing managers 
and content creators, our findings shed light on the 
impact of image-text congruence level on consumers’ 
choice and help them improve product design and 
product communications with better image-text cou
pling strategies. Furthermore, our measure of image- 
text congruence offers a useful tool to identify misin
formation on social media platforms. For example, 
some online content creators use an attractive image 
to lure viewers, while the content of the image may 
mismatch or have low congruence to the true story in 
text, thus creating the “clickbait” phenomenon. Our 
technical framework can provide the first step in tack
ling this issue. Platform managers can adopt this 
method to better detect and identify suspected click
bait in a more efficient way, which helps increase cus
tomer satisfaction and user engagement.

8.2. Limitations and Future Research
Our study has several limitations. First, the image-text 
pairs in our study—that is, the ebooks and audio
books, movies, and home-sharing properties—are 
all firm-generated through managers’ careful design 
and calibration. Therefore, our data do not include 
extreme cases where the information delivered from 
the two sources is completely incongruent. However, 
such extreme cases might exist in user-generated con
tent, where we expect consumers to respond negatively 
to irrelevant coupling of image and text. Therefore, it 
would be interesting to apply our method to validate 
this hypothesis using user-generated content from 
social media posts and product reviews. We also expect 
the effect of image-text congruence to vary by the type 
of decisions involved, as suggested by the empirical 
findings in Section 7. Future research can adopt our 
metric to compare the effect in various empirical set
tings in a more systematic way. Second, we only focus 
on images and text descriptions, but other multimodal 
stimuli such as audio and video can be analyzed in a 
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similar spirit. Although the means of extracting seman
tic meanings from different media formats may vary, 
we believe the two-branch modeling framework can be 
generalized and extended to these other media for
mats. In sum, this research lays the foundation for 
future research in this area, which will contribute to the 
much-needed knowledge on consumer processing of 
multiple media.

Endnotes
1 Lee and Mason (1999) also showed that relevancy and unexpectancy 
are subdimensions of image-text congruence. Furthermore, it identi
fied humor as a potential moderator for the congruence effect. Given 
relevant information, humorous content would strengthen the posi
tive effect of unexpectancy, whereas given irrelevant information, 
humorous content would attenuate the negative effect of unexpec
tancy. In this study, we focus on the two main subdimensions and 
leave the potential moderators for future research.
2 We would like to acknowledge that the two-branch architecture 
may not be the only way to jointly process the embeddings from 
image and text. Alternatively, we could stack the image and text 
vectors into one long vector, which is then used as the input into a 
series of fully connected dense layers to output the final congruence 
value at the end. As a robustness check, we implemented this alter
native approach and found that it achieves a similar performance to 
our proposed method. The authors thank an anonymous reviewer 
for this alternative model architecture. See Online Appendix B for 
more details.
3 For robustness analysis, we also tried two other popular similarity 
measures, that is, Euclidean distance and Manhattan distance. We 
find that cosine similarity consistently outperforms the other two 
alternative methods. See Online Appendix B for more details.
4 PyTorch 2022, https://pytorch.org/docs/stable/generated/torch. 
optim.SGD.html.
5 To eliminate the effect of possible randomness, we run the prediction 
model 10 times and record the average performance and standard 
deviation. We thank an anonymous reviewer for this suggestion.
6 Note that the samples involved in Sections 3 and 4 are different. 
The collaborating firm provided a random sample of products for 
deep-learning model fitting and a sample of users for the observa
tional study. Therefore, our empirical analysis uses the predicted 
congruence scores, followed by validation using the ground truth 
scores.
7 We also plotted the average consumption incidence according to 
the image-text congruence values, that is, each bar representing an 
interval of 0.1 on the [0, 1] congruence scale. A similar U-shape is 
found in this alternative plot.
8 As a robustness check, we also fit the model using the human- 
annotated scores, which are treated as the ground truth in Section 3. 
Results are presented in Online Appendix G. The parameter esti
mates based on the ground-truth data are qualitatively consistent 
with those in Table 4. However, the sample for our observational 
study is young readers, whereas the ground truth is measured 
using adult participants, which may introduce measurement errors. 
We acknowledge this as a potential limitation.
9 During our data collection period, the app did not provide custom
ized recommendations to individual readers. The firm made this 
decision with the goal of protecting consumer privacy for young 
readers.
10 We performed robustness analyses for the sampling method: 
first, we varied the number of negative cases to 10 and 25, and sec
ond, we also tried using the most popular unchosen products 

(instead of a weighted random sample) as the choice set. Results are 
qualitatively consistent.
11 Note that this “colorfulness” variable weights each color by its 
pixel fraction and thus is better than a simple count of distinct col
ors. Consider images A and B, each having 10 colors. Imagine image 
A is dominated by two colors, and the top five colors make up 98% 
of the pixel area, yielding a colorfulness value of 2%. Suppose 
image B has an even split among the 10 colors, which yields a color
fulness value of 10%. Our definition of colorfulness can better cap
ture the fact that image B is more colorful than image A.
12 We did not use all 10 colors identified by Google Cloud Vision 
API, because not all images have 10 distinct colors.
13 Brightness and saturation are measured using the OpenCV 
packages for Python: https://pypi.org/project/opencv-python/.
14 The participants involved in the manipulation check study were 
not allowed to participate in this study. Five participants did not 
pass the attention check and were excluded from the analysis. The 
text used in the experiment was translated to English by an English- 
speaking translator.
15 The choice set is constructed to consist of one original pair and 
two re-matched pairs from the same theme, so that (1) the image 
and text for any product appear only once for the same participant, 
and (2) there is some variation in the image-text congruence within 
a choice set.
16 Note that although these two constructs could be related, they 
each contain orthogonal information. For example, the phrase 
“business casual” and an image of a pink suit would likely be high 
in both relevancy and surprise. In contrast, the word “meatball” and 
an image of spaghetti could be high in relevancy but low in surprise.
17 We measured expectancy in our online study because in practice, 
it is easier for respondents to rate expectancy than surprise. We fur
ther reverse-coded expectancy into surprise (unexpectancy) in our 
subsequent analysis.
18 On property rental websites, if users are interested in a property 
out of several alternatives, they would click on the property profile 
to read more details about it. Our experimental design resembles 
this process in the real-world setting.
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