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Abstract: - Nonresponse is a significant matter that cannot be denied in a sample survey. Declining response 
rates lead to increasing nonresponse bias which affects the estimated bias. Nonresponse adjustment can be used 
to deal with unit nonresponse by using nonresponse weight. Two possible models in which missingness in an 
ancillary database may be correlated with missingness in a survey are considered in this study for estimating 
the population mean when nonresponse occurs on both the study and auxiliary variables.  Two auxiliary 
variables where one auxiliary variable is fully observed and some part of the other is missing are considered in 
the possible models. Simulation studies are carried on to see how the nonresponse adjustment using auxiliary 
variables that subject themselves to nonresponse work under the possible models. The simulation results show 
that the weighted mean performed the best in removing the bias and gave the minimum mean square error 
compared to the unweighted mean which was affected by nonresponse. 
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1  Introduction 
Sample survey inevitably faces the problem of non-
response despite how intricate the sample survey 
design is as it can seldom be controlled. Non-
response can occur in many ways. For example, the 
survey participant may refuse to answer some 
questions such as privacy-related or sensitive issues, 
or not answer due to a language barrier or sickness. 
On the other hand, the survey taker might be unable 
to reach some respondents. To prevent this, the 
survey must be designed to be easily understandable 
and able to engage the respondent. However, in the 
end, that cannot always ensure a complete dataset 
and non-response does not occur due to a flaw in the 
design, so to decrease bias and variance, standard 
statistical techniques to adjust for non-response 
before analysis are utilized. Weighting methods can 
assist in dealing with unit non-response in a post-
survey; this has the added benefit of reducing non-
response bias. It is imperative to deal with non-
response to prevent errors leading to inconclusive 

results. A strong relationship between the response 
propensity and the variable of interest in the sample 
survey can be utilized for non-response adjustment. 
The auxiliary variables have been used as predictors 
in propensity models, [1], [2], [3], [4].  
 A cluster-level regression model under non-
response was studied to solve the problem of biasing 
effects caused by cluster-level association between 
response rates and cluster-level quantities obtained 
from survey variables, [5]. They considered the case 
where testing for inclusion of a non-response rate or 
some function of it as a covariate in the model may 
indicate nonresponse. Two models of nonresponse 
mechanisms with potential biasing effects were 
introduced along with methods to control the bias by 
including a non-response rate or some function of it 
as a covariate in the model. The results found that 
biases and mean square errors decreased as the non-
response rate was included in the model, [6], [7]. 
 Many researchers studied the useful information 
on auxiliary variables for survey adjustment. For 
example, [8] investigated the bias and variance of 
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the adjusted response means by using multiple 
auxiliary variables that correlated to the response 
indicator and the survey outcome variable in 
different directions. They found that the differences 
in the direction of the relationship between the 
predictors and either propensity or the survey 
variables gave different bias and mean square error 
(MSE) for the adjusted respondent mean, [9], [10], 
[11], [12], [13], [14], [15], [16], [17], [18], [19]. 

In this paper, we consider two possible models 
in which missingness in an ancillary database may 
be correlated with missingness in the survey. We 
focus on the problem of estimating the population 
mean of the response variable when nonresponse 
occurs on both the study and the auxiliary variables. 
For simplicity, we consider two auxiliary variables 
in the possible models where one auxiliary variable 
is fully observed and some part of the other is 
missing. Simulation studies are presented in which 
we consider the properties of these estimators based 
on two possible models under the assumption that 
the data are generated from the assumed models in 
order to see how they are going to account for 
nonresponse bias.  

The formal framework for the paper is set out in 
Section 2 and the possible models that could 
account for the correlation between missingness in 
the ancillary database and missingness in the survey 
are given in Section 3. The simulation studies are 
used to see the performance of these estimators in 
Section 4. Conclusions are given in Section 5. 
 

 

2  Framework 
Assume survey sample .s  Respondent set  .r s  
Let   

1         if  in 
  

0  if  not in .i

i r
R

i r


 


 

Measure survey variables 
iy  for i  in 

,  1,2,...,r i n  and consider weighted estimator 
using weights 

iw for i  in .r     If we observe 
ix  for i  

in s  then might determine 
iw  by propensity score 

weights (based on logistic regression of 
iR  on 

ix ). 
 
 

3  Possible Models 
In this study, we suppose that 1 2( , ),i i ix x x  where

1ix is observed for all i  in s  and 2ix is observed for 
i  in 2 ,r  where 2r is some subset of ,s  which will 

typically include some units from r and some units 
from / .s r  Let  

2
2

2

1       if  in 
 

0 if  not in .i

i r
R

i r


 


 

 
This suggests that missingness in the ancillary 

database may be correlated with missingness in the 
survey. So may expect 

iR  and 2iR to be correlated. 
However, we may not find 2iR to be very related to 

iy conditional on  1.iR   
Simple Model A: 

Suppose A1: 
iR  is conditionally independent of 

iy

given 1 2( , )i i ix x x and 2 1.iR   
Suppose A2: 

iR  is conditionally independent of 
iy

given 1ix  and 2 0.iR    
Under these assumptions, we can estimate 

( 1)iP R   by logistic regression of 
iR  on 

ix  for 
cases with 2 1iR   and by logistic regression of 

iR  
on 1ix  for cases with 2 0.iR   We can then set 
nonresponse weight to be 1( 1) .iP R   We 
evaluate properties of weighting following [8]. We 
could also consider cases where 2ix which is 
strongly related to 

iy  and different amounts of 
missingness on 2 .iR  
 
 
4  Simulation Studies 
In this section we follow [8] to generate 

iy  and 
response propensity using R program, [20]. We 
consider cases where 2ix  is strongly related to 

iy  
and different amounts of missingness on 2 .iR  The 
simulation steps are as follows. 
Simulation steps: 

Step 1 Generate 1ix and 2ix from bivariate normal 
distribution with a mutual correlation of -0.2, 0 and 
0.2 and mean is equal to zero and variance equal to 
one with a population of size 100,000.N   
Step 2 Generate 

iu  from a normal distribution with 
mean equal to zero and variance equal to one. Then 
generate 1 1 2 210 ,i i i iy x x u     where 1  and 

2 are varied in order to generate the different 
levels for the correlation between 

iy  and 2 .ix   
Step 3 Select simple random samples of sizes n 
1,000 and 2,500 and repeat M = 1,000 times. 
Step 4 Generate a response probability 2 ,i  
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2 2   and then generate a binary response 
indicator 2iR from a binomial distribution with 
probability 2 2 2, (1, ).i ip R B p  
Step 5 Generate a response probability ,i  
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, 1 20.1,  1,  2,  2    and then generate a binary 
response indicator 

iR  from a binomial distribution 
with probability , (1, ).i i ip R B p  
Step 6 Assume A1 and A2 hold, we can estimate 

( 1)iP R  by logistic regression of 
iR  on 

ix for 
cases with 2 1iR   and by logistic regression of 

iR  
on 

ix for cases with 2 0iR  as follows. 
Assume A1 holds; 

logit   2 01 11 1 01 2ˆ ˆ ˆ1 1i i i iP R R x x           
Assume A2 holds; 

logit   2 02 12 1ˆ ˆ1 0i i iP R R x                    

Step 7 Calculate the weight 
iw  by, 

 
1
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i
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Step 8 Compute the unweighted mean and the 
weighted mean from  

                     1

1

n

i i

i

n

i

i

R y

y

R









                                 (1) 

             1

1

r

r

n

i i

i
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i

i

w y

y

w









                               (2) 

where 
iw  is the estimated weights from Step 7 and  

rn is the number of respondents.  

Step 9 Compare each estimator using bias and MSE. 
The bias and MSE formulas are  

1000

1

1( )
1000 i

i

Bias y y Y


              (3) 

 
1000 2

1

1( )
1000 i

i

MSE y y Y


               (4) 

 
The results are shown in Table 1, Table 2, Table 3, 
Table 4, Table 5 and Table 6. 
 

Table 1, Table 2, Table 3, Table 4, Table 5 and 
Table 6 showed the bias and mean square error for 
the weighted mean using 1ix and 2ix and the weighted 
mean using 1ix compared to the unweighted mean 
when response rates ( r ) are varied between 0.68 
and 0.76 and the response rate is 0.65 as a result the 
nonresponse rate is 35% in this study.  The 
correlation between y and 2x and y and 1x  are 
varied between 0.28 and 0.9 and the sample of sizes 
n  are equal to 1,000 and 2,500 respectively. 

 
Table 1. Simulation results for n = 1,000 and  

1 2 0.2.x x    

 
 

For n = 1,000, Table 1 showed that the weighted 
mean using 1ix and  2ix  performed the best in terms 
of both minimum bias and mean square error which 
gave a lot better results than the unweighted mean in 
all situations. The weighted mean using 1ix

performed the second best and the unweighted mean 
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performed the worst.  Unweighted mean is biased 
due to nonresponse and therefore gave the highest 
bias and mean square errors.   

Table 2 and Table 3 show the results for n = 
1,000 when the correlation between 1x   and 2x  are 
equal to 0 and 0.2 respectively, which also gave 
similar results to Table 1. The weighted mean using 

1ix and  2ix  performed the best in all situations.  
 

Table 2. Simulation results for n = 1,000 and   
1 2 0.x x   

 
 

Table 3. Simulation results for n = 1,000 and  
1 2 0.2.x x   

 

Table 3 showed that the positive higher 
correlation between  1x   and 2x  ( 1 2 0.2x x  ) gave 
higher biases and mean square errors compared to 
the results for  1 2 0.2x x    and 1 2 0.x x   When the 
nonresponse rate increases, nonresponse adjustment 
using the weighted mean using  both 1ix  and 𝑥2𝑖  
works very well and lead to declining nonresponse 
bias.  

 
Table 4. Simulation results for n = 2,500 and  

1 2 0.2.x x    

 
 

Similar results were found for n = 2500 in Table 
4, Table 5 and Table 6. We can see that when 1ix and 

2ix or only 1ix are included in the model, the biases 
and mean square errors are reduced using the 
weighted mean. The unweighted mean had more 
biases and mean square errors than the other 
estimators. Increasing nonresponse rates and 
declining bias and mean square error by using the 
weighted mean  using 𝑥1𝑖 and 𝑥2𝑖  in adjusting for 
nonresponse for estimating the response variable 
outperformed the unweighted mean that was 
affected by nonresponse for all levels of correlations 
between y  and 2x  and y  and 1x . 
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Table 5. Simulation results for n = 2,500 and   
1 2 0.x x   

 
 

Table 6. Simulation results for n = 2,500 and  
1 2 0.2.x x   

 
 
 
5   Conclusions 
Dealing with nonresponse is imperative in sample 
survey analysis as fewer responses allow space for 

increasing nonresponse bias which affects the 
estimated bias. When revision of the survey design 
cannot yield full responses, adjustment of 
nonresponse can tackle the issue using nonresponse 
weight to deter increasing bias. Nonresponse 
adjustment using the weighting method is 
considered in this study. We consider two possible 
models in which missingness in the ancillary 
database may be correlated with missingness in the 
survey when nonresponse occurs on both the study 
and the auxiliary variables focusing on two auxiliary 
variables in the possible models where one auxiliary 
variable is fully observed, and some part of the other 
is missing. These models were studied as potential 
effects on reducing bias after receiving survey 
results were of interest. The results showed that the 
weighted mean using nonresponse adjustment by 
propensity score weights based on logistic 
regression of 

iR  on 
ix  performed the best in terms 

of removing the bias and also minimum mean 
square error when compared to the unweighted 
mean. The unweighted mean gave poorly biased 
estimates due to nonresponse especially when the 
nonresponse rate is high. 

We can see that considering the connection 
between missingness in the auxiliary variable and 
the missingness in the survey in this study can 
benefit in reducing nonresponse bias and mean 
square error for estimating population mean using 
the weight.  In future work, other propensity score 
weights may be considered use in creating the 
weighted in order to adjust for nonresponse. 
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