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Abstract 

This review addresses a critical societal problem that psychology is uniquely positioned to 
address: the challenge of distinguishing genuine experts from pseudo-experts. Determining 
which experts to trust is essential for both routine and high-stakes decisions, yet evaluating 
expertise can be difficult. We examine the cognitive processes that underpin genuine 
expertise—such as learning, information search, memory, problem-solving, and skill transfer 
– and explore the disconnect between psychological insights into expertise and the practical 
methods used to evaluate it. In settings where expertise must be evaluated by laypeople, 
such as adversarial legal trials, laypeople face significant challenges, including knowledge 
disparities hindering analysis, communication barriers that impact the clear explanation of 
expert methods, and systemic constraints that limit the scrutiny of expert evidence. These 
challenges complicate the assessment of expert claims and contribute to wrongful 
convictions and unjust outcomes. To assist, we distinguish between ‘show-it’ and ‘know-it’ 
expert performances. The key difference is in their visibility, measurability, and immediacy: 
‘know-it’ performances are particularly challenging and critical to interrogate. This distinction 
serves as a heuristic for identifying when evaluations of expertise require greater care and 
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should incorporate a range of diagnostic factors including foundational and applied validity. 
Finally, we highlight key knowledge gaps and propose promising directions for future 
research to improve evaluations of expertise in a range of contexts. 
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PSYCHOLOGICAL INSIGHTS FOR 

JUDGING EXPERTISE 

INTRODUCTION 
Expertise is a staple of modern life [1, 2], influencing everything from entertainment choices 
[3, 4] to daily problem solving [2]. Scholars from diverse fields including psychology, 
sociology, and philosophy have studied expertise and define it in different ways [2, 5-8]. Yet, 
there is general agreement that experts demonstrate remarkable performance despite the 
limitations imposed by human physiology, perception, and cognition [9-11]. These 
performances are typically efficient, effective, and vastly superior to those of the average 
person [6, 12]. Here, we define an expert as someone who can repeatedly perform a specific 
task in a way that is measurably superior to that of non-experts and novices.  

Some forms of expertise, especially expert opinions, shape pivotal decisions affecting lives 
and liberty, such as policy, elections and legal verdicts [13, 14]. In the legal arena, expert 
opinions not only affect the outcomes of individual court cases, they are also instrumental in 
shaping our understanding of the effectiveness and fairness of justice systems [15-21]. For 
example, true crime ‘infotainment’, live-streamed expert evidence, and expert whistle-
blowers all allow the public to observe and evaluate expert performances, revealing 
strengths and weaknesses of justice processes. However, the rules and procedures 
governing the use of expert evidence in legal contexts can make evaluations of expertise 
uniquely challenging.  

In this Review, we explore the literature on expertise focusing on how this knowledge can 
inform the critical evaluation of expertise, particularly in adversarial legal systems. Our focus 
on this context  is guided by watershed reports from the National Research Council and 
President’s Council of Advisors on Science and Technology [22, 23], signaling significant 
legal misunderstandings of expertise; as well as recent updates to the US Federal Rules of 
Evidence [24] responding to these issues. Starting with definitions and an overview of the 
psychological foundations of expertise, we provide a framework for thinking about expert 
evaluations. We then examine key difficulties in evaluating expertise, using adversarial legal 
systems as an illustrative context. Finally, we draw on the broader literature to consider 
potential improvements in legal and other settings.  

THE NATURE OF EXPERTISE 
Our definition of an expert as someone who repeatedly performs a specific task in a way that 
is measurably superior to that of non-experts and novices emphasizes the importance of 
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superior performance in specific tasks, rather than across entire domains or fields. While 
some scholars define expertise in the latter sense [25], doing so fails to recognize that 
expertise can vary within and between discrete tasks in a field or domain [10, 25-29]. 
Evaluating expertise in the context of specific tasks is therefore essential to avoid the 
unwarranted attribution of expertise to non- and pseudo-experts. Defining expertise at the 
level of the field might lead one to mistakenly assume that expertise extends to all tasks 
within that field; or conversely that there is no expertise in an entire field because there is no 
expertise in a particular task [30]. 

With this task-focused definition in mind, we summarize decades of research revealing a 
number of cognitive processes behind expert performance, including learning, information 
search, memory, problem solving, and transfer [6, 9]. 

  

LEARNING 
Experts possess a wealth of task-specific knowledge acquired through extensive training, 
study, and experience [9, 31]. Research on expert learning has been dominated by the 
deliberate practice framework [32-38]. According to this framework, expertise requires 
purposeful, goal-directed, repetitive practice and feedback, aimed at improving task-relevant 
skills. While scholarly debates persist regarding the exact nature of deliberate practice and 
its role in expertise [6, 35, 39-42], it is clear that experts must dedicate substantial time and 
intentional effort to achieve the highest levels of performance.  

INFORMATION SEARCH 
Experts develop specialized ways of searching for information relevant to specific tasks [43, 
44]. For example, studies of eye gaze behaviors generally show that compared to novices, 
experts have an enhanced ability to focus visual attention on relevant information. They 
possess an extended visual span for features relevant to the task, and they make better use 
of their peripheral vision [45-48]. They also show more efficient visual scanning patterns 
such as fewer fixations, longer saccades, and swift detection of critical information features 
[49-52].  

Experts also differ from non-experts in other aspects of information search, such as the use 
of highly selective search strategies. Among the many actions that could be considered, 
experts contemplate and enact only a very small number [6, 53]. Even so, expert search is 
not strictly rational or economical because it involves returning to the same information 
repeatedly at progressively deeper levels [53]. This iterative process reduces dependence on 
short-term memory and allows new findings to be integrated into the problem space [49]. 

MEMORY 
Experts typically store and recall more task-relevant material than non-experts. For example, 
chess experts given just seconds to view chess boards are able to recall the location of more 
pieces than non-experts [53, 54]. Similar results have been found in many domains, including 
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games, sports, science, and the arts, despite large variations in information presentation 
times and modifications to the materials presented [6, 33, 55].  

Experts also develop a ‘skilled memory’ [29, 30, 34, 56] incorporating organizational 
structures to facilitate superior encoding, retention, and retrieval [57]. During training, 
experts come to recognize perceptual patterns called ‘chunks’ [54]: groups of elements that 
commonly occur together, but rarely co-occur with elements in other groups [58]. Chunks 
provide efficient access to rich information held in long-term memory [6, 59]. For instance, 
chess experts show enhanced recall of chess pieces presented in conceptually meaningful 
groupings compared to arbitrary arrangements like rows and columns, or presented 
randomly [60]. Even in situations where the grouping of information is random, experts in 
various domains can use chunks to their advantage, as some naturally occurring patterns will 
emerge by chance [61-65].  

Chunks then combine to form complex templates [66], fostering dense networks of memory 
structures that support more abstract thinking. These templates are organized through 
mental schemas that connect knowledge into coherent wholes [6, 53, 67]. Overall, compared 
to novices, experts tend to recall task details in compressed informational units of increasing 
size and complexity, rather than as ensembles of discrete pieces which require greater 
cognitive resources [9].  

PROBLEM SOLVING 
Experts are capable of rapidly extracting the essential features of large amounts of 
information by conceptualizing and resolving task-related problems in qualitatively different 
and more efficient ways than non-experts [53, 68]; perceiving dynamic aspects of situations 
quickly, such as anticipating potential next steps [69-71]; and applying complex, abstract 
representations of their knowledge to new problems [6]. For instance, non-experts given 
physics formulae to sort focus on superficial similarities and group based on those 
characteristics. Experts, however, see deeper unifying themes and classify accordingly [72]. 
These types of sophisticated conceptualizations enable experts to adopt better problem-
solving strategies than novices [9, 48, 55, 73-76]. 

The features that enable superior encoding and recall also facilitate skilled intuition [77-80]. 
Without much thinking, experts in a range of tasks rapidly evaluate routine situations to reach 
accurate (or effective) resolutions [48, 55, 73-76, 81]. Task-relevant problems activate 
chunks, which in turn provide access to possible solutions via templates and schemas. Thus, 
the chunk suggests possible actions through pattern recognition, allowing experts to find 
shortcuts and skip intermediate steps. In routine cases, for example, experienced clinicians 
reach fast and accurate diagnoses [74, 82-84].  

Despite the benefits of intuition, cognitive shortcuts and heuristic methods of problem 
solving can sometimes lead to systematic errors or biases, even among experts [6, 10, 85-
97]. For example, clinicians can overestimate the likelihood they would have made a correct 
diagnosis when seeing a case for the first time [i.e., hindsight bias; 98, 99]; ignore the 
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prevalence of a symptom when making a diagnosis [i.e., base rate neglect; 100]; or seek 
evidence confirming rather than disconfirming their initial diagnosis [i.e., confirmation bias; 
101]. There is also clear evidence that expert judgments can be tethered to irrelevant 
information [i.e., anchoring effects; 102, 103] and suffer from other contextual influences 
[104-106]. 

The tendency to rely on heuristics and patterns to quickly solve problems can also mean that 
specific details of a problem will be overlooked or ignored in favor of more routine responses, 
sometimes leading to serious mistakes [107]. Experiments in chess show that expert players 
often choose familiar solutions even when more efficient but less common alternatives are 
available [i.e., the Einstellug effect; 108, 109, 110]. There is also evidence that the highly-
refined pattern recognition of some experts, such as pilots [111] and intelligence analysts 
[94], may paradoxically increase vulnerability to some errors compared to novices [see 92, 
112]. However, it is important to note that even though the intuitions of experts are not 
always correct, skill and intuition quality are positively correlated [73] .  

TRANSFER 
Finally, expertise is task-specific. Individuals performing at very high levels on one task are 
not necessarily also better at other tasks [9, 25, 27, 113, 114]. Successful transfer of 
expertise depends on the similarity of tasks: the more rules and features tasks share, the 
greater the transfer of expertise [115, 116]. For instance, superior performance in one type 
of pattern matching (e.g., fingerprints) affords some benefits in other similar visual pattern-
matching tasks [117, 118]. Yet, expertise does not automatically or widely generalize - even 
across subspecialties of the same domain [e.g., from familiar to unfamiliar face matching; 
119, 120-123]. 

ASSESSING EXPERTISE  
Overall, research shows that expertise is underpinned by a range of cognitive mechanisms. 
Psychologists have developed a variety of specialized measurement methods to distinguish 
genuine experts from novices and pseudo-experts. For example, card sorting tasks help 
reveal experts’ mental models and how they organize information. Coherent ordering is key 
for efficient knowledge retrieval and application [72]. Eye tracking technology provides 
insights into experts’ superior information search strategies by monitoring where and how 
long they focus on specific areas or pieces of information [43, 44]. Timed performance tasks 
show an experts’ proficiency and ability to effectively transfer learned skills by measuring 
the speed and accuracy with which experts complete specific tasks [124]. Think-aloud 
protocols reveal real-time decision-making and problem-solving strategies by having 
expert’s verbalize their thought processes while completing a task [125]. Finally, 
neuroimaging techniques like Functional Magnetic Resonance Imaging (fMRI) and 
Electroencephalography (EEG) provide evidence of structural and functional brain 
adaptations associated with the development of expertise [126, 127].  
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These tools allow psychologists to identify genuine expertise through internal cognitive 
markers that are often invisible to others. Even so, members of the general public can 
effectively evaluate expert performance when it involves clear, immediately observable 
outcomes. For instance, expertise in areas like chess, sports, or surgery can be assessed in 
real time based on tangible results such as victories, points scored, or successful procedures. 
However, in many other fields, expertise cannot be directly observed or easily measured at 
the time of the performance without the use of specialized tools. This is particularly relevant 
when experts provide predictions, judgments, or complex analyses for which there may be 
no immediate, visible, or practical way to determine whether their performance led to correct 
or objectively superior outcomes. Yet some of these kinds of expert performances are 
genuinely expert and others are not. 

This distinction between observable and non-observable expert performances can be 
thought of as the difference between ‘show-it’ and ‘know-it’ forms of expertise, drawing on 
the well-established distinction between ‘procedural’ and ‘declarative’ forms of knowledge 
[2, 5, 6, 29, 128-131]. However, in this case the key difference between the two types of 
expert performance lies in their visibility, measurability, and immediacy (see Figure 1). The 
show-it/know-it distinction serves as a heuristic for identifying when evaluations of expertise 
are more challenging and require evaluators to adopt strategies they might not otherwise 
consider, particularly for ‘know-it’ expert performances. As such, this framework can be used 
by evaluators to make more informed and accurate judgments about experts, toward 
improving outcomes in both routine and high-stakes situations.   

‘Show-it’ expertise refers to tasks where performance is externally visible (e.g., as in sports), 
outcomes are clear, and superior performance can be objectively measured at the time of the 
performance in reference to ground truth. Laypeople can usually determine expert-level 
performance in these contexts by directly observing the performance and evaluating the 
outcomes.  
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Figure 1. illustrates differences between ‘Show-it’ and ‘Know-it’ tasks. Performance on ‘Show-it’ 
tasks is often easy to observe and measure in real time, and success is usually simple to define, leading 
to a lower risk of imposters. Performance on ‘Know-it’ tasks is generally hard to observe and measure 
in real time, and success is typically difficult to define, increasing the risk of imposters. But both can 
subjected to measurement: measurability itself does not change a performance from the ‘know-it’ to 
‘show-it’ type. Distinguishing genuine ‘know-it’ expert performances from imposter ‘know-it’ 
performances requires additional diagnostic information. Although expert performances exist on a 
continuum – at least within these “types” of expertise – the ‘show-it/’know-it’ distinction serves as a 
useful heuristic signaling when evaluations require additional care.  

 

In contrast, ‘know-it’ forms of expertise involves tasks where success is harder to define or 
directly observe, such as synthesis, interpretation, judgment, and decision-making [6]. In 
these cases, experts provide analyses, predictions, opinions, or advice to bridge knowledge 
gaps [25, 132-136]. Examples include weather forecasts (e.g., the chance of rain), 
psychological risk predictions (e.g., estimating likelihood of future dangerousness), medical 
judgments (e.g., diagnosis, treatment selection, estimating outcome probabilities), and 
forensic feature comparisons (e.g., fingerprint identification). The actual performance of these 
kinds of ‘know-it’ tasks is not visible to observers in the way that ‘show-it’ tasks are, and 
ground truth tends to be more difficult to establish [7, 137, 138]. As a result, ‘know-it’ tasks 
often lack immediate, observable, and unambiguous criteria for success, making performance 
difficult to measure. Yet such measurement is essential for distinguishing genuine expertise 
from pseudo-expertise. This challenge frequently arises in everyday evaluations of experts 
and becomes especially pronounced in adversarial legal systems.  

Adversarial legal systems like those in the United States, United Kingdom, Canada, and 
Australia generally allow expert opinions when judges and juries (‘fact-finders’) lack the 
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specialized or technical knowledge needed to interpret evidence in a case - though there are 
differences between jurisdictions in how these processes unfold, [139]. The content of these 
expert opinions is typically unfamiliar to the audience, is technical or complex, and is 
frequently counterintuitive [16, 139, 140]. Even so, expert opinions are not meant to be 
accepted at face-value. Judges in many adversarial jurisdictions are expected to ‘gatekeep’ 
expert evidence, screening out unaccepted or ‘junk’ opinions derived from unreliable, invalid, 
or untested methods from purported experts across any and all domains [24, 141-148].  

This task may require judges to make assessments of expertise at multiple levels of analysis 
[149]. Specifically, they may need to assess the probative value and reliability of an entire 
field represented by an expert witness [23], decide whether a particular witness is a good 
representative of their field [24], and assess whether the expert’s performance on a particular 
case-specific task was reliable enough to be used as evidence in the trial. If the expert is 
allowed to give evidence, judges and juries must then evaluate the credibility and reliability 
of the expert evidence to appropriately weigh it in their verdicts and sentences [24, 141, 
150]. Despite the intention to rigorously scrutinize expert testimony, legal questioning and 
evaluations by judges and juries frequently fall short, leading to misjudgments and even 
errors in legal outcomes [22, 23, 151-154]. 

As a striking example, faulty and flawed forensic evidence has been accepted by judges and 
believed by juries for decades, contributing to many wrongful convictions worldwide [155-
162]. In their landmark reports, the US National Research Council [22] and the Presidents’ 
Council of Advisors on Science and Technology [23] revealed that many of the opinions 
historically accepted by courts as expert were not actually based on techniques proven to be 
foundationally valid, or valid as applied in specific cases. That is, they were not shown to be 
reliable (i.e., repeatable, reproducible, and accurate) either in principle, or in practice [163]. 
These concerns were echoed in a number of other official inquiries [164-167]. 

This failure to establish the validity of expert opinions casts serious doubt over judges’ and 
juries’ ability to accurately assess whether forensic scientists and others possess genuine 
expertise [123]. Yet, to fully grasp how these life-altering evaluations go wrong, it is crucial 
to consider both the nature of expertise, as well as the interplay between adversarial trial 
procedures and the decision-making of courtroom participants [168]. Doing so reveals a 
range of psychological considerations that limit or misdirect assessments of expertise in 
adversarial legal contexts. 

CHALLENGES 

Courtrooms present several challenges that hinder the effective evaluation of expert 
opinions by trial participants. First, the expertise required by courts is usually of the ‘know-
it’ variety, where experts provide judgments, diagnoses, comparisons, identifications, and 
estimations. Successful performance on these tasks is not immediately visible and can be 
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difficult to observe or measure directly, often requiring years to determine and considerable 
effort [e.g., defining and tracking if predictions were accurate: 112, 169]. For example, it is 
impossible to definitively know whether a psychologist’s assessment of a child’s ‘best 
interests’ during a custody dispute was correct, as alternative outcomes cannot be compared, 
and following the psychologist’s advice contaminates the assessment criterion. 

This reliance on experts whose successful performance cannot easily be verified forces 
judges and juries to assess the quality of the expert based on written and oral testimony 
describing the features contributing to their performance rather than evaluating the 
performance itself. Descriptions may include information about training and experience, 
cognitive work, intellectual processes, methods, and if available and known - past 
performance. However, evaluations based on recollections of internal processes are 
inherently limited and are further constrained by various cognitive and procedural 
challenges, including the significant knowledge gap between legal actors and expert 
witnesses. 

KNOWLEDGE DISPARITIES 

Few lawyers and judges receive advanced training in scientific and technical disciplines prior 
to their legal careers. In fact, most judges report receiving only brief training on related topics, 
often in a judicial induction course or continuing education seminars [i.e., of less than one 
week; 170]. The scientific and technical competence of jurors also varies widely and is likely 
insufficient to accurately evaluate the credibility of the expert witness, or the reliability of 
their opinion in a courtroom environment. It is therefore non-experts who are left to judge 
the veracity of expert claims. This paradox is not unique to legal contexts; inexperience and 
unfamiliarity are problems encountered by most non-experts when asked to evaluate expert 
opinions, such as patients choosing between doctors advocating different treatments [130, 
140, 171-173]. Nonetheless, these knowledge gaps seriously threaten effective evaluations.  

COMMUNICATION BARRIERS 

Communication, comprehension, and insight barriers further complicate evaluations of 
expertise in legal contexts. ‘Know-it’ forms of expertise often rely heavily on subjective 
processes of comparison, evaluation, and judgment - such as when firearms examiners opine 
that a known bullet and a crime scene bullet were fired from the same gun. Such expert 
interpretations will often involve skilled intuition (see Box 1: Skilled versus Unskilled 
Intuition). Yet, these types of quick, automatic, and effortless mental activities are not easily 
or reliably explained after the fact [e.g., 23, 81, 174]. As a result of this lack of insight, experts 
may provide inaccurate information about their decision processes, potential biases, and 
actual performance in their reports and testimony [93, 175-181], unintentionally misleading 
fact-finders [55, 76, 89, 93, 175, 177, 180, 182]. Errors and misrepresentations, whether 
deliberate or inadvertent, are difficult for others to detect.  
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Box 1: Skilled versus Unskilled Intuition 

Intuition is often seen as a sign of expertise, but it can be a poor indicator of true skill. 
Experts can use intuition to make fast, accurate decisions and performances with little 
effort, driven by deeply rehearsed processes and complex knowledge [53, 78, 183]. 

However, novices and laypeople also experience intuition [10]. Their ‘gut feelings’ might 
seem similar to skilled intuition, but they lack depth of knowledge and experience. Their 
intuitions are not informed or skilled; they are simply quick, effortless senses of what to 
do or believe without a solid foundation. 

The difference lies in what underpins the intuition. Expert or skilled intuition is built on 
training, study, and experience; it is informed by feedback relative to ground truth; and 
leads to better outcomes [184]. Novice or unskilled intuition lacks this foundation and is 
therefore less reliable. 

Caution is necessary when relying on intuition. Anyone can make intuitive judgments and 
decisions, but only the informed intuition of experts leads to consistently better results 
[10]. 

 

Moreover, some experts may have incomplete knowledge about the evidence underlying 
their practices [153, 185, 186]; particularly concerning the foundations of the methods and 
techniques they apply. For example, psychologists using actuarial risk assessment tools may 
have a limited understanding of their empirical basis, and bench analysts using Polymerase 
Chain Reaction to amplify DNA may have a limited understanding of how the technique was 
validated. These knowledge gaps and imperfect insight may lead witnesses to deny, deflect, 
or guess when areas of weakness or uncertainty are probed by lawyers [187, 188]. For 
example, because experts can be overconfident about their ability to resist problems and 
biases in their judgment processes [93], even a sincere expert witness may erroneously claim 
infallibility [189], or inaccurately reject the possibility of bias [190, 191].  

Additionally, experts often have to communicate challenging content to fact-finders. For 
instance, experts tend to assist with the management and comprehension of uncertainty by 
offering opinions about past events that may be disputed (e.g., regarding the weapon that 
inflicted an injury), or future events that are unknown [e.g., the risk of future violence; 133, 
134, 136, 192]. There is a wealth of evidence that this is an error-prone process [193-198], 
particularly in legal contexts where experts are encouraged to speak in probabilistic terms 
about the evidence under competing hypotheses [199-208]. Probabilistic language is, 
however, just one type of jargon experts may use in their communication [209-211]. 
Although a reliance on such jargon is likely a natural consequence of the cognitive efficiencies 
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developed by experts, these specialized forms of expression interrupt comprehension and 
engagement among people from outside the domain [212, 213], placing judges and juries at 
a disadvantage when evaluating opinions provided in reports and testimony. Legal rules and 
procedure can compound this disadvantage. 

SYSTEMIC CONSTRAINTS 

Substantive and procedural legal rules evolved to ensure the fairness, consistency, and 
integrity of justice systems. While these rules work well to solve many evidence problems in 
law, they are not designed to aid the effective evaluation of expertise – and may in fact 
unintentionally amplify the challenges associated with the task [214]. Yet, because lawyers, 
judges, and juries do not have the specialist technical knowledge to make an informed 
critique of the methods and conclusions of those claiming expertise, they must rely heavily 
on these systemic legal protections. Often characterized as trial safeguards, protections 
include cross-examination and opposing experts to interrogate and contest expert evidence 
[176, 185, 215]. Courts also rely on judicial instructions to guide jurors' assessments of 
witness credibility and evidence integration [216].  

Both effective cross-examination and the use of opposing experts hinge on appropriately 
informed and adequately resourced lawyers asking well-targeted questions to 
knowledgeable and honest witnesses, as well as judges and juries understanding the 
meaning and significance of the answers provided. This dynamic is challenging [185] and can 
produce general skepticism among fact-finders, rather than better differentiation between 
pseudo and genuine expertise [217-219]. Access to trial safeguards is also inequitable: the 
prosecution tends to be better funded than the defense and is often the only side capable of 
sourcing, preparing for, and funding expert evidence [220, 221]. Consequently, defense 
experts can be scrutinized more harshly than prosecution experts, impacting evidence 
evaluations and skewing the trial in favor of the state, even when the experts’ abilities are 
uncertain [222]. 

Similarly, while it makes intuitive sense that instructions from judges will assist jurors to 
evaluate experts, in practice their usefulness is limited. Jury instructions are often difficult for 
laypeople to understand [223-226], and are commonly out of step with contemporary 
scholarship [216]. Furthermore, jurors generally have poor memory for judicial instructions 
[227] and struggle to implement them [228], often because instructions amount to general 
warnings, which can be difficult to apply to a complex array of evidence, multiple charges, or 
co-defendants. 

Finally, the procedural realities of trials add further significant burdens for those evaluating 
expert witnesses [see 229], limiting the cognitive resources available to complete their 
evaluations. Fact-finders are routinely presented with large amounts of complex and 
unfamiliar legal information as well as case-related evidence that they must attend to, 
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understand, and remember. This information is often disjointed, produced over days of 
hearings, with limited opportunities for the engagement, elaboration, or consolidation 
essential for optimizing learning and comprehension [230]. Jurors, for instance, benefit from 
taking notes [231, 232] and reviewing summaries of expert evidence before hearing 
testimony [233]. However, access to these resources is limited and inconsistent [234]. 
Additionally, jurors typically cannot ask live questions to clarify their understanding and must 
submit questions through the bailiff and judge [see 235], which disincentivizes questions, 
and delays and filters answers.  

Jurors are also usually prohibited from discussing the case with other jurors until all the 
evidence has been presented, which can be days, weeks, months, or even years after the trial 
begins. Furthermore, the presentation of evidence during the trial is not always designed to 
help jurors form a coherent narrative of the case [236]. Adversarial courtrooms are high-
pressure environments where witnesses are constrained and unable to speak freely, even to 
clarify their testimony. The sequence and timing of evidence at trial is also determined by 
logistical considerations such as witness availability, as well as trial strategy and skill, rather 
than to optimize comprehension. In such situations, memory for the evidence can be poor 
[237, 238], potentially impairing evaluations and impacting the fairness and integrity of legal 
proceedings.  

In fact, under challenging conditions like these, where objective evidence of superior 
performance is not readily available, it is common for those assessing expertise to rely 
heavily on social criteria and reputation [6, 10, 90]. Courts routinely rely on a practitioner’s 
years of experience, involvement in previous cases, formal qualifications and training, and 
the plausibility of their claims to decide whether a witness is an expert [11, 239-241]. 
Relevant education, acculturation, and peer opinions are important [11, 136, 242], but they 
are not substitutes for the superior performance ‘show-it’ experts can readily demonstrate 
[5, 11, 23, 31, 163, 216, 242]. For example, general qualifications in forensic pathology do 
not necessarily provide information about superior performance on a specific task, such as 
accurately distinguishing between self- versus other-inflicted stab wounds [6]. Similarly, 
years of experience may have little or no genuine relationship to superior performance [30, 
32, 34, 243, 244].  

These findings highlight the trade-offs between observable traits and their usefulness for 
diagnosing genuine versus pseudo-expertise [see Figure 2; 245]. Highly diagnostic 
information about performance, such as validity, accuracy, and proficiency, is usually difficult 
to obtain for ‘know-it’ experts. As a result, courts and other evaluators faced with this type 
of expertise may instead rely on the characteristics that are easily accessible such as degrees 
earned, seniority, memberships, and place of employment. However, these traits can be 
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misleading because both genuine and pseudo-experts may possess them (i.e., they are high-
visibility but low-diagnosticity indicators).  

 

Figure 2 illustrates the trade-off between the visibility (increasing left to right) and diagnosticity 
(increasing bottom to top) of expert traits. While psychologists can use specialized methods to access 
highly diagnostic information across the visibility spectrum (top), legal decision-makers tend to rely 
on easily observable traits (right). This reliance comes at a cost, as these traits can be unreliable 
indicators of expertise (bottom right) or are usually not readily available for 'know-it' expertise (top 
right), limiting the effectiveness of evaluations. 

 

Even more troubling than relying on inadequate indicators of expertise is the tendency to 
depend  on irrelevant but easily accessible information when diagnostic performance data is 
unavailable or inaccessible. For example, a range of low-diagnosticity /high-visibility 
characteristics in the lower right of Figure 2 influence evaluations of experts in the legal 
arena, including poise and communication style [11, 246, 247], a confident demeanor [169, 
247-249], likeability [250-252], and gender [251, 253, 254]. Yet, these factors have no clear 
connection to superior task performance. 

Both the elaboration likelihood model of information processing and the heuristic model of 
persuasion suggest that when our cognitive resources are limited or we have insufficient 
knowledge, we are more likely to rely on readily accessible but potentially irrelevant 
peripheral features of a message [255-258], and we tend to use heuristics and biases rather 
than systematically processing the core elements of a message [254, 259-271]. Without 
access to truly diagnostic information, and the ability to interpret it, the reports and testimony 
of genuine and pseudo- ‘know-it’ experts are therefore at risk of being confused by judges 
and juries.  
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IMPROVING ASSESSMENTS OF EXPERTISE 
There are a number of steps that can be taken to improve the admission, presentation, and 
evaluation of expert opinions in legal settings. The first is to facilitate the development of 
‘meta-expertise’ – expertise about experts [171, 242]. Understanding what information is 
useful for differentiating genuine from pseudo-experts – and seeking access to that 
information - is key to this process.  

First and foremost, both ‘show-it’ and ‘know-it’ experts should furnish courts with direct 
evidence of their consistently superior performance. While this evidence will usually be 
imperfect and may be time consuming and costly to obtain for ‘know-it’ tasks, a 
demonstrated track record of objectively superior performance on the specific task in 
question is the single best indicator of expertise, and courts should consistently demand it. 
For example, although they do not currently do so, fingerprint experts could complete valid 
ground-truth known fingerprint comparison tests at regular intervals, compare their 
performance to novices or laypeople, and then provide courts with that proficiency evidence, 
thereby assisting the court to determine whether they are a genuine expert. Yet despite the 
clear value of such data courts infrequently request or require fingerprint experts – or other 
forensic examiners – to provide such information [240, 272]. Similarly, courts could require 
that experts’ complete evidence ‘lineups’ to provide some immediate information about 
successful judgments in an instant case, but this rarely occurs [273, 274].  

Where data about performance is not readily accessible or available, full and frank 
disclosures are essential to uncover additional relevant  information about expertise. Such 
transparency is a central element of good scientific practice [275-277] and is necessary for 
discriminating between ‘trustworthy’ and ‘untrustworthy’ (or uncertain) expert opinions [27, 
182, 242, 278-282]. When decision-makers understand the quality of the evidence, the risks 
it will be misused are significantly minimized [31, 283, 284]. To enhance evaluations, we 
therefore need to clearly identify the specific information experts should provide. 

Studies show that learning environments have a powerful impact on the development of 
expertise. Genuine expertise is more likely to emerge where: (1) it is possible to understand 
the cause and effect relationships for a task; (2) there is ample opportunity to learn these 
relationships, usually in a ‘kind’ learning environment with continuous, fast, and accurate 
feedback on outcome success [192]; and (3) there have been prolonged periods of structured 
practice to reduce performance variability and improve outcome accuracy [10]. Yet the value 
of this background information is somewhat limited for evaluating ‘know-it’ expertise. This 
is because many ‘know-it’ experts will have developed in relatively unkind or ‘wicked’ 
learning environments where the relationships between cause and effect are uncertain and 
feedback is difficult to obtain. Despite the challenge to developing expertise, some people in 
these difficult learning environments develop genuine expertise on some tasks; others never 
do. Therefore, simply knowing about the learning environment will not help determine which 
‘know-it’ claims to expertise are genuine.  
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For instance, two psychologists predicting human behavior are both likely to have learned in 
relatively ‘wicked’ environments because the relationships between cause and effect are 
complex and uncertain for human behavior, and fast, accurate feedback about such 
predictions is difficult to obtain [192]. Yet, one (or both, or neither) of these psychologists 
may have genuine expertise in the task at hand. Knowing that both of these psychologists 
learned in a relatively ‘wicked’ environment does not help to differentiate between them. 
Instead, knowing that both claim a ‘know-it’ form of expertise signals that care should be 
taken with the evaluation of those claims. Evaluators need to look beyond the learning 
environment and consider other highly diagnostic information to help them differentiate 
these experts from pseudo-experts, and each other (see top of Figure 2 and Figure 3). 

 

Figure 3 provides a schematic of the types of diagnostic data to use when evaluating an expert. It 
emphasizes the task-specific nature of expertise and draws on group and individual-level data, to 
show how data can be updated to provide more accurate and informative assessments of expertise 
over time. 

Figure 3 outlines three critical types of highly diagnostic information that can help guide this 
evaluation: foundational validity (i.e., whether there is valid evidence that the task can reliably 
be performed in principle), field validity (i.e., whether there is valid evidence that the task can 
reliably be performed in practice), and diagnostic indicators of the expert's performance over 
time (e.g., proficiency test results, performance-based rankings) – as already discussed above 
[22, 23]. These data support inferences about the expected quality of the expert’s 
performance. Each time an expert performs a task, aspects of that performance can be 
measured and recorded. Those measurements can be used to infer the quality of the expert’s 
performance on the task at hand as compared to other expert’s performance on similar tasks 
(e.g., foundational and/or field validity), or compared to the same expert’s track record of 
previous performances (e.g., proficiency ratings, performance-based rankings). The new 
measurements can also be used to update the information available about the individual and 
group performance on the task over time, improving estimates of likely task performance [see 
also 149]. 
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Evaluators can complete even more nuanced assessments of ‘know-it’ expertise by 
employing rich holistic frameworks combining the elements in Figure 3 and additional advice 
from scholars and authoritative institutions. One such framework directs evaluators to 
consider the quality of an expert’s methods and integrity of the individual expert, as well as 
the protections and regulations afforded by the profession [see Box 2: Holistic Frameworks 
for Assessing Expertise; 182]. Another approach (described in Box 2) focuses attention on 
logically relevant attributes of expertise [174, 286, 287] including relevant training, study, 
and experience, as well as the modesty of the expert’s conclusions. Preliminary evidence 
supports the usefulness of this framework [252, 287, 288] and the attributes it contains [e.g., 
289]. But transparency is vital for the success of these holistic approaches [290-302]. 
Unfortunately, many ‘know-it’ experts do not document their work in sufficient detail to 
sustain these types of assessments [23], and courts do not consistently demand that they do 
so [303]. 

 

Box 2: Holistic Frameworks for Assessing Expertise 

Where it is not possible to directly observe the superior performance accompanying 
claims to expertise, decision-makers can estimate expertise based on the characteristics 
of the individual, their opinion, and their professional context. 

For example, Neal and colleagues identified and described eight best-practices for 
identifying scientifically credible opinions within their professional context [182]: 

1. Foundational validity 
2. Validity as applied 
3. Bias management 
4. Quality assurance  
5. Communication of data and opinions 
6. Limitations and assumptions 
7. Alternative views and disagreements 
8. Ethical obligations 

The Expert Persuasion Expectancy [ExPEx; 287] framework overlaps with these best 
practices, but focuses on evaluating expert reports and testimony. The attributes in the 
ExPEx framework are formally expressed in the following questions: 

1. Foundation: Does training, study or experience in the field F support assertions 
like A? 

2. Field: Does witness W have training, study or experience in the field F? 
3. Specialty: Does W have training, study or experience specific to assertions like A? 
4. Ability: Does W provide assertions like A accurately and reliably? 
5. Opinion: Does W convey A clearly and with necessary qualifications? 
6. Support: Does W rely on evidence in making A? 
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7. Consistency: Is A consistent with what other experts assert? 
8. Trustworthiness: Is W personally reliable as a source? 

These frameworks can assist non-experts in assessing 'know-it' expertise and improving 
decision accuracy. However, for these tools to be truly effective, evaluators need to 
understand which information is relevant and have access to it. Broader strategies, such 
as increasing transparency and enhancing legal education, are crucial to ensure that 
experts are asked the right questions and that their answers are clearly understood by 
judges and juries.  

 

In addition to holistic, diagnostic evaluations, artificial intelligence (AI) and machine learning 
present promising avenues to address many challenges associated with evaluating ‘know-it’ 
expertise. Algorithms and AI systems could assist in verifying expert performance or 
supplementing human judgment on some tasks[304]. Based on extensive data and advanced 
reasoning capabilities [6], AI could also enhance trial preparation and cross-examination by 
generating well-targeted questions [e.g., 305]. Furthermore, AI can help present complex 
information in rich, clear ways [306], improving the comprehensibility of expert testimony. 
However, the successful implementation of AI in legal settings requires careful integration 
and oversight to ensure accuracy, effectiveness, and fairness [307, 308]. 

The final type of approach for improving evaluations of expertise, and perhaps the most 
radical, involves structural reforms. Legal rules and procedures could be modified to ensure 
that experts provide judges and juries with the diagnostic information they need to make 
informed assessments of expertise; though not without first overcoming a range of significant 
systemic obstacles. In addition, or instead, panels of experts and multidisciplinary advisory 
groups could bridge knowledge gaps in challenging areas [172, 242, 309, 310], such as voice 
or image identification and causes of infant death,  by providing systematic reviews, domain- 
and task-specific knowledge, and methodological expertise. They might also undertake their 
own informed assessments of expertise based on highly diagnostic cues like repeatability, 
reproducibility, and accuracy [23], relieving judges and juries of this burden.  

Another structural reform involves developing and implementing information management 
protocols and standardized decision processes for specific ‘know-it’ tasks. These standards, 
set by policy, procedure, or ethics codes, reduce error and bias, making expert decision-
making more reliable and transparent. Techniques like blinding, sequential unmasking, 
distributed cognition, algorithmic aids, standard operating procedures, and laboratory 
information management systems all improve performance without relying on individuals to 
identify the problems needing to be fixed in a given moment [92, 182, 311-314], thereby 
avoiding issues like the introspection illusion [93]. However, standards are not magic bullets. 
They require significant professional and institutional change. Thus, the challenge of 
knowing which experts to trust remains difficult to address. 
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SUMMARY AND FUTURE DIRECTIONS 
Expert opinions are an integral part of modern life, but not all claims to expertise are genuine. 
Where successful performances are visible and the quality of outcomes can be measured in 
a timely and reliable way, it is relatively straightforward for non-experts to identify those 
with genuine expertise. Where the claim relates to less visible performances, like judgment, 
decision-making, and prediction, expertise is far harder to assess. For these types of ‘know-
it’ tasks there are few externally observable hallmarks that are reliable and accessible to 
laypeople This challenge arises not only in legal trials but also in other high-stakes 
environments, such as healthcare and public policy. As a result, laypeople – such as judges 
and juries – face a formidable challenge in determining which experts to trust and to what 
extent. Their task is further complicated by unavoidable knowledge gaps, communication 
barriers and a complex web of interconnected systemic constraints, all of which inhibit 
comprehension and culminate in a reliance on readily available, but often unhelpful – or even 
worse, irrelevant – information when assessing expertise.  

In such situations, there is an increased risk that expertise will be incorrectly attributed to 
pseudo-experts, threatening trial outcomes and undermining the fairness of adversarial legal 
proceedings. This risk also extends to other decision-critical contexts where misjudging 
expertise can have severe consequences. To counteract these risks, it is vital that those 
assessing expertise are knowledgeable about the valid predictors of expertise, and that 
information about these attributes is sought, disclosed, and relied upon. Where the task is of 
the ‘know-it’ variety, rich frameworks for evaluation are necessary, involving consideration of 
learning environments as well as foundational and applied validity of the task of interest, 
alongside information about the individual offering the opinion and the field within which 
they are trained and regulated. 

To facilitate improved assessments of expertise in adversarial legal contexts  and beyond, 
additional empirical and theoretical work is required. It is vital to further develop and refine 
models and frameworks that explicitly deal with the nuances of ‘know-it’ expertise. Many 
existing discussions and theories simply defer to ‘reputation’ and rely heavily on ‘experience’ 
rather than probing for deeper, more valid ways to test for and assess expertise. While some 
work is already underway in this area, there is considerable scope for psychologists to 
engage more broadly with scholars from other disciplines such as science and technology 
studies, history and philosophy of science, science communication and rhetoric and 
argumentation to enrich and innovate our approach to understanding  and addressing the 
challenge of assessing ‘know-it’ expertise.  

Additional empirical studies are then also needed to test the impact of these frameworks on 
improving assessments of expertise. Specifically, research is needed to clarify whether they 
result in more objectively credible opinions being given more weight than those with a less 
credible basis, and to identify which attributes – or combination of attributes – are 
instrumental in shaping effective assessments. Findings from such research could then be 
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used to guide disclosure recommendations or obligations for experts in legal and other 
contexts and form the basis of educational resources to help evaluators hone their 
assessment skills. 

The opportunities arising through the increasing accessibility of artificial intelligence must 
also be explored. Artificial intelligence is readily applied to a wide range of intellectual tasks, 
and may therefore have implications for ‘know-it’ expertise. Yet, the opaque nature of AI, and 
the ethical, procedural, and professional appropriateness and acceptability of AI input – 
particularly for legal systems where there are obligations to act fairly and operate 
transparently – requires careful exploration. Psychologists have a key role to play in 
gathering empirical evidence gauging perceptions and testing the effects of any potential 
changes to legal procedures, including but not limited to those incorporating AI. Beyond legal 
settings, similar efforts will be needed to understand how AI systems affect expertise-based 
decisions, for example in healthcare. To safeguard the legitimacy of adversarial trials and 
other critical systems, a rich and relevant evidence-base will be needed to guide any reforms 
aiming to improve assessments of expertise.   
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