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points. The method is based on a tensor time series factor model with Tucker decomposition of
the common component. One distinguished feature of the tensor time series factor model used
is that there can be weak factors in the factor loading matrix for each mode. This reflects reality
better when real data can have weak factors which drive only groups of observed variables, for
instance, a sector factor in a financial market driving only stocks in a particular sector. Using
the data with missing entries, asymptotic normality is derived for rows of estimated factor
loadings, while consistent covariance matrix estimation enables us to carry out inferences. As
a first in the literature, we also propose a ratio-based estimator for the rank of the core tensor
under general missing patterns. Rates of convergence are spelt out for the imputations from
the estimated tensor factor models. Simulation results show that our imputation procedure
works well, with asymptotic normality and corresponding inferences also demonstrated. Re-
imputation performances are also gauged when we demonstrate that using slightly larger rank
then estimated gives superior re-imputation performances. A Fama-French portfolio example
with matrix returns and an OECD data example with matrix of economic indicators are
presented and analysed, showing the efficacy of our imputation approach compared to direct
vector imputation.

Core tensor
a-mixing time series variables
Missingness tensor

1. Introduction

Large dimensional panel data is easier to obtain than ever thanks to a quickly evolving internet speed and more diverse download
platforms. Together with the advancement of statistical analyses for these data over the past decade, researchers also open up
more to time series data with higher order, namely, tensor time series data. A prominent example would be order 2 tensor time
series, i.e., matrix-valued time series. Wang et al. (2019) proposes a factor model using a Tucker decomposition of the common
component in the modelling. An example on monthly import-export volume of products among different countries is given in Chen
et al. (2022a), where factor modelling using Tucker decomposition is explored, and generalized to higher order tensors. Focusing on
matrix-valued time series, Chang et al. (2023) proposes a tensor-CP decomposition for modelling the data. Zhang (2024) and Chen
et al. (2021) propose autoregressive models for matrix-valued time series. For a more comprehensive review on matrix-valued time
series analysis, please refer to Tsay (2023).

A less addressed topic in large time series analysis is the treatment of missing data, in particular, imputation of missing data and
the corresponding inferences. While there are numerous data-centric methods in various scientific fields for imputing multivariate
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time series data (see Chapon et al. (2023) for environmental time series, Kazijevs and Samad (2023) for health time series, Zhao
et al. (2023) and Zhang et al. (2021) for using deep-learning related architectures for imputations, to name but a few), almost
none of them address statistically how accurate their methods are, and all of them are not for higher order tensor time series. We
certainly can line up the variables in a tensor time series to make it a longitudinal panel, but in doing so we lose special structures
and insights that can be utilized for forecasting and interpretation of the data. More importantly, transforming a moderate sized
tensor to a vector means the length of the vector can be much larger than the sample size, creating curse of dimensionality.

For imputing large panel of time series with statistical analyses, Bai and Ng (2021) defines the concept of TALL and WIDE blocks
of data and proposes an iterative TW algorithm in imputing missing values in a large panel, while Cahan et al. (2023) improves
the TW algorithm to a Tall-Project (TP) algorithm so that there is no iterations needed. Both papers use factor modelling for the
imputations, and derive rates of convergence when all factors are pervasive and the number of factors known. Asymptotic normality
for rows of estimated factor loadings and the corresponding practical inferences are also developed. Xiong and Pelger (2023) also
bases their imputations on a factor model for a large panel of time series with pervasive factors and number of factors known, and
build a method for imputing missing values under very general missing patterns, with asymptotic normality and inferences also
developed.

To the best of our knowledge, for tensor time series with order larger than 1 (i.e., at least matrix-valued), there are no theoretical
analyses on imputation performances. Imputation methodologies developed on tensor time series are also scattered around very
different applications. See Chen et al. (2022b) on traffic tensor data and Pan et al. (2021) for RNA-sequence tensor data for instance.

In view of all the above, as a first in the literature, we aim to develop a tensor imputation method accompanied by theoretical
analyses in this paper. Like Cahan et al. (2023), we use factor modelling for tensor time series as a basis for our imputation method.
Unlike Cahan et al. (2023), Bai and Ng (2021) or Xiong and Pelger (2023) though, we develop a method that can consistently
estimate the number of factors, or the core tensor rank, in a Tucker decomposition-based factor model for the tensor time series
with missing values. Our method can be considered a combination of He et al. (2022a) for the tensor factor model, and Xiong and
Pelger (2023) for the imputation methodology with general missingness. In Section 3, we introduce two motivating examples and our
methodology at the same time. One is the Fama-French portfolio return data with missing entries, to be analysed in Section 5.2. The
other is a set of monthly and quarterly OECD Economic indicators, with missingness naturally occurring for the quarterly recorded
indicators relative to the monthly ones. We analyse this set of OECD data in Section 5.3.

As a further contribution, we also allow factors to be weak. A weak factor corresponds to a column in a factor loading matrix
being sparse, or approximately sparse. This implies that not all units in a tensor have dynamics contributed by all the factors inside
the core tensor. Chen and Lam (2024b) allows for weak factors in its analyses, and discovers that there are potentially weak factors
in the NYC taxi traffic data, which are going to be analysed in the supplementary materials of this paper. We prove consistency of our
imputations under general missingness, and develop asymptotic normality and practical inferences for rows of factor loading matrix
estimators, with rates of convergence in all consistency results spelt out. Our method is available in the R package tensorMiss,
which has used the Rcpp package to greatly boost computational speed.

The rest of the paper is organized as follows. Section 2 introduces the notations used in this paper. Section 3 presents the
Fama-French portfolio returns data and the OECD data as two motivating examples, before describing the tensor factor model and
the imputation methodology we employ. Section 4 lays down the main assumptions for the paper, with consistent estimation and
rates of convergence of all factor loading matrix estimators and imputed values presented. Asymptotic normality and the estimators
of the corresponding asymptotic covariance matrices for practical inferences are also introduced in Section 4.3, before our proposed
ratio-based estimators for the number of factors in Section 4.5. Section 5 presents extensive simulation results for our paper, together
with an analysis for the Fama-French portfolio return data in Section 5.2 and an analysis for the OECD economic data in Section 5.3.
The NYC taxi traffic data, together with extra simulations are presented in the supplementary materials for the paper. All proofs are
in the supplementary materials associated with this paper.

2. Notations

Throughout this paper, we use the lower-case letter, bold lower-case letter, bold capital letter, and calligraphic letter,
i.e., x,x,X, &, to denote a scalar, a vector, a matrix, and a tensor respectively. We also use x;, X; - X, X,; to denote, respectively, the
ith element of x, the (i, j)-th element of X, the ith row (as a column vector) of X, and the ith column of X. We use ® to represent the
Kronecker product, and o the Hadamard product. We use a < b to denote a = O(b) and b = O(a). Hereafter, given a positive integer
m, define [m] := {1,2,...,m}. The ith largest eigenvalue of a matrix X is denoted by 4;(X). The notation X > 0 (resp. X > 0) means
that X is positive semi-definite (resp. positive definite). We use X’ to denote the transpose of X, and diag(X) to denote a diagonal
matrix with the diagonal elements of X, while diag({x,,...,x,}) represents the diagonal matrix with {x,...,x,} on the diagonal.

Norm notations: For a given set, we denote by | - | its cardinality. We use ||-|| to denote the spectral norm of a matrix or the
L, norm of a vector, and ||-]|» to denote the Frobenius norm of a matrix. We use || - ||,,.« to denote the maximum absolute value of
the elements in a vector, a matrix or a tensor. The notations || - ||, and || - ||, denote the L, and L -norm of a matrix respectively,
defined by [X]|; := max; > X ;1 and [IX|l, := max; > ; |X;;|. Without loss of generality, we always assume the eigenvalues of a
matrix are arranged by descending orders, and so are their corresponding eigenvectors.

Tensor-related notations: For the rest of this section, we briefly introduce the notations and operations for tensor data, which
will be sufficient for this paper. For more details on tensor manipulations, readers are referred to Kolda and Bader (2009). A
multidimensional array with K dimensions is an order-K tensor, with its kth dimension termed as mode-k. For an order-K tensor

X = (X; i) € RIXIk | a column vector (Xi, i psisigy1onig ielr,] TEPTESENLS @ mode-k fibre for the tensor X. We denote by



Z. Cen and C. Lam Journal of Econometrics 249 (2025) 105974

e ]RI, xI, 13
X, € R" X,
‘V&r Matricization
1, x1, ]
x,, cR: X, eR>

iy

Mode-2 fibers Mode-2
_— > e i
Matricization

X(}) € RE*4E:

mode-3
. . - 3 giee
Matricization

Fig. 1. Illustration of the mode-k fibres and its corresponding unfolding matrix.
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mat,(X) € R« (or sometimes Xy, with 1, = (HJI.(= \ 1))/1;) the mode-k unfolding/matricization of a tensor, defined by placing
all mode-k fibres into a matrix. See Fig. 1 for an illustration (figure from Tao et al. (2019)).
We denote by X X, A the mode-k product of a tensor X with a matrix A, defined by

mat, (X X; A) := Amat,(X).

Finally, we use the notation vec(-) to denote the vectorization of a matrix or the vectorization of the mode-1 unfolding of a tensor.
3. Two motivating examples and the imputation procedure

We first describe two motivating data examples in Sections 3.1 and 3.2, before presenting our imputation procedure for a general
order-K mean zero tensor Y, = (V;;, ;) € Réxdxxdk for each t € [T]. The two data examples will be analysed in details in
Sections 5.2 and 5.3 respectively.

3.1. Example: The Fama—French portfolio returns

This is a set of Fama-French portfolio returns data with missing entries. Stocks are categorized into ten levels of market equity
(ME) and ten levels of book-to-equity ratio (BE) which is the book equity for the last fiscal year divided by the end-of-year ME.
At the end of June each year, both ME and BE use NYSE deciles as breakpoints, with stocks of NYSE, AMEX and NASDAQ firms
allocated accordingly. Moreover, the stocks in each of the 10 x 10 categories form exactly two portfolios, one being value weighted,
and the other of equal weight. Hence, there are two sets of 10 by 10 portfolios with their time series to be studied. We use monthly
data from January 1974 to June 2021, so that 7" = 570, and for both value weighted and equal weighted portfolios we have each
of our data set as an order-2 tensor X, € R!%%19 for ¢ € [570]. For more details, please visit

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data_Library/det_100_port_sz.html.

If no stocks are allocated to a category (i.e., intersection of ME and BE categorization) at a timestamp, the corresponding return
data is unavailable and hence missing. It is reasonable to argue the missingness might depend on the rows of the loading matrix,
i.e., extreme categories tend to contain fewer stocks, but independent of latent factors and noise. The total number of missing entries
is 161 and hence the percentage of missing is 161/(10 x 10 x 570) = 0.28% for both the value weighted and equal weighted series.
However, the irregular missing pattern here can be harmful if we are after a complete case analysis. For full observation after a
timestamp, we may only start from July 2009 and hence 74.7% of the data would be ditched. On the other hand, we might ditch
four categories to obtain a complete data set but lose the potential insights on the return series of the four categories.

3.2. Example: OECD economic indicators

In this example, we study a group of economic indicators for a selection of countries obtained from the Organization for Economic
Co-operation and Development (OECD). The data consists of monthly/quarterly observations of 11 economic indicators: current
account balance as percentage of GDP (CA-GDP), consumer price index (CP), merchandise exports (EX), merchandise imports (IM),
short-term interest rates (IR3TIB), long-term interest rates (IRLT), interbank rates (IRSTCI), producer price index (PP), production
volume (PRVM), retail trade volume (TOVM) and unit labour cost (ULC). They are observed for 17 countries: Belgium (BEL), Canada
(CAN), Denmark (DNK), Finland (FIN), France (FRA), Germany (DEU), Greece (GRC), Italy (ITA), Luxembourg (LUX), Netherlands
(NLD), Norway (NOR), Portugal (PRT), Spain (ESP), Sweden (SWE), Switzerland (CHE), United Kingdom (GBR) and United States
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(USA), with data spanning from January 1971 to December 2023. We correspond respectively rows and columns to countries and
indicators, so that we have our data as an order-2 tensor Y, € R!7¥11 for ¢t € [636]. For more details, see key short-term economic
indicators available at https://data.oecd.org/.

The data is naturally missing for three reasons. Firstly, indicator records for some countries at early time periods are unavailable.
Secondly, quarterly indicators are only available at the end of each quarter. Finally, these quarterly indicators are sometimes
unrecorded. Similar to the Fama—-French data, we suppose the missing pattern is dependent on the loading matrices by arguing that
relatively less important indicators are only available quarterly. The percentage of missing data is 26.2%, which leads to significantly
inefficient use of data if we hope to analyse a set of complete data. The fact that the data is observed at least quarterly in the long
run ensures the existence of a lower bound on the proportion of available data, which in turn satisfies Assumption (O1) in Section 4.

3.3. The model and the imputation procedure

The Model: Suppose the order-K mean zero tensor Y, is modelled by
V=C+E=F, XA X Ay X3 ... Xg A + &, te]T], (3.1)

where C, is the common component and &, the error tensor. The core tensor is 7, € R/1*2*"*k, and each mode-k factor
loading matrix A, has dimension d;, X r;. See He et al. (2022a) amongst others using the same tensor factor model. Using the
QR decomposition, if we can decompose A; = QkZ]l(/ 2 (see Assumption (L1) in Section 4.1 for details), then (3.1) can be written as

Vi =Fz,% QX Xg Qg +&, te€[T], where

2 (3.2)

Fzi=Fi Xy Zi/2>< Xy Ly
Model (3.1) is an extension to the usual time series factor model (K = 1):

Y, = mat(Y,) = mat|(F, X; A|) + mat,(£,) = Ajmat,(F,) + mat (§) = A\ F, + &,
and also for a matrix-valued time series factor model (K = 2):

Y, = mat;(¥,) = Ajmat, (F)A, + mat,(§,) = A;F A} + &,

The Imputation Procedure: We only observe partial data. Define the missingness tensor M, = (M,;, ;) € RAXdxXdk with
_ { L, if Y, ;. is observed;

M .
0, otherwise.

Lilyenig

Our aim is to recover the value for the common component C,; if My ;i = 0. Assuming first the number of factors r; is

- "
known for all modes, we want to obtain the estimators of the factor loading matrices, Q, for k € [K], and then the estimated core

tensor series 7?‘2,, for ¢ € [T]. See (3.2) for the definition of Q, and 7, ,. We can then estimate the common components at time ¢ by
Cr=Fz: % QX -+ Xg Q. (3.3)

With (3.3), we can impute Y, using

by _ { Vi if Mjix =5
gk — PN .
K Ciip i if Mg =0

We leave the discussion of estimating r, to Section 4.5. See Section 3.4 in how to obtain Gk and Section 3.5 in how to obtain }A’Z‘,.
3.4. Estimation of factor loading matrices

In this paper, we use the following notation:
Weiin = {t € [T1 | mat,(M,);;mat (M,),, = 1}. (3.4)

Hence y, ;; , is the set of time periods where both the ith and jth entries of the hth mode-k fibre are observed, i, j € [d;], h € [d ]
with d, :=d, - dy/d,.
Inspired by Xiong and Pelger (2023) for a vector time series panel, our method relies on the reconstruction of the mode-k sample

covariance matrix Sk, defined for i, j € [d,],
T

1
(S == Zmatk(y,) mat, ());. Z T Y maty (¥,);mat, (V) 4. (3.5)
h=1 " =1
With missing entries characterized by M, and w, ;; , in (3.4), we can generalize the above to
d
S = 2 Y mat, (V) pmat, (V) (3.6)
|V’k ij, hl 1€Wij.h

Intuitively, the cross-covariance between unit i and j at the Ath mode k fibre IS estimated inside the curly bracket in (3. 6) using
only the corresponding available data. PCA can now be performed on Sk, and Qk is obtained as the first r, eigenvectors of Sk
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3.5. Estimation of the core tensor series

With Qk available (which is estimating the factor loading space of Q,, with (A)k having orthonormal columns), we can estimate
F, (equivalently vec(?’z,,)) by observing from model (3.2) that

vec(Y,) = Qgvec(Fz,) + vec(&,), where Qg '=Qx ® -+ ® Q.

If Qg is known, then the least squares estimator of vec(F,) is given by

vee(Fz,) = (QpQq) ' Qgvec(y,) = (2 Qs,.Qp,;. ) (2 Q®J»[Ve°(yr)]j)~
=l

With missing data, using the missingness tensor M,, the above can be generalized to

vec(Fy,,) = (Z[vec )1,Qs,. Q®j> (Z[vec )1,Qq..[vec(,)1; > 3.7

4. Assumptions and theoretical results

We present our assumptions for consistent imputation and estimation of factor loading matrices, with the corresponding
theoretical results presented afterwards.

4.1. Assumptions

(01) (Observation patterns)
1. M, is independent of F, and &, for any t,s € [T].
2. Given M, with t € [T], for any k € [K],i,j € [d,].h € [d_], there exists a constant y, such that with probability going to 1, we
have

[Wiijnl
L ZWO>O-

(M1) (Alpha mixing) The elements in F, and &, are a-mixing. A vector process {x, : t = 0,%1,2,... } is a-mixing if, for some y > 2, the
mixing coefficients satisfy the condition that

X al)' =" < oo,
h=1

where a(h) = sup, SUPAen® , BeHS:, [P(A N B) — P(A)P(B)| and 1} is the o-field generated by {x, : 7 <t < s}.

(F1) (Time series in F,) There is X, the same dimension as F,, such that F; = ¥, . as X/, The time series (X} has i.i.d. elements
with mean 0 and variance 1, with uniformly bounded fourth order moments. The coefficients a;, are such that ¥, . ai’q =1 and
ZqZO las | < c for some constant c.

(L1) (Factor strength) We assume for k € [K], A, is of full column rank and independent of factors and errors series. Furthermore, as
d; — oo,

Z,'PNAZ P 5, 4.1

a

where Z, = diag(A| A,) and X, , is positive definite with all eigenvalues bounded away from 0 and infinity. We assume (Zy);; < d
for jelr], and 1/2 < Up, S Sy <o <L
With Assumption (L1), we can denote Q; := AkZ;U % and hence Q,Qx — X, We need a;; > 1/2 in order that the ratio-based
estimator of the number of factors in Section 4.5 works.

(E1) (Decomposition of &) We assume K is constant, and
8 ><l Ae,l Xy = Xk Ae,K + Zeoer’ (42)

where F,, is an order-K tensor with dimension r,| X - X r, g, containing independent elements with mean 0 and variance 1. The
order-K tensor €, € RY1**4k contains independent mean zero elements with unit variance, with the two time series {¢,} and {Fes}
being independent. The order-K tensor X, contains the standard deviations of the corresponding elements in €,, and has elements
uniformly bounded.

Moreover, for each k € [K], A

A, = O(1). That is, A, is (approximately) sparse.




Z. Cen and C. Lam Journal of Econometrics 249 (2025) 105974

(E2) (Time series in &) There is X, the same dimension as T, and X, , the same dimension as €,, such that F,, = ¥ . @, ,X.,_, and
€ = X450 Qe q¥ei—g With {X,;} and {X,,} independent of each other, and each time series has independent elements with mean 0
and variance 1 with uniformly bounded fourth order moments. Both {X,,} and {X,,} are independent of (X} from (F1).

The coefficients a,, and a,, are such that ¥, ., a* 0= 220 a?v g=land ¥ oo lae ). 350 lac | < c for some constant c.
(R1) (Further rate assumptions) We assume that, with d :=d, ---dy and g, := H,’;l d:"",

a1 =ty I+
k

2,1 =
k

=, —1/2

dg*T™d =o(l), dg'T™'d - o(l), dg;'d, =o(1).

Assumption (O1) means that the missing mechanism is independent of the factors and the noise series, which is also assumed
in Xiong and Pelger (2023) for the purpose of identification. It also means that the missing pattern can depend on the K factor loading
matrices, allowing for a wide variety of missing patterns that can vary over time and units in different dimensions. Condition 2 of
(01) implies that the number of time periods that any two individual units are both observed are at least proportional to T, which
simplifies proofs and presentations, and is also used in Xiong and Pelger (2023). Assumption (M1) is a standard assumption in vector
time series factor models, which facilitates proofs using central limit theorem for time series without losing too much generality.
Assumption (F1), (E1) and (E2) are exactly the corresponding assumptions in Chen and Lam (2024b), allowing for serial correlations
in the factor series, and serial and cross-sectional dependence within and among the error tensor fibres. These three assumptions
facilitate the proof of asymptotic normality in Section 4.3, and boil down to similar assumptions in Chen and Fan (2023) for matrix
time series and in Barigozzi et al. (2023) for general tensor time series (see Proposition 1 in the supplementary materials for the
technical details). Together with Assumption (M1), we implicitly restrict the general linear processes in (F1) and (E2) to be, for
instance, of short rather than long dependence.

Assumption (L1) is quite different from assumptions in other papers on factor models, in the sense that we allow for the existence
of weak factors alongside the pervasive ones. Chen and Lam (2024b) adapted the same assumption, which allows each column of
A, to be completely dense (i.e., a pervasive factor) or sparse to a certain extent. A diagonal entry in Z, then records how dense a
column really is, and the corresponding strength of factors defined. Assumption (L1) is similar to, yet technically more general than,
Assumption 1(iii) in Onatski (2012) which requires X, , to be diagonal while the normalization on the factor series is essentially the
same as ours. If all factors are pervasive, (4.1) can be read as dk"ALAk — X4, which is akin to Assumption 3 of Chen and Fan (2023)
for K = 2. Modelling with weak factors is closer to reality, and empirical evidence can be found in economics and finance, etc. For
instance, apart from a pervasive market factor, there can be weaker sector factors in a large selection of stock returns (Trzcinka,
1986). More recent work on factor models specifically focuses on weak factors with real data examples confirming the existence of
weak factors, such as Freyaldenhoven (2022) and Chen and Lam (2024a).

Finally, Assumption (R1) gives the technical rates needed for the proof of various theorems in the paper because of the existence
of weak factors. If all factors are pervasive (i.e., @ ; = 1), then the conditions are automatically satisfied. Suppose K =2, T =< d| < d,
and the strongest factors are all pervasive (i.e., @, ; = 1), then we need ey, > 1 /2 for (R1) to be satisfied. This condition is the
same as the one remarked right after we stated Assumption (L1). A factor with ; ; close to 0.5 presents a significantly weak factor

with only more than di/ % of elements are non-zero in the corresponding column of A,.

~

Remark 1. With the missing entries imputed using the estimated common components C;; ; , we have a completed data set
which could be used for re-estimation and hence re-imputation. The convergence could be shown empirically to be accelerated by
such a procedure. The rate improvement would be from the difference between T and y,T, where y, is the lowest proportion of
observation among all entries from Assumption (O1). We omit the lengthy proofs as eventually the rates only differ by a constant,
but we note here that re-imputation can indeed improve our imputation, which is essentially credited to the more observations used
when we have an initially good imputation.

4.2. Consistency: factor loadings and imputed values

We present consistency results in this section. For k € [K],j € [d,], define

dy, dy rog roi
A ~ 1 !’ !’
H,; :=D;' Z Q.. Z Tl Z ( Ak,hmmatk(?z,t)-m) Qk,i-(Z Ak,hmmatk(FZ,t)-m) > (4.3)
i=1 h=1 u/k,ij,h teyy ijn m=1 m=1
| &
Hj = Y D;'QQmat,(F, ) A} Aymat, (Fy,), (4.4)

where ﬁk = (A)/’{’S\k()k is a diagonal matrix of eigenvalues of §k defined in (3.6). Hence H, ; = Hj if there are no missing entries,
Le, lyginl =T for each k € [K],i,j € [d}] and h € [d]. Furthermore, each H, j and HZ can be shown asymptotically invertible
(see Lemma 3 and 4 in the supplementary materials).

We first present a consistency result for the factor loading matrix estimator Qk of Q. In particular, our theoretical rates are
shown in the presence of potential weak factors. To compare with results in similar literature, we will end this section with a
simplified result. Readers interested in the rates under only pervasive factors can go straight to Corollary 1.
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Theorem 1 Under Assumptions (01), (M1), (F1), (L1), (E1), (E2) and (R1), for any k € [K], we have

_ 2
_Z“ij ijij H _0P<d2(ak1 ey )= l(ﬁ-k+dik>2—§>=op(l),

where g is defined in Assumption (R1). Furthermore, define n := 1 — y, with y, from Assumption (O1), then

di
i 2l -men | = - e,

21— )1 1 1 a2 (1 7
—0.| "% Tk I - = 1).
”( ¢ {<Td.k ’ dk>g§ +mm<T a—n7 o)

The proof of the theorem can be found in the supplementary materials of this paper. The two results in Theorem 1 coincide with
each other if # = 0, i.e., there are no missing values.

We present the two results in the theorem to highlight the difficulty of obtaining consistency when there are missing values.
Since a factor loading matrix is not uniquely defined, in the second result in Theorem 1 we are estimating how close Qk is to a
version of Q, in Frobenius norm, namely Q,H{, which is still defining the same factor loading space as Q, does. With missing data,
such a feat is complicated, in the sense that for the jth row of Q, Qk, ;.» there corresponds an H, ; different from H{ in general, so
that (A)k, ;- is close to Hy ;Q, ;.. The extra rate min(1/7, n%/(1 = n?) in the second result is essentially measuring how close each H,_ ;
is to H. See Lemma 3 in the supplementary materials as well.

20 =3

Theorem 2. Under the Assumptions in Theorem 1, suppose we further have d f

K
. 1 n? > e ry
g, i=min{ —, —— ), g, = d .
" <T a-n2) o E k
Then we have the following.
1. The error of the estimated factor series has rate
~ -1 2
”vec(T‘Z’,) - (H‘I’(’ Q- H‘l’,) vec(FZ,,)H

3oy 1 =20, _ _1 2o —3ay, 20 1 =3ay ., +1
= 0p( max§ T71dd, T g 4@ d T +g,,g5dkkl ok + 4
ke[K] 8w

= o(d_;). Define

2. For any k € [K]1,i; € [d;],t € [T], the squared individual imputation error is

A 2
Criy i = Criyoige)
3a, 205, 1 _ 1 2« 3oy, 1 20 =30y, +1 d
=OP<max{ ldd w1 k“gl 1+d2 “lg la’ ol T e +g,7gA 1d ol T o }+—2>
ke[K] &
w
3. The average imputation error is given by
I d,...dg
A 2
ﬁz Z (Ct,il ,,,,, iK_Cr,il,A..,iK)
=iy, ig=1

3ay  —2ay,, 1 20 -3, 20y —3ay ., +1
= 0p( max d TG TR gl g gt g TR T g g g L L)
ke[K] 8w

The proof can be found in the supplementary materials, which utilizes some rates from the proof of Theorem 3 in the
supplementary materials (without the need for extra rate restrictions like Theorem 3 though). The complication of missing data
comes explicitly from the rate g,. The average squared imputation error in result 3 improves upon individual squared error in result
2 when weak factors exist, with degree of improvements larger when the difference in strength of factors is larger.

Our rate can be considered a generalization to a general order tensor, with general factor strengths and missing data, see the
comparison of our results with others’ below Corollary 1. Such generalizations have certainly revealed that when there are weak
factors, especially when the strongest and weakest factor strengths are quite different, those rates of convergence greatly suffer.

Corollary 1 (Simplified Theorems 1 and 2 Under Pervasive Factors). Let Assumption (01), (M1), (F1), (L1), (E1) and (E2) hold. If all
factors are pervasive such that «; ; = 1 for dall k € [K],j € [r,], then with the renormalized loading and core factor estimators defined as
K,c = \/d_kék and F, = 77’2_,/\/2, we have the following:

1. The (renormalized) loading estimator is consistent such that for any k € [K],

d
ig“ﬁw -H, A, ” Op(ﬁk + dl—k> =o0p(1),

dy 2
1Sl 2 L1 /1
LSVA, -na, | =0 {—+—+mm(—, )}:o .
dk,;u o B =0 Td, 4y T (1-ny? P
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2. The (renormalized) core factor estimator is consistent such that for any t € [T],

[veccy - 115 @ - @17 ™ veetr, || = 0 { s (72— + L)mm(%,afﬂﬂ)}

2
d;
3. The imputation is consistent both for each entry and on average (with the same rate), such that for any k € [K],i, € [d,].t € [T],

é c 2o 1 1 (1 r 1
Criyooig = Criyig)” = P{Eéf‘%(ﬁk + E> +mln<;, d—n? ) + 7 }
- k

When K = 1 with missing data, result 1 has rate 1/ min(d,, T), which is the same as the rate in Theorem 1 of Xiong and Pelger
(2023). If K =2 and n = 0 (i.e, no missing values), result 1 has rate 1/ min(d,, Td_), which is consistent with Theorem 1 of Chen
and Fan (2023), for example. For a general order-K tensor without missing data (i.e., # = 0), our Lemma 5 in the supplementary
materials states that

~ 1,1y e 1 1
L —HQ. .|I*’=0 (—+—), 1 — A, —AHY L =0 (—+—),
Q. — H{Qy .l A7t g implying 2~ A = AL = Op( PR

which aligns with Theorem 3.1 of He et al. (2022a) or Barigozzi et al. (2023).
If K > 2 and 5 = 0, result 3 has rate

1 1 ) 1 1
max | — + — | + = X .
kelkJ(Td.k d? d  min(Td.y,...,Tdg,d?,...,d%)

This rate is the same as the result in Theorem 4 of Chen and Fan (2023) for K = 2, which is a rate for estimating the common
component. On the other hand, if # is a constant and K = 1, then result 3 becomes d l" +T~! < 1/ min(d,, T), which is the same rate
as result 3 of Theorem 2 in Xiong and Pelger (2023).

4.3. Inference on the factor loadings

We establish asymptotic normality of the factor loadings for inference purposes. In Section 4.4 we present the covariance matrix
estimator for practical use of our asymptotic normality result. First, we define

HY 1= tr(A A2 - D7 PY2)?, (4.5)

1/2 172

where D := tr(A/ A ) diag{4;(AjAp), .... 4, (A]Ap)), and Y is the eigenvector matrix of tr(A’, A ) - g"dﬂlkI e 7" %442,
turns out H;"* is the probability limit of H{ defined in (4.4). Before presenting our results, we need three addmonal assumptlons

(L2) (Eigenvalues) For any k € [K], the eigenvalues of the r, X r, matrix X, ,Z, from Assumption (L1) are distinct.

2ay,, -3
(AD1) Define wy :=d'd, Sy e 2 and the following,

E; = plim Var<ZQky,-,z D matk(é',)jh(A,k);l_matk(F,)’Ak’,,),
i=1

T.dy,....dg—o0 h=1 |Wk,ij,h| 1€Weijn

then we assume Twp - ”D H "= (HY D;l ”F is of constant order.
(AD2) Define the filtration T := o(UT_ G,) with G; := o({M,, |t < s} A,,...,Ag), and
1

isenig

Y mat (F)vy V) ymaty(F) — — Zmatk(}’ Wi nV} pmaty (7,

Apkijn = ol
Vikijh S t—l

where v ;, 1= [®ek\ (k) Arl.- With Q, being the normalized mode-k factor loading defined below Assumption (L1), we have for
every k € [K],j € [d}], for afunction hkj t R — RIXTk,

Fhery s
\/Tdk lHa Zle k.i- ZAFlihAkj

- N(O,Dk Hz*hk’j(Ak’j,)(HZ*)’Dk') G" -stably.

Assumption (AD1) guarantees a part of the covariance matrix of the asymptotic normality in Theorem 3 is of constant order. It
can be regarded as a lower bound condition which is necessary for the dominance of a certain term involved in the asymptotic
normality. Since we show the upper bound of Twp - | D, IH“ "2 g10: v *y D‘ ” is of constant order in the proof of Theorem 3 in the
supplementary materials, this assumption is not partlcularly strong.

Assumption (AD2) is required since the missing data creates a discrepancy term A ;; , as defined in the assumption. This
assumption is also parallel to Assumption G3.5 in Xiong and Pelger (2023). We demonstrate how this assumption is satisfied with
Assumption (0O1), (F1), (L1) and two additional but simpler assumptions in Proposition 1 in Section 4.6.
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Theorem 3. Let all the assumptions under Theorem 2 hold, in addition to (L2), (AD1) and (AD2) above. With r, fixed and d;,T — o
g,
for k € [K], suppose also Td_; = o(dzk‘1 ek ). We have

ay A~ D _ o — _
\/Tdkk"‘ <(Q,. —HIQ ) — N(O,Dk'HZ’*(Tdkk B+ by (A D)ETYDLY.

a1 =3y p,

Furthermore, if Td~'g2g,d,

~ D
VTwg - Q) —HIQy,)— N0, Twy - D' HY* 2 ,(H* YD ).

= o(1) is also satisfied, then

If all factors are pervasive, the rate condition T'd_, = o(d:""+ak‘r") reduces to Td,, = o(df), which is equivalent to the condition
needed for asymptotic normality in Bai (2003) for K = 1 and Chen and Fan (2023) for K = 2. The first asymptotic normality result
is compatible to Theorem 2.1 of Xiong and Pelger (2023) when all factors are pervasive. In their Theorem 2.1, the I‘A"b; is in fact of
rate N~!, so that the normalizing rate is v/T N, which is exactly 1/Td; in our first result when K = 1.

a1 =30y,

Suppose all factors are pervasive. The rate condition T'd~! gfg,,dk

missing data, i.e., 7 = 0 so that g, = 0. If so, the rate of convergence is \/Twg = \/ﬁ, which is compatible to Theorem 2.1,
Theorem 2.2 of Chen and Fan (2023) and Theorem 3.2 of Barigozzi et al. (2023) (after our normalization to their factor loading
matrices). The condition is also satisfied when there is only finite number of missing data points, so that y < T~! and gy < T-2, and
dy,d, = o(T) for K = 2.

= o(1) is automatically satisfied when there is no

Remark 2. We do not establish asymptotic normality for the estimated factor series and common components. The reason is that
for a tensor with K > 1, the decomposition in the estimated factor series and the common components cannot be dominated by
terms that are asymptotically normal. This is also the reason why Chen and Fan (2023) does not include asymptotic normality for
the estimated factor series and common components. Barigozzi et al. (2023) constructs asymptotic normality for the core factor
built upon their projection estimator f’,, which is sensible as the projecting loading estimator already has an improved rate. In
comparison, the rate of any PCA-type estimators, such as the one in Chen and Fan (2023) for matrix data and the one in our case
for general tensors, is insufficient for a potentially asymptotically Gaussian term to be dominating. The main goal of this work is
to impute missing entries, and existing methods on tensor factor models using Tucker decomposition should be applicable with all
missing entries replaced by the consistent imputations.

4.4. Estimation of the asymptotic covariance matrix

In order to carry out inferences for the factor loadings using Theorem 3, we need to estimate the asymptotic covariance matrix
for Q. 5 —H{Qy .. To this end, we use the heteroscedasticity and autocorrelation consistent (HAC) estimators (Newey and West,
1987) based on {Q,, mat,(C)), matk(é\‘,)},E[T], where

mat, (C,) = (Qmat,(F, ) Qx ® - ® Qy; ® Q_; ® - ®Q,), mat, (&) := mat, (¥, — mat,(C).

With a tuning parameter # such that # — oo and ﬂ/(Tde"k )I/4 - 0, we define two HAC estimators

s

A 12

Siac :=Dk’0,j+2(1 - 1+ﬂ>(Dk,v,j+D;c,v,j)’
v=1

o4 A
Sac =
HAC * k,0.j

v
s ﬂ) (Dﬁw + (Dﬁw.)’), where

<

|
=
a +
M=
N
|

—
Si-
Nol
=N
~L
>

Il
©
1l

d.y
~ A 1 - N
!/
kc<k),sc(k>,s,i~) > o |E<k>,r,jhc<k>.z,ih 1{re ‘l’k,ij,h}>
=1 Wkij.h

<
3
<
g
M-
P

i
i

dy T d ’
1 PP VPP 1 =~ A
’ <2<_ Z D, QLC<k),xC(k>,s,i~> Z —Eu v jnCliyp—vin - Lt —v € V/k,ij,h}> ,
pur i | =t Wkl
Told T dy .
i aaA A ~ ~
D}, = Z(‘ 2. Db; Q;cc(k),xc(k),s,ﬁ) > <—C<k>,r,fhc<k>,z,jh “Hr €yl
o eyl s A Al Ao\ W]

dy T
1A N 1 PPN
- ?C(k),r,ihc(k),t,jh>:| : [2(7 sz QLC(k),sC(k),x,lZ)

i=1 s=1
dy

i
1 -~ ~ 1A A~
: Z <ﬁc(k),t—v,ihc(k),t—v,jh ‘l{r-ve Wk,ij,h} - 7C(k),t—v,ihc(k),t—v,jh>:| s
h=1 k.ij.h

where (Al(k)yx :=mat, (C,) and ﬁ(km := mat, (£,).

Theorem 4. Let all the assumptions under Theorem 2 hold, in addition to (L2), (AD1) and (AD2) above. With r, fixed and d,,T —
for k € [K], suppose also the rate for the individual common component imputation error in result 2 of Theorem 2 is o(1), together with
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2, —
“I ) and d) T [(Td ) + d 7 a7 = o(1). Then

k

D! is consistent for (Td,"™)~' D" H " by, ; (A, )HAY D

Y2 1 acDy! is consistent for D'H} 5, ((H™YD;;
ZVHAC k

The extra rate assumption di(wk'l_U(""")[(Ta!,k)‘1 +d;'1d%g;? = o(1) ensures that we have Frobenius norm consistency for Q, from
Theorem 1. The imputation error from result 2 of Theorem 2 also has rate going to 0 when all factors are pervasive, for instance.
With result 3 in particular, we can perform inferences on any rows of ék. Practical performances of result 3 is demonstrated in
Section 5.1.3. The reason that we need two HAC estimators is that similar to Theorem 1, there is a component for missing data,
arising from the fact that H, ; is different from H{ for each j € [d,] in general.

4.5. Estimation of number of factors

The reconstructed mode-k sample covariance matrix S, is in fact estimating a complete-sample version of a matrix R¥, where

T
1
R = Y Qumaty (F ) A} Aymat, (F,) Q. (4.6)
t=1

and F,, and A, are defined in (3.2). It turns out that we have /lj(§k) =p Aj(RZ) for j € [r;], and
K
1R} <p d:k‘/_“""gs, g = H d:“" as defined in (R1).
k=1

We have the following theorem.

Theorem 5. Let Assumption (01), (M1), (F1), (L1), (E1), (E2) and (R1) hold. Moreover, assume

dg ' T T d )T+ d ] = o, eI - 1 with r 2 2
dg; (T2 +d; ) = o(1), re= 1.

Then 7, is a consistent estimator of r;, where

Ae S0 +¢ s

7= argmin{ — , e [[dk/ZJ]}, Exdl(Td )™ +d /"], 4.7
AR

The extra rate assumption is satisfied, for instance, when all factors corresponding to A, are pervasive. An eigenvalue-ratio
estimator is considered in Lam and Yao (2012) and Ahn and Horenstein (2013), while a perturbed eigenvalue ratio estimator
is considered in Pelger (2019). However, all of these estimators are for a vector time series factor model. Our estimator 7, in
(4.7) extracts eigenvalues from S, which is not necessarily positive semi-definite. The addition of £ can make S, + ¢, positive
semi-definite, while stabilizing the estimator. We naturally assume that r, < d, /2, which is a very reasonable assumption for all
applications of factor models. In fact, our recommended choice of ¢ is

1 - -1/2
&= <dl(Td )™+ d .
The requirement that & < d[(Td )~/ +d,:1/ 2] ensures that £ = o p(Ar, (§k)) from our rate assumption in the theorem. Our simulations
in Section 5.1.2 suggest that this proposal works very well.

4.6. *How Assumption (AD2) can be implied

This section details how Assumption (AD2) can be implied from simpler assumptions. Readers can skip this part and go straight
to the next section for a more integral reading experience. We begin by presenting a proposition.

Proposition 1. Let Assumption (0O1), (F1), (L1) hold. For a given k € [K],j € [d,], assume also the following:

1. The mode-k factor is strong enough such that Xer, > 4/5, and d:k’l_ak”k T—¢/2 = o(1) with some ¢ € (0, 1).

2. There exists some y, ;; such that yy ;; =y ,;; , for any i € [d;], h € [d ). Furthermore, there exists ,,  ; such that for any t € [T],
as dy, T — oo,

d_Qdedzk(T‘]l{tEWk,ij} 1)(T'1{I€Wk,/j} 1) p
- —1)= @,
k izl =1 lwi i) 179 v

With the above, Assumption (AD2) is satisfied.

10
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Condition 1 and 2 in Proposition 1 are on the factor strength and missingness pattern, respectively. Condition 1 is trivially
satisfied if all factors are pervasive. Condition 2 can be easily satisfied by assuming that in mat,(Y,), all the elements in each row
are missing at random with probability 1 — p,. We then have for each t € [T], as d;,T - ,

im1 =1 |Wk,ij| |Wk,lj|
=dk_2§, & <T2 vyl 1€ wy) T-1l€wy) T-1l€wy) | 1)
iml =1 |Wk,ij| : |V’k,lj| |Wk,ij| |‘I/k,lj|
2 pal -1,
which is @, ;. Similar to Assumption S3.2 in Xiong and Pelger (2023), the value of w, , ; can be regarded as a measure of

missingness complexity. It is a parameter related to the variance of the stable convergence, and tends to increase when there is
a larger portion of data missing.

5. Numerical results
5.1. Simulation

We demonstrate the empirical performance of our estimators in this section. Note that we do not have comparisons to other
imputation methods since to the best of our knowledge, there are no other general imputation methods available for K > 1 apart
from tensor completion methods for very specific applications as mentioned in the introduction. However, we will make comparisons
with an alternative approach to impute tensor time series combining Xiong and Pelger (2023) and Chen and Lam (2024b), as
demonstrated in Section 5.1.4. Under different missing patterns which will be described later, we investigate the performance of
the factor loading matrix estimators, the imputation, and the estimator of the number of factors. We also demonstrate asymptotic
normality as described in Theorem 3, followed by an example plot of a statistical power function using result 3 of Theorem 4.
Throughout this section, each simulation experiment of a particular setting is repeated 1000 times.

For the data generating process, we use model (3.1) together with Assumption (E1), (E2) and (F1). More precisely, the elements
in F, are independent standardized AR(5) with AR coefficients 0.7, 0.3, —0.4, 0.2, and —0.1. The elements in 7, , and ¢, are generated
similarly, but their AR coefficients are (-0.7, —0.3, —0.4, 0.2, 0.1) and (0.8, 0.4, —0.4, 0.2, —0.1) respectively. The standard deviation
of each element in ¢, is generated by i.i.d. |[N(0, 1)].

For each k € [K], each factor loading matrix A, is generated independently with A, = U,B,, where each entry of U, € R%*«
is i.i.d. NM'(0, 1), and B, € R« is diagonal with the jth diagonal entry being d;ik,’, 0 < ¢ ; <0.5. Pervasive (strong) factors have
Cx; = 0, while weak factors have 0 < ¢, ; < 0.5. Each entry of A, € R%>"ek is ii.d. A'(0,1), but has independent probability of
0.95 being set exactly to 0. We set r,, =2 for all k € [K] throughout the section.

To investigate the performance with missing data, we consider four missing patterns:

» (M-i) Random missing with probability 0.05.
+ (M-ii) Random missing with probability 0.3.
+ (M-iii) The missing entries have index (z,i,, ...,ig), where

05T <t<T, 1<i;<05d, for all k € [K].

* (M-iv) Conditional random missingness such that the unit with index j along mode-1 is missing with probability 0.2 if
(Ay);1 20, and with probability 0.5 if (A,);; <O.

To test how robust our imputation is under heavy-tailed distribution, we consider two distributions for the innovation process

in generating F,, F,, and ¢,: (1) i.i.d. N, 1); (2) i.id. t5.

5.1.1. Accuracy in the factor loading matrix estimators and imputations
For both the factor loading matrix estimators and the imputations, since our procedure for vector time series (K = 1) is essentially
the same as that in Xiong and Pelger (2023), we show here only the performance for K = 2,3. We use the column space distance

DQ.Q = [QQQY - QY'Y

for any given Q, Q, which is a commonly used measure in the literature. For measuring the imputation accuracy, we report the
relative mean squared errors (MSE) defined by

Yes(C - C)
2
Z jES Cj
where S either denotes the set of all missing, all observed, or all available units.
We consider the following simulation settings:

relative MSEg = s (5.1)

11
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Fig. 2. Plot of the column space distance D(Qk,(A)k) (in log-scale) for k € [K] for missing pattern (M-i), with K =2 on the left panel and K =3 on the right.
The horizontal axis is indexed from (a) to (g) to represent Settings (Ia) to (Ig), with the kth boxplot of each setting corresponding to the kth factor loading
matrix Q, therein. Performances on other missing patterns are very similar, and are omitted.

(Ia) K =2,T =100,d; = d, = 40,r, = 1,r, = 2. All factors are pervasive with Gy =0 for all k,j. All innovation processes in
constructing 7,,F,, and ¢, are i.i.d. standard normal, and missing pattern is (M-i).

(Ib) Same as (Ta), but one factor is weak with ¢, ; = 0.2 for all k € [K].

(Ic) Same as (Ia), but all innovation processes are i.i.d. #;, and all factors are weak with ¢ ;=02 for all k, j.

(Id) Same as (Ic), but T =200, d, = d, = 80.

(Ie) K =3,T =80,d; = dy = d3 =20,r; =ry =r; = 2. All factors are pervasive with ¢, ; = 0 for all k,j. All innovation processes in
constructing F,,F,, and ¢, are i.i.d. standard normal, and missing pattern is (M-i).

(If) Same as (le), but all factors are weak with ¢ ; = 0.2 for all k, j.

(Ig) Same as (If), but T = 200,d, = d, = d; = 40.

Settings (Ia) to (Id) have K = 2, and settings (Ie) to (Ig) have K = 3. They all have missing pattern (M-i), but we have considered
all settings with missing patterns (M-ii) to (M-iv), with performance of the factor loading matrix estimators very similar to those
with missing pattern (M-i). Hence we are only presenting the results for settings (Ia) to (Ig) in Fig. 2 for the missing pattern (M-i).
The imputation results for the above settings are collected in Table 1, together with those under different missing patterns.

We can see from Fig. 2 that the factor loading matrix estimators perform worse when there are weak factors or when the
distribution of the innovation processes is fat-tailed. However, larger dimensions ameliorate the worsen performance. The increase
in the loading space distance from k = 1 to k = 2 in settings (Ia) to (Id) is due to more factors along mode-2, which naturally incurs
more errors compared to smaller r,. In comparison, the loading space errors shown in the right panel of Fig. 2 are in line for all
modes due to the same number of factors along each mode.

From Table 1, we can see that missing pattern (M-iii) is uniformly more difficult in all settings for imputation. This is
understandable as there is a large block of data missing in setting (M-iii), so that we obtain less information towards the “centre”
of the missing block. This is also the reason why under (M-iii), the imputation performance for the missing set is worse than the
observed set, unlike for other missing patterns where all imputation performances are close.

Random missing in (M-i) and (M-ii) are relatively easier for our imputation procedure to handle. Note that if the TALL-WIDE
algorithm in Bai and Ng (2021) were to be extended to the case for K > 1, it can handle missing pattern (M-iii), but not (M-i) and
(M-ii). The design of our method allows us to handle a wider variety of missing patterns, including random missingness. We want to
stress that we have made attempts to generalize the TALL-WIDE algorithm to impute high-order time series data for comparisons,
yet the method is almost impossible to use in tensor data. The generalization is also too complicated, and hence is not shown here.

5.1.2. Performance for the estimation of the number of factors

In this section, we demonstrate the performance of our ratio estimator 7, in (4.7) for estimating r, for K = 1,2,3. For each
k € [K], we set the value of £ in Theorem 5 as & = d[(Td_k)‘l/2 +d;]/2]/5. We have tried a wide range of values other than 1/5 for &
in all settings, but 1/5 is working the best in the vast majority of settings, see simulation results on the sensitivity of different £ in
the supplementary materials. Hence we do not recommend treating it as a tuning parameter in this section for saving computational
time.

We present the results under a fully observed scenario and a missing data scenario for each of the following setting:

12
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Table 1
Relative MSE for settings (Ia) to (Ig), reported for S as the set containing respectively observed (obs), missing (miss), and all
(all) units. For K = 3, all results presented are multiplied by 10*.

Setting K=2 K=3

Missing Pattern S (Ta) (Ib) (Ic) (Id) (Ie) an Ig)
obs .002 .020 066 1039 2.61 120 203

(M-) miss .002 020 1066 1039 2.63 121 204
all .002 .020 066 039 2.61 120 203
obs .003 025 079 045 5.97 154 702

(M-ii) miss .003 025 079 045 6.06 155 703
all .003 025 079 045 6.00 154 702
obs 004 025 079 048 6.64 136 1.75

(M-ii) miss .009 036 107 061 14.7 164 4.02
all 005 026 083 050 7.19 138 1.89
obs .004 027 1086 047 7.75 173 888

(M-v) miss 004 028 088 047 8.49 179 964
all .004 027 1086 047 8.00 175 914

Table 2

Results for setting (Ila). Each column reports the mean and SD (subscripted, in bracket) of the
estimated number of factors over 1000 replications, followed by the correct proportion of the
estimates. The estimator 7 is our proposed estimator; 7., and 7, ; are similar but used imputed
data where the imputation is done using the number of factors as 7 and 7+ 1, respectively; 7iyp e o
and Fiypp,e,; are iTIP-ER on imputed data (using 7 and 7+ 1 respectively); 7y and Fypp g, are our
estimator and iTIP-ER on fully observed data (in green), respectively.

Setting (IIa) (True r; =2)
Missing Pattern i Fre0 [ Frea [ it re0 [ it rea l Prun Firmp full
Meangp,
(M-iD) 1985 | 1985 | 2000 | 197,y | 197
(M-iiD) 1927 | 1930s | 19700 | 19050 | 1925, | 1990 | 1920
M-iv) 19814 | 198014 | 20lce5 19707 | 19804
Correct Proportion
(M-ii) .982 .982 .996 .967 949
(M-iii) 921 .93 .96 901 .898 .99 917
(M-iv) 979 979 .993 .97 .943

(Ila) K =1,T =d; =80,r; =2. All factors are pervasive with ¢; ; = 0 for all j. All innovation processes involved are i.i.d. standard
normal. We try missing patterns (M-ii), (M-iii), and (M-iv).
(IIb) Same as (IIa), but one factor is weak with {; ; = 0.1 and the missing pattern is only (M-ii).
(Iic) Same as (IIb), but factors are weak with ¢, ; = 0.1 and ¢, , = 0.15.
(I1d) Same as (IIc), but T = 160.
(Illa) K =2,T =d; =dy =40,r; =2,r, = 3. All factors are pervasive with ;_ ;=0 for all k, j. All innovation processes involved are
i.i.d. standard normal, and the missing pattern is (M-ii).
(IlTb) Same as (Illa), but all factors are weak with ¢, ; = 0.1 for all k, j.
(IIlc) Same as (IIIb), but T = d, = d, = 80.
(Iva) K =3,T =d, =d, =d3 = 20,r; = 2,r, = 3,r; = 4. All factors are pervasive with ¢, ; = 0 for all k, j. All innovation processes
involved are i.i.d. standard normal, and the missing pattern is (M-ii).
(IVb) Same as (IVa), but all innovation processes are i.i.d. #5.
(IVc) Same as (IVa), but T = 40.

Since estimating the number of factors with missing data is new to the literature, it is of interest to explore the accuracy of
the estimator under different missing patterns. Hence we explore different missing patterns in setting (IIa). Extensive experiments
(not shown here) on the imputation accuracy using misspecified number of factors show that underestimation is harmful, while
slight overestimation hardly worsen the performance of the imputations. Thus, for each of the above settings, we also compare the
performance using re-imputation and iTIP-ER by Han et al. (2022), where the re-imputation is done by using both 7, and 7, + 1 to
avoid information loss due to underestimating the number of factors, see Tables 2 and 3.

From both Tables 2 and 3, it is easy to see that our proposed method generally gives more accurate estimates than iTIP-ER, and
it is clear that the re-imputation estimate is at least as good as the initial estimate. In fact, 7, ; outperforms 7y, which is based on
full observation.
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Table 3
Results for settings (II), (III), and (IV), excluding (IIa). Refer to Table 2 for the
definitions of different estimators. The missing pattern concerned in all settings

is (M-ii).
Correct Proportion
Setting [ 7 [ Preo | Frea | Piroseo | Fierer | Prn | e
K =1 (True r, =2)
(IIb) .556 .556 .886 .526 .765 .633 .53
(Ilc) .626 .626 762 .594 .668 .67 .539
(I1d) 791 791 .817 794 .837 .812 767
K =2 (True (r),r,) =(2,3))
(IlIa) 1 1 1 .995 .995 1 .994
(I11b) .978 .978 .987 .985 .989 .981 .986
(Illc) .999 1999 1 1 996 .999 1
K =3 (True (ry,r,,73) = (2,3,4))
(IVa) 1 1 1 .987 .987 1 .988
vb) .996 .996 999 991 991 1 991
(IVe) 1 1 1 .999 1 1 1
K=1, T=500, d1 =1000 K=2, T=200, d{ =400, d2 =200 K=3, T=80, d{ =160, d =80, d3 =80
n 9y 0.4 — NI
04 — N : :—\
i ’ I
0.3 — 1
03 - 03 Al
0.2
0.2 0.2
01 o 01 o 01 9
0.0 —| = 0.0 — 0.0 —
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Fig. 3. Histograms of the first entry of (SHAC + )/fj‘mc)"/zf)]((j]']_ —H{Q, ;). In each panel, the curve (in red) is the empirical density, and the other curve (in

green) in the left panel depicts the empirical density of the second entry of ()AZHAC + )A::A(T)*'/Zﬁ,((),.l_ —-H{Q,,.). The density curve for A'(0,1) (in black, dotted)
is also superimposed on each histogram.

5.1.3. Asymptotic normality

We present the asymptotic normality results for K = 1,2,3 respectively. When the data is a vector time series (K = 1), our
approach is similar to Xiong and Pelger (2023), but their proposed covariance estimator for the asymptotic normality includes
information at lag O only (i.e., the estimator of the asymptotic variance of the loading estimator), while we use the HAC-type
estimator facilitating more serial information. For all K considered, we present the result on (6)11, with the parameter f of our
HAC-type estimator set as [é(T d))'/*]. We use (M-i) as the missing pattern for all settings.

The data generating process is similar to the ones for assessing the factor loading matrix estimators and imputations, but the
parameters are slightly adjusted. All elements in 7, 7,,, and €, are now independent standardized AR(1) with AR coefficients 0.05,
and we use i.i.d. N'(0, 1) as the innovation process. We stress that we include contemporary and serial dependence among the noise
variables through our construction following Assumption (E1) and (E2), while most existing literatures demonstrating asymptotic
normality display results only for i.i.d. Gaussian noise.

We assume all factors are pervasive in this section. For all K = 1,2,3, given d,, we set T.d; = d,/2, i # 1. We generate a
two-factor model for K = 1, and a one-factor model for K = 2,3. For the settings (K, d;) = (1, 1000), (2,400), (3, 160), we consider
& HAac + EZ AC)“/ZIA)I((A)U, — H{Q, ,.). In particular, we plot the histograms of the first and second entry in Fig. 3, whereas the
corresponding QQ plots are presented in Fig. 4.

The plots in Fig. 3 provide empirical support to Theorem 3 and result 3 of Theorem 4. For K = 3, there are some heavy-tail
issues, as seen in the bump at the right tail in the histogram (confirmed by its corresponding QQ plot). The QQ plot for K = 2
also hints on this, but the tail is thinned as the dimension increases. Our simulation is similar to that in Chen and Fan (2023) for
K =2, but we allow partial data unobserved and we generalize to any tensor order K. We remark that the convergence rate of the
HAC-type estimator is not completely satisfactory, such that relatively large dimension is needed, and it becomes less feasible for
some applications. We leave the improvements of the HAC-type estimator to future work.

Lastly, we demonstrate an example of statistical testing for the above one-factor model for K = 2. More precisely, we want
to test the null hypothesis H, : Q;;; = 0 with a two-sided test. A 5% significance level is used so that we reject the null if
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K=1, T=500, d{ =1000 K=2, T=200, d{ =400, d> =200 K=8, T=80, d{ =160, d> =80, d3 =80
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Fig. 4. QQ plots of the first entry of (f,,,\c + )A.TfMC)"/Zﬁl(Q‘l, —H{Q, ;.). The horizontal and vertical axes are theoretical and empirical quantiles respectively.

Power of the test of size = 5%

Power
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Fig. 5. Statistical power of testing the null hypothesis M, : (Q,;); = Q,;; = 0 against the general alternative. The null is rejected when I(Zyae + ):”imc)‘

D,Q,,,1> 1.9.

1/2

(EHAC + EZAC)‘]/Zf)]QLH is not in [—-1.96, 1.96]. Each experiment is repeated 400 times and the power function for Q; j; ranging
from —0.02 to 0.02 is presented in Fig. 5. The power function is approximately symmetric, and suggests that our test can successfully
reject the null if the true value for Q, ;, is away from 0. When Q, ;; = 0, the false positive probability is 7.25% which is slightly
higher than the designated size of test. This is due to the slow convergence of the HAC estimators, and an increase in dimensions
would improve this.

5.1.4. Comparison with an iterative vectorization-based approach
We compare our proposed tensor factor-based imputation method with the following procedure.

Iterative vectorization-based imputation
1. Given an order-K tensor with missing entries, ¥, € RY1*-*4 for t € [T], obtain y, = vec(Y,) € R for all time stamps.

~

Impute the vector time series {y, },cr) by Xiong and Pelger (2023) and denote by the tensorized imputation data {Vyec, }e[7)-

2. Replace missing entries in Y, by the corresponding entries in f?vec,,. For the resulting time series, estimate the loading
matrices, core fachrs and hence the common components by Chen and Lam (2024b). Denote the series of estimated common
components by { Ypreave, }rerr-

3. Iterate from step 2, except that we replace missingness of Y, by ﬁpreavg,, from the previous iteration.

The above algorithm is a natural way of leveraging the vector imputation of Xiong and Pelger (2023) to tensor time series, and
the iteration step is akin to Appendix A of Stock and Watson (2002). For demonstration, all innovation processes in constructing
F,,F,, and ¢, are i.i.d. standard normal, and all factors are pervasive. In particular, the following settings are considered:

(Va) K =2,T =20,d, = d, =40,r, = r, = 2, and missing pattern is (M-ii).
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Relative MSE for K=2 Relative MSE for K=3
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Fig. 6. Plot of the relative MSE for settings (Va) to (Vd), averaged over 1000 replications. Setting (Va), (Vb), (Vc) and (Vd) are represented by the symbols
in red on the left panel, green on the left panel, red on the right panel and green on the right panel, respectively. Dashed lines denote our tensor-based approach
(without iteration), while points denote the iterative vectorization-based method with step 0 corresponding to the initial imputation.

(Vb) Same as (Va), except that the missing pattern is (M-iii).
(Vo) K =3,T =10,d; =d, = d3 = 10,r; =r, = r3 = 2, and missing pattern is (M-ii).
(Vd) Same as (Vc), except that the missing pattern is (M-iii).

The results for settings (Va) to (Vd) are shown in Fig. 6. From both panels, our proposed method (in dashed lines) performs better
than the direct vectorized imputation. One intuition can be the following. Suppose we have a matrix-valued time series Y, € R%1*%
for t € [T, and assume d, < d, and the data is asymptotically observed with the rate # < 1/4/Td,. According to Corollary 1, the
squared imputation error has rate 1/(T'd;) + 1 /a’lz. In comparison, if we choose to vectorize the data and impute, the squared error
rate is 1/T + 1/d? which is inflated.

The performance of the vectorization-based imputation can be further improved by iterative imputation in the context of tensor
data. However, Fig. 6 demonstrates the low efficiency of such iterative method if the missing pattern is unbalanced to a certain
extent. We also point out that the computation time of the initial vectorized imputations can be significantly larger than the
our proposed method if the order of the data is large. In fact, the computational complexity (given the number of factors) of
direct vectorized imputation is (ignoring the cost of vectorization and unfolding) O(T'd?> + d3), while our proposed method is
O(K maxye(x){Tdd, +d;}), which can be of significantly smaller order than d*.

5.2. Real data analysis: Fama—French portfolio returns

We analyse the set of Fama-French portfolio returns data described in Section 3.1. With sufficient observed samples of each
category along its time series, Assumption (O1) in Section 4 can be satisfied and our imputation approach is applicable under such
missing pattern. Since the market factor is pervasive in financial returns, we remove the market effect by modelling the data with
CAPM as

vec(X,) = vee(X) + B(r, — F) + vec(Y),),

where vec(&,) € R!® is the vectorized returns at time ¢, vec(X) is the sample mean of vec(X,), g is the coefficient vector to be
estimated, r, is the return of the NYSE composite index at time ¢, 7 is the sample mean of r,, and vec()),) is the CAPM residual. We
compute the sample mean using only the observed data, and more sophisticated methods could be studied in the future. The least
squares solution is

T (r, - Pivec(X,) — vec(¥))
ZL](’; _7)2 ’

Hence for the rest of this section, we focus on the matrix series {J),} rers70] With Y, € RI%10, constructed from the estimated CAPM
residual {vec(%,) — vee(®) — B(r, — M} es70)-

To estimate the rank of the core factors, we first use our proposed rank estimator to obtain initial estimates (7;,7,) = (1, 1) for
both series, followed by re-estimating the rank based on the imputed series using (v, +r,,, 7, +r,) with some pre-specified integer r, to

B=

16



Z. Cen and C. Lam Journal of Econometrics 249 (2025) 105974

Table 4
Rank estimators for Fama-French portfolios. Miss-ER represents the rank re-estimated by our proposed eigenvalue-
ratio estimator for missing data.

initial Miss-ER BCorTh iTIP-ER RTFA-ER
B 7 7 7 7 7 7 7 7 7
Value Weighted 1 1 1 1 2 1 1 1 1 2
Equal Weighted 1 1 1 1 2 1 1 1 1 2

Table 5

Estimated loading matrices 61 and 62 for the value weighted portfolio series, after varimax rotation and scaling (entries rounded to the nearest integer).
Magnitudes larger than 9 are in red to highlight units with heavy loadings. All null hypotheses of a row of Q, or Q, being zero (see (5.2)) are rejected at 5%
significance level.

ME1 ME2 ME3 ME4 ME5 ME6 ME7 MES8 ME9 ME10
Factor 1 -15 -14 -9 -7 -6 -3 -1 0 2 3
Factor 2 5 3 -3 —6 -7 -9 -10 -11 -10 -10

BE1 BE2 BE3 BE4 BES BE6 BE7 BE8 BE9 BE10
Factor 1 2 -1 -2 -3 -5 -6 -7 -8 -10 -18
Factor 2 16 12 9 7 5 3 3 2 1 -7

capture any omitted weak factors. We have seen in Tables 2 and 3 where such rank re-estimation with r, = 1 is stable and accurate.
However, factors can be empirically too weak to detect in the initial estimation under various missing patterns, see the NYC taxi
tensor data analysis in the supplementary materials as an extra example. According to previous studies by e.g. Wang et al. (2019),
we choose r,, = 3 here to ensure sufficient information of factors is carried in the imputation, at the cost of including more noise. For
re-estimation, in addition to our eigenvalue-ratio estimator, we also experiment BCorTh by Chen and Lam (2024b), iTIP-ER by Han
et al. (2022) and RTFA-ER by He et al. (2022b). The results are presented in Table 4. To ease demonstration, we use (2,2) as the
core factor rank for both series hereafter.

With the chosen rank, we perform imputation which is further refined by re-imputation. The results are similar on the two
portfolio series, so we only present the one for the value weighted series. The estimated loading matrices are presented in Table 5,
after a varimax rotation and scaling. It is clear from the entries in red that on the size factor (i.e., ME loading), ME1 and ME2 form
one group (“small size”) and ME7 to ME10 form another group (“large size”). On the book-to-equity factor (i.e., BE loading), BE1
and BE2 form a group and BE9 and BE10 form another, which can be interpreted as “undervalued” and “overvalued” respectively.
This grouping effect is similarly seen in Table 9 and 10 in Wang et al. (2019).

Moreover, we apply our Theorems 3 and 4 to test if any rows of the loading matrices are zero. For each k € [2],i € [10], we test

Hy: Qi =0, H;:Qy. #0. (5.2)

The above can be tested since H;Q, ;. = 0 under the null, and no matter what varimax rotations we use, it retains its meaning.
For instance, if Q,; = 0, then it means that the ith category of the row factor (here, the ith Market Equity category) is useless in
explaining any data variability.

It turns out that at 5% significance level, we cannot reject any null hypotheses for Q, ;. = 0 or Q,;. = 0, meaning that individual
market equity and book-to-equity ratio categories are tested to be meaningful in explaining some variations of the data. See the
NYC Taxi traffic data analysis in the supplementary materials for some similar null hypotheses not rejected. We remark that, since
the dimensions of our data are not very large, the accuracy of the asymptotic normality and the HAC estimators are weakened, and
there can be false positives as a result.

Lastly, two imputation examples for the category (ME10, BE10) are displayed in Fig. 7. From the timestamps on which the
portfolio series is observed, we see that the estimated series (in green) does capture some patterns of fluctuations on the true CAPM
residual series (in red) and hence can be a good reference for the CAPM residual of portfolios consisted of large size, overvalued
stocks. This is certainly more revealing than a naive imputation using zeros or local means. From the above discussions, the estimated
factors can be potentially used to replace the Fama-French size factor (SMB) and book-to-equity factor (HML) in a Fama-French
factor model for asset pricing, factor trading etc., with a more sophisticated further analysis of the data.

5.3. Real data analysis: OECD economic indicators for countries

We analyse the OECD economic data described in Section 3.2. After investigating the estimated number of factors ( Table 6) in
a similar re-imputation approach as in Section 5.2, we decide to use (7,7,) = (3, 3) for the rest of this section due to the potentially
weak factors suggested by iTIP-ER and RTFA-ER. The estimated loading matrices for countries are presented in Table 7 after a
varimax rotation and scaling, with entries highlighted in red to facilitate interpretation. The first factor is mainly formed by European
countries except the Northern European ones which, together with Canada, form the third factor. Such regional grouping effects
are also confirmed in the second factor which mainly consists of the United States, and the fact that Germany loads also heavily
on this factor suggests their similar economic patterns as large economic entities. For the estimated loading for indicators reported
in Table 8, CP, PRVM and TOVM form the first factor (“consumption factor”), PP and ULC form the second (“production factor”),
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Fig. 7. Two 50-day examples for the value weighted series in the category (ME10, BE10), with horizontal axis of both panels indexed by each day of the
selected period. Green triangles denote the estimated series and red squares denote the observed true series. Bold symbols represent the imputed series which
consists of the observed series whenever available and the estimated series otherwise.

Table 6
Rank estimators for economic indicators. Refer to Table 4 for the definitions of different estimators.

initial Miss-ER BCorTh iTIP-ER RTFA-ER

7 7 7 7 7 7 7 7, 7 7
OECD 1 1 1 1 1 2 4 5 3 3

Table 7
Estimated loading matrix 61 on three country factors for the OECD data, after varimax rotation and scaling (entries rounded to the nearest integer). Magnitudes
larger than 9 are in red to highlight units with heavy loadings. All null hypotheses of a row of Q, being zero (see (5.3)) are rejected at 5% significance level.

BEL CAN DNK FIN FRA DEU GRC ITA LUX NLD NOR PRT ESP SWE CHE GBR USA

1 -10 4 -3 -7 -8 -8 -9 -7 -1 -2 1 -1 -10 0 -15 -13 1

2 -1 —6 2 5 -2 -12 7 -1 2 -7 0 2 1 -2 0 -1 —-24

3 1 -12 -8 -5 -2 3 —6 —4 -11 -6 -12 -11 -2 -10 5 4 -1
Table 8

Estimated loading matrix 62 on three indicator factors for OECD data, after varimax rotation and scaling (entries rounded to the nearest integer). Magnitudes
larger than 9 are in red to highlight units with heavy loadings. All null hypotheses of a row of Q, being zero (see (5.3)) are rejected at 5% significance level.

CA-GDP cp EX ™M IR3TIB IRLT IRSTCI PP PRVM TOVM ULC
1 0 -20 1 3 0 0 0 0 -20 -11 -1
2 0 -6 2 3 1 1 1 20 1 9 18

3 0 9 18 22 -2 -2 -2 1 —4 —2 1

and EX and IM form the third (“international trade factor”).

Moreover, we apply Theorems 3 and 4 to test if a particular row in the two factor loading matrices is zero, meaning that if a
country (if a row in Q, is 0) or an economic indicator (if a row in Q, is 0) cannot explain any variations in the data. The meaning
here is independent of the varimax rotation performed. For each k € [2],i € [d,],j € [3] with (d,.d,) = (17,11), we form the
hypothesis

Hy Q. =0, H;:Q. #0. (5.3)

Similar to the Fama-French data analysis, all null hypotheses of a row of Q, or Q, being zero are rejected at 5% significance level.
It means that all individual country and economic indicator are tested to be meaningful categories in explaining some variations of
the data. Similar to a reminder in Section 5.2, there could be false positives due to the fact that the dimension of the data is not
very large.

In Fig. 8, we present two examples of the imputed series overlaid on the observed series. One panel plots ULC of the United States
and the other plots PP of the United Kingdom. ULC is a quarterly observed index and the peak pattern in-between each reported
timestamp suggests potentially high labour cost in the United States from 1971 to 1975. The PP data in our OECD data is unavailable
for the United Kingdom until December 2008. Our imputation implies a gradual increase of the PP before the data is reported, which
is reasonable by the impact of the financial crisis. Lastly, we compare between our tensor imputation (matrix imputation for this
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Fig. 8. 50-day examples for unit labour cost of the United States (left panel) and production price index of the United Kingdom (right panel), with horizontal
axis of both panels indexed by each day of the selected period. Refer to Fig. 7 for the explanations of different symbols.

Table 9

Comparison of different models for the OECD data. The total sum of squares of the observation is 324,402,709.

Factor RSS # factors # parameters

Matrix model (3,3) 7,087,373 9 84

Matrix model 4,4 4,542,956 16 112

Matrix model (5,5) 3,066,851 25 140

Matrix model (6,6) 1,973,321 36 168

Vector model 2 8,240,976 2 374

Vector model 3 3,954,554 3 561

Vector model 4 2,093,001 4 748

example) and the vectorized imputation using Xiong and Pelger (2023). We use different models to perform imputations whose
results are summarized in Table 9 similar to Wang et al. (2019), except that the reported residual sum of squares are computed on
the observed entries. Although we require a larger number of factors in general for matrix models, the imputation by matrix models
with less parameters can perform better than those by vector models with a much larger number of parameters. This is consistent
with the conclusion of Table 11 in Wang et al. (2019).
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Appendix A. Supplementary data

Proofs of all the theorems in this paper can be found in the supplement of this paper. Instruction in using our R package
tensorMiss can be found here.
Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jeconom.2025.105974.
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