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ABSTRACT
The growing reliance of higher education (HE) students on Generative Artificial 
Intelligence (GenAI) tools for learning and assessment risks circumventing rather 
than enhancing the learning process without adequate support and direction. 
Reflecting on experiences within a UK university, we explored how students use 
GenAI tools in practice. We argue that students rely on GenAI differently for learning 
than for assessments and tend to focus more on the output or performance than on 
the learning journey itself. This raises questions on how GenAI can be successfully 
integrated into the curriculum without jeopardising learning. Based on observations 
that some students use GenAI platforms as a substitute for learning rather than as a 
tool to enhance learning, our policy recommendations focus on curriculum planning 
and assessment design.
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INTRODUCTION
The rise of Generative AI (GenAI) tools and their impact on teaching, learning, and assessment 
practices has become a significant topic of discussion in higher education (1, 2). Since November 
2022, when OpenAI introduced ChatGPT, its online conversational AI chatbot, educators and 
students have been challenged by the capabilities of this new category of tools which includes 
similar systems from rival tech companies such as Google’s Gemini, GitHub’s Copilot, Microsoft’s 
Copilot, and Anthropic’s Claude.

For the first time, people could easily converse directly on almost any topic with an AI chatbot 
using natural language to discuss and ‘look up’ information instead of retrieving it from 
search engines, Wikipedia, academic databases, or primary sources (3). Some GenAI-powered 
tools also function as digital personal assistants, capable of auto-completing paragraphs or 
generating code without explicit conversation or instructions, while there are GenAI chatbots 
that can operate as personal tutors (4). Given the potential for these tools to automatically 
generate complete essays and other assignments used for assessment in higher education, to 
say nothing of the idiosyncratic approach GenAI-generated content often has towards factual 
accuracy, much of the discourse on GenAI in the academic sector has been centred on ethical 
considerations and concerns related to academic misconduct (5).

Here, we provide policy recommendations on assessment and curriculum design which 
reflect how higher education institutions and educators can adapt to these challenges and 
incorporate GenAI as an aid to learning These recommendations are inspired by initial insights 
from  (Generative  Tools as a Catalyst for Learning)1, a study conducted during the 
2023/24 academic year to investigate how undergraduate and postgraduate students from 
quantitative and qualitative subjects at the London School of Economics and Political Science 
(LSE) interacted with Generative AI tools (ChatGPT and Gemini) in their courses.

We argue that the biggest pedagogical challenge of using GenAI tools in higher education is that 
students may use them to replace their learning process and critical skills. The changes brought 
by the advent of this technology demand that educators and higher education institutions 
rethink their curriculum and assessment design practices and approach this new era of AI-
enabled learning with curiosity, self-reflection and a commitment to life-long learning. In 
contrast to the generally rather vague guidelines and policy documents currently available on 
AI in HE, our article provides some practical ideas and actionable recommendations that can 
quickly and efficiently make a difference for educators and HE institutions.

THE CONTEXT OF THE 2023–24 ACADEMIC YEAR
As GenAI tools grew in popularity an extensive scholarly debate arose on how to embrace and 
use GenAI in educational settings most effectively (6). While GenAI may create opportunities 
for increasing administrative efficiency and innovation in university education, for instance, 
by improving access to remote learning, asynchronous teaching delivery, online collaboration, 
gamification, and student engagement, it also presents significant challenges. These challenges 
are particularly evident in the areas of academic integrity, equity, and the future of traditional 
assessment methods like ‘open book’ exams, dissertations or essays (1).

Many scholars warned about the ‘death’ of the essay even before ChatGPT became freely 
available to all (7), calling our attention to the rise of academic cheating because of the 
increase in online take-home examinations after the Covid-19 pandemic and the almost 
parallel emergence of artificial intelligence (AI) (8). As Lindebaum and Ramirez (9) claim, freely 
available tools are already giving students the opportunity to rely entirely on GenAI when 
writing their assignments. These platforms not only design and write high-level essays but also 
paraphrase the text and check it against available plagiarism tools. Such platforms present a 
much more significant challenge than the previous threat of ‘contract’ cheating through ‘essay 
mills’ – professional websites that provide pre-written assignments to students (10). Now 
students can turn to a free language model supplier, such as ChatGPT, to generate academic 
work even more difficult to identify as fraudulent.

1	 Interested readers can find more information on the website: https://lse-dsi.github.io/genial

https://lse-dsi.github.io/genial
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On the other hand, some have argued that the appropriate use of ChatGPT can be advantageous 
for learners, teachers, and researchers, especially non-native English speakers (11). From this 
perspective, AI can enhance students’ linguistic abilities and serve as teaching assistants rather 
than as machines that replace human competence (12). Lecturers should be aware of the risk 
of students trusting GenAI tools too much, potentially distracting them from their learning 
goals. They may need to mentor and guide students more closely in navigating conflicting 
sources of information and validating outputs (1). Regardless of whether GenAI is a net harm 
or net benefit, higher education institutions face many unanswered questions about how their 
curricula and extracurricular offers will equip future graduates with the necessary skills to thrive 
in a future dominated by artificial intelligence (13). Educators face the challenge of identifying 
where their students require new skills and need to develop new competencies and what skills 
may become obsolete. It is not enough to think only about integrating AI into the current 
educational framework; universities also have to proactively create an environment to explore 
how AI enhances human intelligence (13).

POLICY REACTIONS FROM AROUND THE WORLD

In addition to academic discussions, policymakers have been working on providing guidance 
for dealing with GenAI. For instance, UNESCO’s Guidance for Generative AI in Education and 
Research (14) emphasises that education and research practitioners need to use GenAI ethically 
in their practice. The report observes that GenAI could be useful in minimising the pressure 
of homework and exams. However, it also encourages education practitioners and learners 
alike to engage critically with GenAI’s contents and outputs as they can be unreliable and 
conform to Global North cultural standards, underrepresenting voices from the Global South 
and Indigenous communities. The document also calls for GenAI’s use to be prevented ‘where 
it would deprive learners of opportunities to develop cognitive abilities and social skills through 
observations of the real world, empirical practices such as experiments, discussions with other 
humans, and independent logical reasoning’. As for assessments, the guidance suggests 
that GenAI’s impact is not simply a matter of having concerns about learners cheating: the 
capabilities of GenAI tools should prompt a ‘rethink [of] what exactly should be learned and 
to what ends, and how learning is to be assessed and validated’. Finally, it calls for education 
practitioners to have access to well-structured programmes on using GenAI in education (to 
date, only Singapore has such a programme (14, p.26)). The Council of Europe (15) identifies 
UNESCO’s Guidance as a potential regulatory framework to build upon as it develops its own 
legally binding instrument that seeks to ensure a rights-based approach to using AI in education.

In the UK a Department for Education (DfE) policy paper (16) highlights the potential of 
GenAI tools to reduce workloads across the education sector and to free up teachers’ time, 
‘allowing them to deliver excellent teaching’. However, like UNESCO, the DfE also points out the 
unreliability, inaccuracies, biases, and copyright and user privacy issues associated with these 
tools. The DfE’s document states that while GenAI tools can make certain tasks quicker they do 
not replace the deep subject knowledge and judgment of a human expert and that it is ‘more 
important than ever that [the] education system ensures pupils acquire knowledge, expertise 
and intellectual capability’. The document argues that one can only make the most of GenAI 
tools when they already possess a solid knowledge base. For example, being proficient in clear 
writing and having a good grasp of the subject being addressed are necessary for creating 
effective prompts. Additionally, one can only assess the accuracy of the tool’s results if they 
have a framework for comparison. The DfE concludes that while the education sector should 
certainly make the most of the opportunities offered by the tools it should do so through safe 
and effective use of the tools to continue delivering an excellent education that prepares pupils 
to contribute to society and the workplace. The observations in our study align with the points 
raised in both documents: we agree that the impact of students using GenAI tools must be 
considered for more effective teaching instruction.

PRELIMINARY FINDINGS FROM THE GENIAL PROJECT
The objective of our research study –  – was to explore how university students in full-
time undergraduate and postgraduate courses use GenAI tools in their learning and assessment. 
The project launched as a smaller focus group initiative in June 2023 to evaluate the efficacy 
of code generation tools. Over the 2023–2024 academic year, as interest grew in the field, the 
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original initiative evolved into a multidisciplinary research project, investigating the learning 
behaviours of around 220 students in four undergraduate and three postgraduate courses, 
including quantitative and qualitative subjects. The courses ran in the autumn and spring terms 
of 2023–2024 in the LSE Departments of Statistics, Data Science, Management, and Public 
Policy. The study’s preliminary findings are based on the analysis of student questionnaires, 
focus group sessions, observational experiments, and the analysis of chat logs that students 
created specifically for their course chats. Students who participated in the study were asked 
to create a specific chatlog for all their course-related GenAI conversations and share their 
chatlogs and brief reflections on their learning with the research team through weekly surveys.

Table 1 shows the list of courses participating in the study each term. We specifically aimed to 
explore differences in learning approaches and student perceptions in relation to the usefulness 
of GenAI tools in different subject areas as well as at undergraduate and postgraduate levels. In 
the autumn term 2023/24 (September to December 2023) the three participating undergraduate 
courses allocated in-class time for students to independently work on challenging tasks using 
ChatGPT as an aid while limiting free Web browsing and peer interactions. In spring term 2023/24 
(January to March/2024) we expanded the number of participating courses to six to include a 
range of qualitative disciplines and to gather more data about how the students use GenAI tools, 
including their interactions outside the classroom and for assessments.

Table 1 Participating courses 
in  GENIAL.

CASE STUDY AUTUMN TERM (2023) WINTER TERM (2024)

Undergraduate courses DS105 – Data for Data Science

DS202 – Data Science for Social 
Scientists

ST207 – Databases

DS105 – Data for Data Science

DS202 – Data Science for Social Scientists

MG317 – Leading Organisational Change

Postgraduate courses ST456 – Deep Learning

PP422 – Data Science for Public Policy

MG4B7 – Leading Organisational Change

Figure 1 GenAI tools known to 
students in the GENIAL study 
from a) undergraduate and b) 
postgraduate courses.
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We used various data collection methods to gather reliable and high-quality data. During the 
first term we ran a survey at the end of dedicated in-class activities where students were asked 
to work independently and to use the chatbots as an aid. In the second term we expanded 
our data collection efforts to include surveys and focus groups and every week we requested 
participants to share chat logs related to their learning and participation in the course, both in 
and out of the classroom. Furthermore, we obtained students’ assignment submissions and 
chat logs. While a detailed report on our findings is forthcoming we here share some of the 
preliminary insights of this study that have significantly influenced our thinking and shaped our 
policy recommendations regarding the wider issue of the use of AI in Higher Education.

MIXED PERCEPTIONS OF THE USE OF GENERATIVE AI TOOLS BY STUDENTS

At the start of the term we asked students to list the GenAI tools they knew or had used. 
OpenAI’s ChatGPT was recognised and used by almost all undergraduates (Figure 1a) and 
postgraduates (Figure 1b). Grammarly ranked second, followed by Microsoft’s BingAI (now 
Microsoft Copilot) and OpenAI’s image generator, DALL·E. A consistent proportion across all 
courses (~80%) reported using these tools for learning, with most of them stating that the 
GenAI tools made learning easier for them.

However, not all students found GenAI tools beneficial during the classes observed during the 
autumn term. Indeed, students had mixed perceptions of using GenAI for learning exercises. 
After each class with a  activity participants were asked to rate the usefulness of the 
GenAI chatbot’s assistance on their designated tasks. In Figure 2 we show that the responses 
of students from one of the participating courses – DS202 A (Data Science for Social Scientists) 
– produced two main rating modes: one around 3–4 and another around 6–7.

This mixed perception of the usefulness of GenAI tools can be partly attributed to the limited 
time available for in-class activities. Typically, only the final 30 minutes of a 90-minute class 
were reserved for independent GenAI-assisted activity work, which limited the opportunity 
for deep thinking and experimentation. The design of the classes sometimes also required 
students to apply concepts and skills they had just been exposed to for the first time without 
the proper time for guided, supervised practice.

However, the mixed response can also be associated with the students’ different levels of 
comprehension of the new material. Our preliminary analysis suggests that students benefit 
most from using GenAI tools when they clearly understand a task’s purpose and have already 
grasped the basic underlying concepts needed to complete it. This view was also expressed by 
a DS105 A student in our end-of-term study: ‘As long as you understand what ChatGPT is doing, 
then it is incredibly useful to use it as it does all the “meaningless” work for you. You get the 
code and then correct it, which is only possible if you understand the problem.’

During Winter 2023/24, when we also collected data about students’ usage of GenAI tools 
outside of the classroom, we observed that most students used such tools for task completion 
and productivity gains. There were few instances of GenAI usage for exploring, or gaining deeper 
insight into, the subject matter itself. Rather, common uses included summarising required 
readings to save time and troubleshooting coding errors in programming-heavy courses. This 
usage appears to be a coping mechanism for the pressure of deadlines and because of limited 
time for assignments rather than a desire to learn more about a topic or skill. In one of the 

Figure 2 Distribution of 
all 80 responses from the 
29 participating DS202 A 
students across eight weeks 
of the Autumn Term 2023/24 
regarding their perceived 
helpfulness of GenAI tools.
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focus groups a student explained that they would first use ChatGPT to create what seemed like 
a valid submission (in this case, programming code) and then worry about understanding what 
the code does later: ‘It was like, I solved it first, I got the stress out of the way, and now I can 
take my time to learn and understand. Without worrying about, like, “Oh, I have to submit this 
assignment, and it’s not working.”’

In line with the above, we saw students asking GenAI tools to explain how a management 
framework applies to a business case study and then relying on the GenAI-produced summary 
when writing their reports, apparently without properly checking it against the course material. 
We also observed students submitting GenAI-generated code in their assessments where the 
code runs and produces something but where the output is unrelated to the task’s objectives. 
The convincing tone of the GenAI chatbots’ responses seems to give students the illusion that 
the output is always accurate and true. Ironically, we found that when students turned to 
chatbots and GenAI too much and too often they produced lower quality work. In the next 
section we discuss the failure of students to comprehend that doing well in assessments or 
getting good grades does not equal learning and how we may help students not to inadvertently 
bypass the core cognitive processes associated with learning.

DISCUSSION
MINDLESS USE OF GENERATIVE AI TOOLS FOR ASSIGNMENTS HINDERS THE 
LEARNING PROCESS

Assessment plays a central role in higher education and concerns more than just the students 
being graded, as several stakeholders, including governments, employers, funders, professional 
bodies, and parents are involved. This creates a high-pressure environment for students and 
teachers and significantly affects students’ study priorities (17). It is unsurprising that this 
centrality sometimes forces students to prioritise creating a ‘final product’ that passes as a 
good demonstration of learning rather than to engage deeply with the desired course learning 
outcomes. Given GenAI tools’ capacity to mimic sophisticated language, creating the illusion 
of expertise can worsen the gap between assessment and learning when used mindlessly and 
when detached from the learning process.

Students are aware of this conflict and the performative role that GenAI can play when used 
for assignments. During a  focus group session a student explained the reasoning for 
using ChatGPT and Gemini when working on an assignment as follows: ‘There is like the “dual-
purpose”, so one of them is obviously to get high grades in the assignment, and the other one 
is to learn what’s happening.’

Students’ use of chatbots and GenAI autocomplete tools for assignments should not be 
reduced to cheating or laziness. Educators may find their students are genuinely interested 
in using them for learning. If we approach this new technology more constructively and in 
dialogue with our students, ensuring that assessments are constructively aligned with the 
learning activities in our courses, we can use it as a teaching opportunity. AI chatbots have the 
potential to boost students’ interest and understanding and help them perceive more learning 
value from the activities and exercises they do as part of a course (18, 19).

It is true, however, that when turning to a GenAI tool for learning support, students may 
be persuaded by the chatbot’s authoritative tone into believing or ‘learning’ things that are 
outright wrong (20, 21). This is a genuine concern, as these systems do not have reliable truth, 
knowledge or fact-checking mechanisms. When Google incorporated AI overviews into their 
Search product Internet users quickly found out that Google Search told its users to use ‘non-
toxic glue’ when cooking pizza to make the cheese stickier and that it was okay – recommended 
even – for humans to eat rock once a day (22). While it is easy to recognise these responses 
as absurd, and it is improbable that they would taken as truth by students, less obviously 
absurd statements are also possible. Validating GenAI-generated content about a completely 
unknown subject is much more challenging. It is easier to be misled when we lack the minimal, 
foundational knowledge to validate what we are reading.

For the reasons mentioned above we argue that the biggest risk of the uncritical use of GenAI tools 
is that students inadvertently bypass learning rather than enhance it. Considering how AI chatbots 
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can significantly affect students’ learning outcomes it is important for educators to critically 
reflect on and reevaluate their current curriculum and assessment design practices (23). These 
observations are in line with both the UK DfE’s position that students need prior knowledge to 
use GenAI tools effectively and UNESCO’s suggestion that learners and educators should critically 
engage with the tools and rethink what needs to be learned and how learning is assessed.

GENERATIVE AI EXACERBATES PRE-EXISTING CONSTRAINTS OF HIGHER 
EDUCATION

The mindless use of GenAI tools is also symptomatic of underlying, pre-existing issues within the 
learning ecosystem of higher education which are only exacerbated by the ease of use of such 
tools to create the content on which students are assessed. Abbas et al. 2024 (24) argue that 
time pressures and workload encourage students to use GenAI tools for assessments. They also 
show that excessive use of ChatGPT may negatively affect students’ academic performance 
and memory, which corresponds with the findings in  study when marking students’ 
formative essays. Consequently, although students do not need prior practical and theoretical 
expertise to use GenAI tools they may still lack a complete understanding of the potential of 
such tools or the ability to use them to enhance their learning processes successfully (25). 
Although students held varied opinions regarding the advantages of GenAI during the Autumn 
Term, more than 80% of students across all classes in the spring term acknowledged the use 
of GenAI tools for learning.

Contrary to our prior assumptions, students in management courses found these tools 
somewhat less beneficial compared to those in quantitative and data science courses. This was 
somewhat unexpected, considering that GenAI tools are commonly seen as a possible threat 
to the future of essays (7), but not altogether unsurprising considering how essays produced 
by GenAI chatbots often tend to be generic and unoriginal (26, 27). Our research indicates 
that students are more inclined to use GenAI tools when they find the volume of readings 
or the complexity of the materials challenging. Conversely, they are less likely to depend on 
these tools when the pace of delivery and the subject matter are easier for them to follow. 
As one of the students stated in one of the weekly surveys: ‘This week’s content was pretty 
straightforward, and I haven’t found myself using AI.’

Given that existing evaluation methods such as open-book exams, problem-solving questions, 
critical thinking assignments, case studies, and creative writing tasks are not ‘adequate to 
confirm students’ learning and performance in the absence of any tool capable of validating 
the authorship of the work’ (28), and students are not necessarily able to judge accurately 
whether their use of GenAI tools will lead to their expected or hoped positive outcomes (29), 
educators need to rethink how they deliver and evaluate learning (27). This was also underlined 
by a participant in one of our focus groups, who stated: ‘If your question cannot differentiate 
between a student who actually understands the content and an AI, that means your question 
is not good enough.’

This discussion highlights the importance of educating students on the impacts of GenAI 
use and the urgent need for higher education institutions to reform how they evaluate and 
measure learning through curriculum design and assessment.

POLICY RECOMMENDATIONS
This section proposes a few practical recommendations for higher education professionals, 
and regulators to constructively incorporate GenAI tools into their teaching, learning, and 
assessment practices. Based on our findings from the  study these suggestions are 
intended to assist educators in maximising the benefits of GenAI tools while adjusting their 
teaching and assessment approaches to minimise any negative impact on their students’ 
learning processes. Higher education leaders can also use them to understand how to best 
support faculty and staff in implementing these practices.

ASSESSMENT DESIGN

•	 Separate the learning process from the assessed ‘product’. Design assessments 
with some continuous elements before submission, requiring documentation of 
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the development of the final output. Educators can require students to submit their 
assessments in parts or create in-term submission points in the form of short live pitches, 
presentations, or online video updates. These preliminary submissions do not need to be 
formally marked to be effective but feedback should be provided on the adherence to the 
learning path.

•	 Map out the process the students follow as they work on their assignments. Once 
a decision has been made about the form of the final (essay, exam, coding project, 
presentation) write down the steps a student who has engaged deeply with the course 
material and mastered the knowledge is expected to follow to produce the output.

	 Take, for example, essay assignments. It is reasonable to expect that students can 1) 
identify the key literature from the course reading list, 2) use an appropriate search 
engine, using appropriate keywords, and 3) identify a related bibliography. From here, we 
expect the student to 4) read selected references, 5) judge their validity, 6) summarise 
the key arguments, and 7) establish connections across all readings. Explicitly writing 
those down will help devise strategies for effectively assessing the learning process, as 
described in the previous recommendation.

	 Ideally, these processes should be mapped in a visual format to facilitate drawing the 
connections that normally arise (e.g., refining the keywords used for literature search 
after reading selected references). The map could be shared with students for maximal 
transparency but it is not necessary nor always wise.

•	 Delay the adoption of GenAI tools when introducing a new topic or skill. Employ 
practice activities targeting the understanding of key concepts immediately after they 
have been introduced. Then, add in practice formative assignments in which the explicit 
encouragement of GenAI tools grows as the level of complexity and the scope of the 
exercises incrementally increases.

	 For example, in courses with a programming component, if students are told about 
the expected level of engagement with GenAI tools as they progress, it becomes more 
likely that the tools are used as an assistant to automate skills that have already been 
mastered earlier in simpler exercises. This mitigates the risk of bypassing the learning 
process. It is also important to ask for code explanations to identify the cognitive process 
used when working on the assessments.

	 When advising students on the appropriate use of GenAI tools at different levels of 
difficulty it is important to explain the reasoning behind the recommendation. It is even 
better to discuss and come up with these recommendations together with the students.

•	 Encourage students to track and share their use of GenAI tools to support their 
individual learning journey. Techniques akin to those employed in language instruction, 
which assess students’ knowledge and comprehension levels at the start of the semester, 
could be adapted in other fields to determine students’ initial baseline understanding of 
the subject matter. From here, it would become possible to evaluate their overall progress 
by the end of the term, not only in relation to the marking criteria but also to their initial 
understanding. Integrate in-class comprehension tests at the beginning, middle, and 
end of the term to measure individual progress and use them at the end of the term to 
benchmark students’ final grades to their learning journeys. The tracking could also be 
done through analytics feedback to help with student engagement (30).

CURRICULUM PLANNING

•	 Teach criticism, complexity, and productive failures. Teach students about the 
importance of locating primary sources of information and to be critical of GenAI-
produced outputs. In coding, aim to teach high-level engineering concepts by critiquing 
the inconsistencies of functions output by a model or learning to re-prompt a system 
to produce cleaner and more consistent results. Similarly, while with GenAI students 
can achieve significant results, for instance in coding tasks requiring little skill, preparing 
them to move beyond simplistic GenAI-favoured solutions is critical. Finally, we should 
remind students that learning proceeds through engagement and productive failures 
while productivity goals that can be quickly but mindlessly achieved through some GenAI 
solutions can instead hamper the process.
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•	 Do not rely on temporary GenAI faults or incapacities. Do not try to outwit the models 
or underestimate their problem-solving abilities by providing partial or confusing problem 
specifications. The models are constantly evolving and will be able to provide students 
with alternative ways of solving the problem. In coding-based courses invest in problems 
that can be solved in parts of increasing complexity and encourage students to engage 
with code analysis, debugging, and refactoring supported by GenAI tools.

•	 Increase teachers’ literacy of GenAI tools. As students increase their engagement 
with such tools teachers need to develop the necessary literacy to guide them in their 
usage and understanding of AI. As highlighted in UNESCO’s ‘Draft for AI competency 
framework for teachers and for school students’ (31), it is necessary to teach themes 
including AI foundations and applications as well as Ethics for AI, AI Pedagogy, AI for 
Professional Development and Human-centred Mindset. This is supported by the study by 
Cukurova et al. (32) which highlights how technical knowledge needs to be aligned with 
adequate technical support and plans to minimise workload, to address ethical issues, 
and to increase teachers’ trust. The lack of these would otherwise undermine teachers’ 
engagement.

CONCLUSIONS
Our findings from the  project validate certain observations about students’ use 
of GenAI tools and which academics and policymakers have also highlighted. They establish 
that there is a risk to the mindless use of GenAI tools. While these systems can enhance the 
teaching and learning experience by unlocking new ways to exercise new skills and knowledge 
they pose a pedagogical risk. Because of the pressure to perform well on assessments and 
untimely submission deadlines students might rely on GenAI tools in ways that disregard the 
intended learning outcomes of structured teaching, inadvertently bypassing the intended 
learning process. This mindless use of AI distracts from the real purpose of the courses and 
further enlarges the gap between assessments and learning.

Educators must recognise that GenAI will impact their teaching practices even if they do not 
incorporate these tools in their courses, and decision-makers within academic departments and 
universities need to transition from complete bans on student use of AI to active engagement. 
Once we proactively guide students safely and adequately using GenAI tools as part of their 
learning process we counteract the potential pedagogical distraction these systems pose to 
the educational system. Furthermore, GenAI tools are something students will encounter in 
settings beyond the university, such as the workplace. By teaching them how to use these tools 
responsibly, critically, and safely we can prepare them to contribute positively to the workplace 
and to society.
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