
Discussion Paper ISSN 2042-2695

No. 2018 
July 2024 

Production 
function 
estimation 
using 
subjective 
expectations 
data

Agnes Norris Keiller 
Áureo de Paula
John Van Reenen



Abstract 
Standard methods for estimating production functions in the Olley and Pakes (1996) tradition require 
assumptions on input choices. We introduce a new method that exploits (increasingly available) data 
on a firm’s expectations of its future output and inputs that allows us to obtain consistent production 
function parameter estimates while relaxing these input demand assumptions. In contrast to dynamic 
panel methods, our proposed estimator can be implemented on very short panels (including a single 
cross-section), and Monte Carlo simulations show it outperforms alternative estimators when firms’ 
material input choices are subject to optimization error. Implementing a range of production function 
estimators on UK data, we find our proposed estimator yields results that are either similar to or more 
credible than commonly-used alternatives. These differences are larger in industries where material 
inputs appear harder to optimize. We show that TFP implied by our pro-posed estimator is more strongly 
associated with future jobs growth than existing methods, suggesting that failing to adequately account 
for input endogeneity may underestimate the degree of dynamic reallocation in the economy. 
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1 Introduction

The ‘production function’ – a representation of the process by which inputs are turned
into outputs – has long been an object of great economic interest (Cobb and Douglas
1928; Griliches and Mairesse 1999). Production functions are critical to examining a wide
range of topics including technological change, productivity dispersion, firm markups
and the impact of policy. Research on these topics has gained greater salience in recent
years, in part due to the productivity growth slowdown, particularly since the 2008-9
Global Financial Crisis. Before one can analyze such topics, however, it is necessary to
consistently estimate a production function, which has proven no easy task.1

Econometric research on production function estimation has had a renaissance in re-
cent years.2 Estimation is complicated by a number of long-known issues, most notably
the endogeneity of inputs: because a firm’s productivity is unobservable and likely cor-
related with input choices, straightforward estimation methods such as OLS regression
will be biased (Marschak and Andrews 1944; Zellner et al. 1966).

Standard methods to deal with these problems included controlling for firm fixed
effects (Mundlak 1961) by differencing and instrumenting with lagged input values (An-
derson and Hsiao 1981), for example. Such approaches generally find implausibly low
estimates for relevant parameters, especially on the output elasticity with respect to cap-
ital.3 Blundell and Bond (2000) consider an alternative approach in this dynamic panel
data literature by including lagged differences as instruments for the levels of factor in-
puts. This nonetheless requires conditioning on at least three consecutive time series
observations on a firm, which in many empirical settings loses a considerable subset of
data. Moreover, it relies on exact parametric specification of the productivity process and
requires a strong stationarity assumption making the method potentially inappropriate
for younger and fast-growing firms.

1. Production functions have also found insightful applications beyond firm-level analysis to under-
stand, for example, the impact of various types of inputs on child development (Todd and Wolpin 2003;
Cunha and Heckman 2008). The measurement challenges and context there are somewhat distinct and
the techniques used in estimation differ from those used in the analysis of firm production. In this
context, Attanasio et al. 2024 recently use subjective beliefs to examine parents’ perception of the skills
formation production function.

2. For surveys see De Loecker and Syverson (2021) or Ackerberg et al. (2007). Recent contributions
include Ackerberg et al. (2015), Collard-Wexler and De Loecker (2021), De Loecker (2011), De Loecker
et al. (2016), Doraszelski and Jaumandreu (2013, 2018), Gandhi et al. (2020), Orr (2022), De Roux
et al. (2021) and Valmari (2023).

3. This has generally been thought to be because of the high persistence of the capital stock. Differ-
encing removes all cross sectional information on capital, and much of the remaining time series variation
may be measurement error. Moreover, lags will be poor predictors of the change in the capital stock, if
the level of capital is close to a random walk.
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The drawbacks of these dynamic panel data methods have contributed to the popu-
larity of an alternative suite of ‘proxy variable’ production function estimators that use
a non-parametric function of various observables to control for unobserved productivity.
The pioneers of this method were Olley and Pakes (1996) (OP), who control for produc-
tivity using a flexible function of investment and capital that represents the inverse of
firms’ optimal investment policy. The reasoning behind their approach is that if firms’
investment policy function can be written as an invertible function of pre-determined
capital and the persistent component of unobserved productivity, then the latter can be
proxied with a flexible function of capital and investment. Levinsohn and Petrin (2003)
(LP) instead propose using the inverse of firms’ material input demand as a proxy for
productivity to address selection concerns implicit in the OP approach due to potentially
high prevalence of zero investment among firms.

Noting that a production function’s labor input parameter is unidentified using the
LP methodology under plausible assumptions, Ackerberg et al. (2015) (ACF) outline a
refinement on timing assumptions and proxy variable arguments to address this. Unlike
LP, who rely on a material input demand function conditioned solely on capital, ACF
propose controlling for unobserved productivity by inverting a material input demand
function conditioned on labor as well as capital and then recovering both input elastic-
ities in a second estimation stage. Gandhi et al. (2020) (GNR) show that this suite of
estimators may fail to identify the parameters of a ‘gross output’ production functions
(i.e. one that includes materials as an input), and propose an alternative estimation
strategy based on the implications of price-taking firms’ optimality conditions. Bond
and Söderbom (2005) provide yet another alternative estimator, showing that in the
presence of adjustment costs on all inputs the parameters of a Cobb-Douglas production
function can be recovered by using lagged levels of inputs as instruments for current
levels. This approach incorporates aspects of both the dynamic panel literature – in us-
ing lags as instruments and specifying the productivity process – and the proxy variable
approach – by relying on the implications of optimal firm input decisions to yield iden-
tification. However, simulation results show that their proposed method is sensitive to
the form and magnitude of adjustment costs which, combined with the relatively numer-
ous assumptions they require, may explain why it has not been widely deployed. More
in-depth reviews of alternative production function estimation strategies are provided in
Ackerberg et al. (2007) and De Loecker and Syverson (2021).

Despite their differences, proxy methods such as OP, LP and ACF all rely on the
existence of a strictly monotonic relationship between a firm’s (conditional) input demand
and productivity – an assumption justified with recourse to models of firms’ decisions
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that yield optimal policies satisfying monotonicity. The performance of these estimation
methods is therefore threatened by any unobserved factor that violates the required
relationship between productivity and the input used to generate its proxy, such as input
adjustment costs or prices that vary across firms and optimization errors, and may suffer
if relevant variables (e.g. factor prices) are omitted or unavailable.4

This paper contributes to the literature on production function estimation by show-
ing how data on firms’ perceptions of its future output and inputs can be used to recover
consistent production function parameter estimators while relaxing assumptions on firms’
input demand policies. We leverage information in recent surveys that collect detailed
information on firms’ perceived probabilistic distribution of output (e.g. revenues) and
inputs (e.g., employment, intermediates and capital expenditure) in the future. The
intuition underpinning our approach is that firms’ expectations regarding future inputs
and output contain information about their expected future productivity which, in turn,
contains information about their current productivity. Unlike dynamic panel estima-
tors, which require parametric specification of the productivity process, we require the
relatively common assumption that persistent productivity follows a first-order Markov
process – an assumption imposed as well in OP, LP, ACF and GNR. Combined with as-
sumptions that persistent productivity is unidimensional and that there is a monotonic
relationship between current and expected future productivity, which are also imposed
by standard proxy variable methods, firms’ expectations can be used to control for unob-
served productivity and thereby recover consistent parameter estimates.5 Our proposed
method is therefore similar to OP/LP/ACF as it requires a monotonic relationship be-
tween productivity and observables, but different as it leverages data on firms’ expecta-
tions rather than optimal input quantities. It is therefore robust to a range of factors –
such as unobserved firm-specific input prices and optimization error – that would under-
mine alternative estimators by breaking the one-to-one link between input demands and
productivity.

Monte Carlo simulations show that our proposed estimation method recovers precise

4. Gandhi et al. (2020) by contrast, explicitly require firms’ flexible input demands to be optimal and
is therefore compromised by any factor causing deviations from optimality.

5. The requirement that persistent productivity be unidimensional confines us to a setting where pro-
ductivity shocks are Hicks-neutral. While this is conventional in the literature, two notable exceptions
that accommodate factor-augmenting technology shocks are Doraszelski and Jaumandreu (2018) and
Demirer (2022). Doraszelski and Jaumandreu (2018) relaxes the assumption of unidimensional produc-
tivity by trying to leverage data on firm-level input prices while Demirer (2022) does so by imposing
assumptions on firms’ input demands. While both these papers are valuable contributions and argue the
importance of factor-augmenting productivity shocks, we believe our approach retains relevance given
the dominance of the Hicks-neutral context among existing theoretical and empirical work.
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estimates of production function parameters under a range of data generating processes.
Notably, it retains consistency when firms’ input decisions are subject to optimization
error whereas other approaches generally do not. While our proposed estimator is un-
dermined if firms’ expectations exhibit certain (although not all) types of bias, we show
our basic estimation algorithm can be extended to retain consistency in certain cases.

To test the empirical performance of our method, we leverage the UK’s Management
and Expectations Survey (Office For National Statistics 2022). The MES records infor-
mation on firms’ inputs, output and their one-year-ahead expectations of these quantities
between 2016 and 2020. We focus on three industries – electronics manufacturing, whole-
sale and retail and restaurants – and estimate industry-specific production functions using
a range of methods. The estimates recovered using our proposed method are broadly
similar for the electronics and retail production functions but differ in non-negligible yet
plausible ways for the restaurant sector. To rationalize these results, we show material
inputs are subject to particularly large within-year revisions among the restaurant sec-
tor, which suggests optimization is particularly hard for these firms and hence the LP
and ACF monotonicity assumption less likely to hold. We use the alternative production
function estimates to recover estimates of total factor productivity (TFP), and compare
static and dynamic moments of its distribution across methods. We relate TFP esti-
mates to firm performance and find estimates obtained using our proposed estimator are
more positively associated with future employment growth than alternative estimators,
particularly over a four-year horizon.

Combined with the Monte Carlo evidence, our empirical application demonstrates the
utility of expectations data in the context of production function estimation and thereby
contributes to a more general literature documenting the value of expectations data.
Starting in the 1990s much of this literature’s initial focus was on income dynamics with,
for example, the seminal work by Dominitz and Manski (1997), who demonstrate how
surveys can be used to elicit subjective income expectations, and Pistaferri (2001), who
shows the econometric benefits of such additional information as a means to separately
identify permanent and transitory shocks to income. Manski (2004) summarised these
early advances and argued that data on expectations could be useful both as a means
to relax and validate assumptions within various economics models. Of the subsequent
work that has examined the value of subjective expectations data in a wide range of
contexts, our work is related to Gennaioli et al. (2016), in that it demonstrates insights
that can be gained from firms’ expectations rather than those of individuals’. Our work
is also related to recent and ongoing work by Arellano et al. (in preparation), who return
to the literature’s early focus on subjective income expectations and show how such data
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can be used to estimate income processes in a flexible manner that relaxes commonly-
imposed parametric assumptions. Similar to their work, we document that the additional
information contained within data on subjective expectations allows one to relax partic-
ular assumptions that underpin conventional production function estimators and thus
implicitly allows for more flexible models of firm behavior.

The remainder of the paper is as follows. In section 2 we show how expectations data
identify production function parameters, describe our proposed estimation methodology
and compare it to other standard methods. Section 3 outlines the Monte Carlo setup
we use to compare alternative estimators and discusses the results across various data
generating processes. Section 4 describes the data we use in our empirical application,
the results of which are described in section 5. Section 6 concludes.

2 Production function estimation using firms’ expectations

Consider a general production function of the following form

yit = f(kit, lit;β) + ωit + ϵit, (1)

where subscript i denotes firm and subscript t denotes time. Lower case letters denote
logs, so y is the log of output, k is the log of capital, l is the log of labor and f(·;β)
is some general function of the two with parameters β, which captures the process by
which they are combined during production.6 The variables ω and ϵ are unobserved by
the econometrician. The variable ω represents idiosyncratic productivity that is known by
the firm at the time period-t input and investment decisions are made. In contrast, ϵ are
unanticipated mean-zero disturbances representing productivity shocks, such as extreme
weather events or machine failures, which only become observable to the firm after its
period-t decisions have been made. Alternatively, ϵ can represent mean-zero measurement
error, which does not affect the firm but poses problems to the econometrician (Griliches
and Mairesse 1999).

Capital evolves according to

Kit = (1− δ)Kit−1 + Iit−1,

6. For the general exposition of this subsection, output may either be value added (i.e. net output)
or turnover (i.e. gross output). In the latter case, the omission of materials as an input can be justified
under a Leontief model of production in which labor and capital are combined in a fixed proportion
with materials (Ackerberg et al. 2015). In practice, the distinction will influence how data on firm
expectations’ are treated, which we return to in section 4.

6



where δ is the depreciation rate and Iit−1 is investment.7 Unobserved productivity ω

follows a Markov process

ωit = E[ωit|Ωit−1] + ξit = E[ωit|ωit−1] + ξit = g(ωit−1) + ξit,

where E[ξit|Ωit−1] = 0 and Ωit−1 represents the firm’s information set at t − 1. The
information includes kit−1, lit−1, ωit−1, iit−1 (and thus kit) but also additional variables
such as input and output prices and demand factors.

2.1 Identification

Suppose firms form expectations about their period-t + 1 production and inputs at the
end of period t conditional on their information set Ωit ⊃ {kit, lit, Iit, ωit, kit+1}. It is
reasonable to assume firms’ expectations align with the actual production technology of
equation (1), which implies

Eit[yit+1|Ωit] =

∫
f(kit+1, lit+1;β)dFit(lit+1) + Eit[ωit+1|Ωit] + Eit[ϵit+1|Ωit]

=

∫
f(kit+1, lit+1;β)dFit(lit+1) + g(ωit),

(2)

where Fit(lit+1) represents firm i’s subjective probability distribution over their next-
period labor input given its information Ωit and the second equality follows from the
assumptions that Eit[ϵit|Ωit−1] and Eit[ξit|Ωit−1] are equal to zero. We also append the
subscripts i and t to highlight that the relevant variables are obtained with respect to the
subjective probabilities reported by decision makers in firm i at period t. Rearranging
equation (2) for g(ωit) obtains

g(ωit) = Eit[yit+1|Ωit]−
∫

f(kit+1, lit+1;β)dFit(lit+1). (3)

Like other proxy variable approaches, we now require a monotonicity assumption. In
our case this assumption is that the right hand side of equation (3) is strictly increasing in
ωit. Or, in words: given a firm’s current (persistent) productivity there is a single level
of productivity they expect next period and this single level can be uniquely inferred
from their expectations about next-period output, labor and the deterministic level of

7. Whereas we follow the literature in assuming “time-to-build”, since the MES also collects information
on capital expenditures, it is conceivable that this assumption may also be relaxed along the lines of our
derivations below.
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next-period capital. This assumption is also required by ACF, who impose it in their
assumption 2, and highlight it is also required by OP. Under the strict monotonicity
assumption, ωit can be recovered as

ωit = g−1

(
Eit[yit+1|Ωit]−

∫
f(kit+1, lit+1;β)dFit(lit+1)

)
. (4)

If output (yit), inputs (kit, kit+1 and lit), and beliefs (Eit[yit+1|Ωit] and Fit(·)) are
observable, we can combine equations (1) and (4) to obtain a moment condition that can
be used to recover the parameters of interest:

E[ϵit|Ωit] = E[yit − f(kit, lit;β)− ωit|Ωit]

= E
[
yit − f(kit, lit;β)−Ψ

(
Eit[yit+1|Ωit]−

∫
f(kit+1, lit+1;β)dFit(lit+1)

) ∣∣∣Ωit

]
= 0,

(5)

where Ψ is some non-parametric function representing g−1(·).
Consider for example the case of a Cobb-Douglas production function where β =

(β0, βk, βl) and an AR(1) process for ω with auto-regressive parameter ρ (i.e., g(ω) = ρω),
then equation (5) becomes

E [yit|Ωit]−
β0(1 + ρ)

ρ
− βkkit − βllit −

1

ρ
Eit[yit+1|Ωit]−

βk
ρ
kit+1 −

βl
ρ
Eit[lit+1|Ωit] = 0,

as long as ρ ̸= 0. The model would then identify θ = (β, ρ) if, for example, E[xitx⊤it ],
where xit = (1, kit, lit, Eit[yit+1|Ωit], kit+1,Eit[lit+1|Ωit]), has full rank.8

This example highlights that identification of θ by equation (5) will depend on the
specifications of the production function f(·; θ), the Markov process encoded in g(·) and
on the degree of variation observed in the data.

For more general specifications, one can establish that:

Theorem 1. Assume that g(·) is strictly monotonic and E[ϵit|Ωit] = 0. Let xit = (kit, lit)

and zit = (Eit[yit+1|Ωit], kit+1, Fit(·)) and denote by θ0 = (β0, g0) the data generating
parameters. Then, if

f(xit;β0)− E
[
f(xit;β0)|zit

]
̸= f(xit;β)− E

[
f(xit;β)|zit

]
(6)

8. This is sufficient, but not necessary since there are four parameters in this specification.
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with positive probability for any β ̸= β0, the parameter vector θ0 = (β0, g0) is identified.

Proof. Since yit = f(xit;β0) + h0(zit) + ϵit, where

h0(zit) = Ψ0

(
Eit[yit+1|Ωit]−

∫
f(kit+1, lit+1;β0)dFit(lit+1)

)
.

Taking expectations conditional on zit on both sides and subtracting, one obtains that

yit − E(yit|zit))︸ ︷︷ ︸
≡wit

= f(xit;β0)− E(f(xit;β0)|zit)︸ ︷︷ ︸
≡m(xit,zit;β0)

+ϵit.

Since E[ϵit|Ωit] = 0 and {xit, zit} ⊂ Ωit, we have that E[ϵit|xit, zit] = 0 and m(xit, zit;β0) =

E(wit|xit, zit). It thus uniquely solves minm̃(·) E[(wit − m̃(xit, zit))
2] as long as condition

(6) is satisfied with positive probability, which implies that β0 is identified.

The function Ψ0(·) ≡ g−1
0 (·) is then identified since

yit − f(xit;β0)︸ ︷︷ ︸
≡ỹit

= Ψ0

Eit[yit+1|Ωit]−
∫

f(kit+1, lit+1;β0)dFit(lit+1)︸ ︷︷ ︸
≡z̃it

+ ϵit.

Since z̃it ⊂ Ωit, thus have that E[ϵit|z̃it] = 0 and Ψ0(z̃it) = E(ỹit|z̃it) and g0(·) = Ψ−1
0 (·).

■

The identification result generalizes ideas in Robinson (1988), who deals with partially
linear models where f(·;β) is linear. Condition (6) is a conventional identification as-
sumption used in the context of (nonlinear) least squares applied to the parametric
function m(·;β), which can be obtained from f(·;β) and the observable distribution of
xit given zit. In fact, if f(·;β) is linear in parameters (e.g., Cobb-Douglas and translog),
the result boils down to that in Robinson (1988):

Corollary 1. Under the assumptions of Theorem 1, f(·;β) is linear in parameters and
instead of Condition (6) suppose that

E
{
[xit − E(xit|zit)][xit − E(xit|zit)]⊤

}
(7)

is non-singular. Then the parameter vector θ0 = (β0, g0) is identified.

Proof. Since f(·;β) is linear in parameters we can represent it as f(xit;β) = x⊤itβ. The
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result obtains as Condition (7) implies Condition (6). Suppose that there exists β ̸= β0

such that

P
(
f(xit;β0)− E

[
f(xit;β0)|zit

]
= f(xit;β)− E

[
f(xit;β)|zit

])
= P

(
[xit − E(xit|zit)]⊤(β0 − β) = 0

)
= 1.

This then implies that

E
{
[xit − E(xit|zit)][xit − E(xit|zit)]⊤

}
(β0 − β) = 0.

This means that β0 − β ̸= 0 is in the nullspace of E
{
[xit − E(xit|zit)][xit − E(xit|zit)]⊤

}
thus implying that this matrix is singular. Hence, Condition (7) implies Condition (6)
and the result follows from Theorem 1. ■

This can also be obtained by directly applying the results in Robinson (1988). As dis-
cussed there (see p.940), Condition (7) prevents any element of xit from being almost
surely perfectly predictable by zit in the least squares sense, although it does not preclude
(nonlinear) functional relations among xit elements and identification is possible even if
xit uniquely defines zit, when the converse is not true.

2.2 Estimation

Equation (5) can be used to recover estimates of (θ, g) that are either fully or semi-
parametric depending on whether one specifies the functional form of g(·). In the re-
mainder of this paper, we follow a semi-parametric approach, which allows us to avoid
imposing structure on g(·) and yields a novel estimation methodology. This section
focuses on the case of Cobb-Douglas production technology to outline our proposed
methodology, although it generalizes to other specifications (e.g. translog), which we
examine in our empirical application.

Cobb-Douglas production implies:

yit = β0 − βkkit − βllit + ωit + ϵit

= β0 − βkkit − βllit +Ψ(Eit[yit+1|Ωit]− β0 − βkkit+1 − βlE[lit+1|Ωit]) + ϵit.
(8)

Assuming Ψ is a smooth function, equation (8) is an example of a generalized additive
model, early explorations of which were provided for instance by Hastie and Tibshirani
(1986), and the partially linear model studied by Robinson (1988) among others. Hastie
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and Tibshirani characterize the non-linear part of the model – in our case, the Ψ function
– as a weighted sum of unspecified smooth functions, the parameters and weighting of
which can be recovered using (quasi-)maximum-likelihood-based estimation.9

There are two specific features of the model of equation (8) that depart from the
standard generalized additive model. First, we know that Ψ is monotonic, which amounts
to imposing constraints on derivatives of the smooth functions that comprise Ψ. The
exact form of these constraints and the consequent optimization problem are derived by
Pya and Wood (2015), who also present an algorithm to estimate such ‘shape constrained’
general additive models that we deploy in our empirical application.

Second, the argument of the smooth Ψ function is itself a function of the model’s
parameters. To address this issue, we take inspiration from Friedman and Stuetzle (1981),
who develop an iterative ‘backfitting’ algorithm that recovers parameter estimates in
additive models where the arguments of the smooth functions are linear functions of
parameters (see also Ichimura and Todd (2007)). Adapting the algorithm to our setting
yields the following iterative estimation procedure:

1. Pick initial parameter values (β̂k0, β̂l0).

2. For iteration j, calculate Zij = Eit[yit+1|Ωit]− β̂kj−1kit+1 − β̂lj−1E[lit+1|Ωit].

3. Fit the model yit = βkkit+βllit+Ψ(Zij)+ϵit using the shape constrained estimation
protocol of Pya and Wood (2015) to obtain (β̂j , Ψ̂j).10

4. Calculate the Euclidean distance between (β̂kj , β̂lj) and (β̂kj−1, β̂lj−1). If the dis-
tance is below some tolerance level, stop and treat β̂j as the model’s parameter
estimates. If not then update the iteration number j ← j+1 and repeat from step
2.

For more general production functions, one instead should use Zij = Eit[yit+1|Ωit] −∫
f(kit+1, lit+1; β̂)dFit(lit+1)) in step 2 and yit = f(kit, lit;β) + Ψ (Zij) + ϵit in step 3.

General treatments for the convergence of related procedures is examined, for example,
in Pastorello et al. (2003) and Dominitz and Sherman (2005). We henceforth refer to this
iterative algorithm as ‘NPR’ and provide further implementation details in Appendix A.

9. As in a linear regression, maximum likelihood based on normal errors amounts to least squares
minimization here.

10. The constant β̂0j is not included in the calculation of Zij as any constant term in the smooth
function cannot be separately identified from the constant term of the linear part of the model.
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2.3 Comparison with other methods

Given the range of existing production function estimation methods, we emphasize three
aspects that distinguish our NPR estimation algorithm.

First, unlike the widely-used proxy variable approaches of Olley and Pakes (1996),
Levinsohn and Petrin (2003) and Ackerberg et al. (2015) (henceforth OP, LP and ACF
respectively), it does not require that firm decisions be optimal.11 To see this note that
the Ψ function in equation (5) plays a role analogous to the function Φ used by OP to
represent firms’ investment policy, or LP and ACF to represent firms’ material input
choice. In OP, LP and ACF, Φ is a function of current inputs used to control for current
ω. The success of this approach therefore hinges on the existence of a monotonic relation-
ship between contemporaneous productivity and inputs, which is typically assumed with
recourse to models of optimal firm behaviour that imply such relationships are monotonic
and increasing. NPR, by contrast, requires the assumption that firms’ expectations align
with the true production technology but allows one to remain agnostic about how firms
make their input decisions.12 As confirmed by the Monte Carlo simulations discussed in
section 3, this distinction means NPR remains consistent when firms’ decisions are sub-
ject to optimization error or when there are additional unobservable variables influencing
input decision, whereas other proxy variable methods do not.13

A second point of distinction is that NPR can accommodate non-linear productiv-
ity dynamics, whereas the ‘dynamic panel’ methods of Blundell and Bond (1998) and
Blundell and Bond (2000) typically require linearity. Such non-linearity is enabled by
the flexible form of the Ψ function at the core of the NPR method, although it is worth
noting the monotonicity constraint required by NPR demands that ω follow a first order
Markov process. In theory, a relative strength of dynamic panel methods is that they can
be used in situations where ω follows a Markov process of higher order, but in practice
this requires the researcher to correctly specify both the AR and MA components of the
linear productivity process and requires a longer, and hence more selected, data panel.

11. In the standard models, assumptions over the information set and optimality of input choices
generate the key econometric assumptions that the input demand equation is strictly monotonic in
productivity and invertible (so there is only one scalar persistent unobservable). Whereas we do not
impose those, it is nonetheless possible to include optimality conditions among the moments used in
estimation if one so desires.

12. While the NPR algorithm requires firms’ expectations align with the true production technology,
the moment condition of equation (5) may still yield a consistent estimator for β in contexts where this
does not hold owing to bias in firms’ expectations. This is discussed in section 2.4.

13. This feature also favours NPR over ‘index number’ methods discussed by Van Biesebroeck (2007),
such as those proposed by Solow (1957) and Hall (1988), which derive equations expressing production
function parameters as functions of observables under the assumption of optimal firm behaviour.
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In practice, the use of longer lags as instruments typically generates estimation problems,
especially on the capital coefficient as assets are highly persistent.

The final point is that NPR can identify the production function parameters β from
a single cross section of data. In principle, this also removes for example the requirement
that the transition law (g) be homogeneous in time. While repeated observations of
current-period and next-period inputs and outputs would accommodate more general
models than that presented in section 2.1, such as a production function with firm fixed
effects,14 for this baseline – which is standard in the literature – a single observation per
firm is adequate. Both the proxy variable and dynamic panel approaches, by contrast,
require multiple observations per firm. Methods do exist for correcting for the selection
that such sample restrictions introduce, but the absence of any such requirement for NPR
is attractive.15

A disadvantage of the NPR approach is that it requires data on firms’ subjective
expectations. Since the vast majority of production functions are estimated in logs, we
require information of firms’ subjective expectation distributions because a single value
of firms’ expected output, for example, would be insufficient to recover firms’ expected
log output. However, questions that provide such information are increasingly being
included in firm surveys such as the Management and Organizational Practices Surveys
(MOPS) (Buffington et al. 2016), the Decision Maker Panel (DMP) by the Bank of
England (Bloom et al. 2017), the Survey of Business Uncertainty (SBU) by the Atlanta
Federal Reserve Bank, the China Employer-Employee Survey (CEES) (Altig et al. 2022)
and the UK Management and Expectations Survey (MES) (Office For National Statistics
2022). As such data become increasingly available, we believe the three features of NPR
discussed above bring notable advantages that warrant its addition to the established
suite of production function estimators.16

14. See, for instance, Arellano et al. (in preparation) for an elaboration on this point in the context
of earnings dynamics where expectational data helps resolve important issues in dynamic panel data
models, such as “Nickell bias”.

15. Blundell and Bond (1998) discuss how selection may be controlled for by a firm fixed effects and
Olley and Pakes (1996) focus on a proxy variable approach. But the absence of an external instrument
in the selection equation may pose identification issues for these approaches.

16. Several other surveys also collect firms’ expectations about aggregate, macroeconomic variables (e.g.
Survey on Inflation and Growth Expectations by the Bank of Italy or the Business Tendency Survey
Dovern et al. 2023). It is possible that those data offer additional, complementary information that can
possibly be used as well for the estimation of production functions using moments that aggregate across
firms.
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2.4 Accommodating biased expectations and imperfect knowledge of
the production technology

In our baseline case, when firms know the true production technology and their beliefs
align with this, the law of motion for ωit can be inverted to obtain equation (4). This
inversion is crucial to the NPR estimation algorithm and is analogous to the monotonic-
ity condition that OP impose on the investment policy function and that LP and ACF
impose on the material input policy function. Also known as the ‘scalar unobservable’ as-
sumption, it imposes a one-to-one mapping between firms’ expectations and their current
productivity.

Given the centrality of expectations to the NPR algorithm, it is important to consider
whether and how expectational biases undermine the proposed approach. The first thing
to note is that our suggested method can accommodate biased input expectations as long
as such bias is also reflected in firms’ expected output and vice-versa. If, for example, a
firm is systematically optimistic in its sales forecasts we would require it to be similarly
optimistic in its employment forecasts. The precise meaning of ‘similarity’ in this context
is governed by the production function. Specifically, in the case of a firm with over-
optimistic output expectations, we require bias in the firm’s employment expectations
such that the integral of the production function with respect to expected labor equals the
biased output expectation. For example, when the production function is Cobb-Douglas,
equation (8) gives:

yit = β0 − βkkit − βllit +Ψ(Eit[yit+1|Ωit]− β0 − βkkit+1 − βlE[lit+1|Ωit]) + ϵit.

When the bias in sales expectations, say biasy,it, balances the bias in the employment
expectations, say biasl,it, so that biasy,it = βlbiasl,it, then one is still able to recover
an unbiased expectation of firms’ next-period productivity as the residual on the RHS
of equation (4). Furthermore, in this particular case, when production is Cobb-Douglas,
it is possible to construct a ‘Wald’-type estimator of βl if one has the data to compare
expectations of output and labor to their realised values. We do not pursue this in our
main analysis because we present evidence that such bias is very minimal in our empirical
context (see also Bloom et al. (2021)). Nevertheless, we provide further exposition in
Appendix B.2.

Since the vast majority of literature on managerial bias has focused on biases in output
expectations, the ability of our method to accommodate this is encouraging. Biases in
firms’ productivity expectations, however, are more problematic. To see why, suppose
firms’ bias about their next-period productivity is captured by ιit (positive values reflect
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optimism, negative values reflect pessimism), such that

E[ωit+1|Ωit] = g(ωit) + ιit.

Even if firms’ expectations about output and inputs align with the true production
technology, the presence of bias means

Eit[yit+1|Ωit] =

∫
f(kit+1, lit+1; θ)dFit(lit+1) + g(ωit) + ιit. (9)

The bias term ιit therefore violates the strict monotonicity assumption we require to
recover ω since

g(ωit) + ιit = Eit[yit+1|Ωit]−
∫

f(kit+1, lit+1; θ)dFit(lit+1)

∴

g−1

(
Eit[yit+1|Ωit]−

∫
f(kit+1, lit+1; θ)dFit(lit+1)

)
= g−1 (g(ωit) + ιit) ̸= ωit.

Whether such bias is surmountable depends on its form. If bias is either time-invariant
or a function of observables, we show in Appendix B.2 that one can embed the NPR
estimation algorithm in an outer iterative estimation loop to recover estimates of firms’
expected productivity bias. If the estimates of such bias are consistent, this in turn
achieves consistency of the NPR production function parameters and we indeed show in
the Monte Carlo simulations of Section 3 that these extensions recover precise estimates.
We are, however, unable to deploy the extended algorithm in our empirical setting since
estimation of firms’ bias requires a long enough panel of firms’ forecast errors, which are
unavailable in the data we use.17.

Another factor that undermines consistency of the NPR estimator is if the firm has
imperfect knowledge of the production technology. In this case, deviations between the
production function parameters perceived by firms and the true values create a ‘wedge’
between expected output, the true production function evaluated at (kit+1,Eit[lit+1])

and g(ωit), similar to the bias term ιit of equation (9). This is most clear in the con-
text of Cobb-Douglas production. Suppose production is Cobb-Douglas but that firms’
form expectations of next-period output based on incorrect knowledge of the production
technology, such that

17. Although we have a reasonable panel for outputs and inputs, the MES subjective expectations data
are two cross sections with limited longitudinal overlap
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Eit[yit+1|Ωit] = β̃i0 + β̃ikkit+1 + β̃ilEit[lit+1|Ωit] + Eit[ωit+1|Ωit], (10)

with
β̃ix = βx + υix υix ∼ N(0, σ2

υx),

for x ∈ (0, k, l). Here the υ terms capture firms’ imperfect knowledge of the production
technology. In this context, rearranging 10 to isolate Eit[ωit+1|Ωit] gives

Eit[ωit+1|Ωit] = g(ωit) = Eit[yit+1|Ωit]−
(
β̃i0 + β̃ikkit+1 + β̃ilEit[lit+1|Ωit]

)
= Eit[yit+1|Ωit]− (β0 + βkkit+1 + βlEit[lit+1|Ωit])

− (υi0 + υikkit+1 + υilEit[lit+1|Ωit])

= Eit[yit+1|Ωit]− (β0 + βkkit+1 + βlEit[lit+1|Ωit])

− Λ (kit+1,Eit[lit+1|Ωit]; Υi) .

(11)

Similarly to when firms’ biased expectations of their next-period productivity, imper-
fect knowledge of the production function creates a ‘wedge’, Λ (kit+1,Eit[lit+1|Ωit]; Υi),
which is a function of next-period capital, expected next-period labor and a set of firm-
specific parameters Υi = (υi0, υik, υil). This wedge breaks the one-to-one link between
firms’ expectations and their current productivity hence violates the scalar unobserv-
able assumption required for consistency of the NPR estimator. In Appendix B.2 we
demonstrate an extension to the baseline NPR estimator that recovers consistency in the
presence of such imperfect knowledge. However, similarly to the bias-robust extensions
this requires a panel of firms’ expectations and therefore, given the data constraints of
our empirical application, we do not pursue it further here.

3 Monte Carlo simulations

Our baseline Monte Carlo setup follows that of ACF. The production function specifica-
tion is Leontief in the material input:

Yit = min{β0Kβk
it L

βl
it e

ωit , βmMit}eϵit ,

where β0 = 1, βK = 0.4, βl = 0.6 and βm = 1. In our baseline analysis the productivity
shock is assumed to follow an AR(1) process:

ωit = ρωit−1 + ξit, (12)
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with ρ = 0.7. As pointed out by ACF, the LP estimator does not identify the production
function parameters unless there is stochastic variation in firms’ labor inputs, for example
due to optimization error. We therefore focus on data generating processes featuring
such variation, which we introduce in the same way as ACF by adding a mean-zero
normally-distributed random variable to firms’ optimal level of labor. In addition, we
also consider the impact of optimization error in investment and materials (which ACF
do not consider)18, which we incorporate in the same manner as labor.19

For each DGP, we use the closed-form solutions of the model to simulate data for
1,000 firms over 100 periods. Capital is initialised at zero and we only use data from
the last 10 periods for estimation purposes, as by this time the capital stock appeared to
have reached steady state. Further details of the environment and the data generating
process (DGP) are given in Appendix C (and the Appendix in Ackerberg et al. (2015)).

Table 1 examines the performance of the estimators as various firm choices are subject
to optimization error. We highlight three salient points. First, as expected, the OLS and
OP parameter estimates are heavily biased across all DGPs.20 Second, when optimization
error affects labor only (first panel), LP and NPR all perform well, as does ACF when
disregarding implausible estimates (i.e. when the values of the output elasticities are
below zero or greater than one). As anticipated by ACF, LP (slightly) outperforms their
proposed estimator in this environment in terms of precision. NPR improves on LP even
more, achieving much greater precision on the capital coefficient.

18. ACF’s analysis considers the impact of measurement error in materials but this is distinct from
optimization error as it does not affect output. Optimization error, by contrast, will affect output via
the assumption of Leontief technology.

19. Optimization errors in labor and investment are simulated from a mean-zero normal distribution
with standard deviation 0.37, which matches the distributional assumption ACF make regarding the
labor optimization error in their DGPs. By contrast, we simulate the optimization error in materials
from a mean-zero normal distribution with a standard deviation of 0.185 (i.e. half of 0.37). We do
this because the ACF estimator is vulnerable to this type of optimization error and failed to return any
plausible estimates when simulations used the higher standard deviation.

20. Bias in the OP estimates is due to the presence of firm-specific capital adjustment costs, added by
ACF to obtain across-firm variation in capital similar to that observed in their data.
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Table 1: Input Optimization Error Monte Carlo Results

βl = 0.6 βk = 0.4
Mean Median S.D. MSE Mean Median S.D. MSE N runs

Optimization error in l

NPR 0.600 0.600 0.003 0.000 0.400 0.400 0.005 0.000 500
OLS Levels 0.919 0.919 0.002 0.102 0.098 0.098 0.004 0.091 500
OP 0.840 0.840 0.004 0.057 0.162 0.161 0.008 0.057 500
LP 0.600 0.600 0.003 0.000 0.401 0.400 0.013 0.000 500
ACF 0.823 0.601 1.043 1.135 0.161 0.401 1.125 1.320 500
ACF |(βl, βk ∈ (0, 1)) 0.600 0.600 0.009 0.000 0.401 0.401 0.016 0.000 478

Optimization error in (l, i)

NPR 0.600 0.600 0.003 0.000 0.400 0.400 0.005 0.000 500
OLS Levels 0.919 0.919 0.002 0.102 0.097 0.097 0.004 0.092 500
OP 0.897 0.897 0.002 0.088 0.105 0.106 0.009 0.087 500
LP 0.616 0.616 0.003 0.000 0.376 0.376 0.012 0.001 500
ACF 0.747 0.606 0.848 0.740 0.237 0.391 0.922 0.875 500
ACF |(βl, βk ∈ (0, 1)) 0.605 0.605 0.010 0.000 0.391 0.392 0.017 0.000 486

Optimization error in (l,m)

NPR 0.600 0.600 0.005 0.000 0.398 0.400 0.051 0.003 500
OLS Levels 0.919 0.919 0.002 0.102 0.098 0.098 0.004 0.091 500
OP 0.840 0.840 0.004 0.057 0.161 0.161 0.009 0.057 500
LP 0.304 0.304 0.006 0.088 0.770 0.770 0.021 0.137 500
ACF 0.363 0.354 0.186 0.091 0.690 0.697 0.206 0.126 500
ACF |(βl, βk ∈ (0, 1)) 0.355 0.353 0.025 0.061 0.699 0.697 0.032 0.090 499

Optimization error in (l, i,m)

NPR 0.600 0.600 0.006 0.000 0.399 0.400 0.034 0.001 500
OLS Levels 0.919 0.919 0.002 0.102 0.097 0.097 0.004 0.092 500
OP 0.897 0.897 0.003 0.088 0.104 0.105 0.011 0.088 500
LP 0.304 0.304 0.006 0.088 0.763 0.763 0.020 0.132 500
ACF 0.383 0.347 0.401 0.207 0.664 0.701 0.441 0.264 500
ACF |(βl, βk ∈ (0, 1)) 0.347 0.347 0.028 0.065 0.704 0.701 0.035 0.093 496

Note: number of replications given in the ‘N runs’ column. The true values of βl and βk are 0.6 and 0.4 respectively.

l is ln(labor), m is ln(materials), k is ln(capital) and i is ln(investment). The final row in each panel drops ACF

estimates where either βl or βk are less than zero or greater than one.

Third, when optimization error affects material inputs, all estimators except NPR
deteriorate. The LP estimator is vulnerable both to errors in labor and investment
simultaneously (second panel), and labor and materials simultaneously (third panel).
While ACF appears robust to errors in investment (if one ignores implausible estimates),
it is compromised by errors in materials which violate the monotonicity condition ACF
require between material input choices and productivity. This is compounded further
when optimization errors to labor, investment and materials occur simultaneously, as
shown in the final panel. In contrast to the other estimators, the NPR estimates remain
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both consistent and accurate throughout, although optimization error in materials re-
duces the precision of the NPR estimates, particularly for the capital coefficient.21 This
is a clear demonstration of the observation made in subsection 2.3 that NPR is robust
to optimization error in inputs, whereas the other proxy variable estimators are not.

Table 2 shows moments of parameter estimates obtained by applying the NPR esti-
mator to data simulated under the ‘optimization error in l’ scenario but with the addition
of idiosyncratic shocks to firms’ expectations. The parameters obtained by all estimators
other than NPR are omitted from the table because they do not use the information
contained in firms’ expectations and are hence almost identical to the first panel of Table
1. As explained in section 2.4, NPR is robust to biased expectations over labor (the
first row). This is because bias in expected inputs leads to bias in expected output ac-
cording to the production technology, which means that a one-to-one mapping between
expected outputs, inputs and productivity is preserved. The second and third rows, how-
ever, show that NPR loses consistency when there is bias in expected output or expected
productivity. In these DGPs, the relationship between expected outputs and inputs is
subject to two unobservables – expected productivity and the bias shock – and hence it
is no longer possible to control for expected productivity using expectations data. The
fourth row considers a similar DGP to that of the third row, although in this case the
bias to firms’ expected productivity is a function of a time-variant observable charac-
teristic, Xit ≡ mgmtit.22 Although this type of expectation bias again compromises the
performance of the basic NPR estimator, application of a modified version of the NPR
estimator described in detail in Appendix B.2 recovers consistency.23

In summary, NPR is robust to bias in expected inputs and, while bias in expected
output or productivity undermine performance of the basic estimator, an extension to
the NPR estimation algorithm can accommodate these biases under certain assumptions.
We do not consider the bias-robust versions of NPR further since, as detailed in Appendix
2.4, they require adequate panel data on firms’ expectations, which is not available in
our empirical setting.

21. Despite not relying on material input data, NPR is affected by materials optimization error because
of the assumption of Leontief production. When material optimization error is negative, the Leontief
assumption means output will be determined by sub-optimally low materials and hence the specification
of output as a function of labor and capital will be incorrect.

22. We use the label mgmtit because Bloom et al. (2021) find evidence that forecast biases are related
to managerial quality.

23. The bias-robust extension is discussed in ‘Case 3’ of Appendix B.2. Management is simulated as a
standard normal random variable drawn for each firm-period (i.e. mgmtit ∼ N(0, 1)) and firms’ expected
productivity bias is simulated as -0.15 times management (i.e. ιit = −0.15mgmtit).
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Table 2: Expectation Bias Monte Carlo Results

βl = 0.6 βk = 0.4
DGP Estimator Mean Median S.D. MSE Mean Median S.D. MSE N runs
Biased Eit[lit+1] NPR 0.600 0.600 0.003 0.000 0.413 0.408 0.014 0.000 500
Biased Eit[yit+1] NPR 0.918 0.918 0.007 0.101 0.100 0.099 0.006 0.090 500
Biased Eit[ωit+1] NPR 0.900 0.900 0.002 0.090 0.124 0.124 0.006 0.076 500
Biased Eit[ωit+1] f(mgmt) NPR 0.684 0.684 0.003 0.007 0.329 0.327 0.050 0.008 500
Bias in Eit[ωit+1] f(mgmt) bias-robust NPR 0.600 0.600 0.003 0.000 0.402 0.402 0.007 0.000 500

Note: number of replications given in the ‘N runs’ column. The true values of βl and βk are 0.6 and 0.4 respectively.

l is ln(labor), y is ln(output) and ω is persistent productivity. All DGPs feature optimization error in labor.

4 Data

4.1 Sources and sample characteristics

Our proposed methodology requires data on firms’ log output, log inputs and one-period-
ahead expectations of these quantities. We obtain this data from the Management and
Expectations Survey (MES): a survey administered by the UK’s statistical authority,
and sent to a representative sample of non-financial private sector establishments.24 The
MES was designed to have broadly the same bank of questions as the Atlanta Fed SBU
and US MOPS (see Bloom et al. (2019) for details) and was administered in 2017 and
2020, creating two ‘waves’ of data. It can be linked to other business surveys and we
exploit this property to match MES respondents to the Annual Business Survey (ABS)
enabling us to compare firms’ subjective expectations to outturns.25 Both the 2017 and
2020 versions of the MES ask firms for their turnover, employment, capital expenditure
and expenditure on intermediates (purchases of energy, materials and services) in the year
of the survey and the previous year.26 We use firms’ reported investment in these years
to build capital stocks via the perpetual inventory method, imputing base period capital
from national accounts data on industry-specific capital stocks, apportioning industry
totals among firms according to within-industry intermediate input shares.

Inclusion in the subsample of MES data we use in the majority of our analysis is
conditioned on responding to all MES expectations questions and having adequate ob-

24. Further details on the MES’ sampling design are provided in Bloom et al. (2021).
25. Establishments with 250 or more employees are surveyed each year by the ABS. Businesses below

this threshold are surveyed on a multi-year basis with surveyed businesses in any one year chosen as a
stratified random sample from the ABS target population.

26. The survey specifies it should be completed by ‘the most senior person responsible for day-to-day
operations’, as a senior member of staff who is likely to have adequate knowledge of these quantities.
This will correspond to the plant-manager or COO in most firms.
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servations of turnover, capital, employment, intermediates and investment to implement
the OP, LP and ACF estimators. To allow for parameter heterogeneity by sector, we
confine attention to three industries defined using the UK’s Standard Industrial Classi-
fication (SIC): ‘electronics’ consists of firms that manufacture computer electronic and
optical products or electrical equipment (SIC groups 26 and 27 respectively); ‘retail’ con-
sists of firms in the wholesale and retail trade except motor vehicles and motor cycles
(SIC groups 46 and 47 respectively); and ‘restaurants’ consists of firms who conduct food
and beverage serving activities (SIC group 56).27

Table 3 summarises the characteristics of the MES analysis subsample, across all
industries (first panel), and the industries we focus on (subsequent panels). Relative to
the combined sample, electronics firms are smaller in terms of inputs and output. Firms
in the retail sector are relatively similar in size to the overall non-financial private sector
economy, whereas restaurants are larger than average in terms of employment but smaller
in terms of gross and net output indicating this sector is relatively labor intensive.

27. These industries were selected as they are among the largest in the MES and provide examples of
manufacturing as well as service activities. We have also estimated pooling across all industries.
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Table 3: MES Analysis Sample Characteristics

Mean S.D. p50 N obs. N firms
Full MES

Turnover (£k) 21672 51818 5550 31508 13460
Employment 154 283 55 31504 13460
Capital (£k) 12590 40543 1567 38028 13457
Capex (£k) 1120 4140 95 33611 13457
Intermediates (£k) 14475 38992 2746 31468 13460
Value added (£k) 7007 18324 1550 31437 13460

Electronics
Turnover (£k) 13891 23422 6042 992 425
Employment 84 98 48 992 425
Capital (£k) 6199 11923 2088 1185 425
Capex (£k) 364 907 95 1065 425
Intermediates (£k) 9198 20100 3017 991 425
Value added (£k) 5190 10345 2071 990 425

Retail
Turnover (£k) 31137 77214 7732 4429 1869
Employment 118 250 41 4430 1869
Capital (£k) 7513 32134 793 5449 1869
Capex (£k) 820 3136 80 4768 1869
Intermediates (£k) 25522 72175 4714 4426 1869
Value added (£k) 6670 18897 1502 4421 1869

Restaurants
Turnover (£k) 11825 22157 2990 949 430
Employment 304 508 81 949 430
Capital (£k) 11005 24882 2354 1135 430
Capex (£k) 1173 3355 75 992 430
Intermediates (£k) 8533 19719 1451 950 430
Value added (£k) 4178 9796 590 949 430

Note: ‘Mean’ and ‘S.D.’ columns show the mean and standard deviation calculated over the sample indicated in

the ‘N obs.’ column which consists of a number of distinct firms indicated in the ‘N firms’ column. While the

table is calculated using data from two MES waves, ‘N obs.’ is often more than twice as large as ‘N firms’ as the

statistics are calculated from firms’ reports of current and previous year values, yielding at most two observations

per firm-wave. The ‘p50’ column contains the mean value among the 50 observations closest to the median owing

to data disclosure requirements. Monetary values are given in current prices.

4.2 Subjective expectations

To elicit firms’ expectations for the following year, the MES asks firms to report on
five scenarios ranging from ‘lowest’ to ‘highest’. Firms are asked for the value they
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expect each variable separately to take under each scenario in the next year and the
likelihood of the scenario occurring.28 The 2017 MES used these questions to elicit firms’
expectations of turnover (i.e. revenue), employment, capital expenditure and expenditure
on intermediate inputs (energy, goods and services which we label “materials”), whereas
the 2020 MES only asked firms about their expectations of turnover (i.e. revenue) and
employment in order to limit survey length. In both years, expectations over monetary
quantities were asked in nominal terms and we therefore conduct all analysis on a nominal
basis and include a time dummy to allow for industry-year specific shocks (like output
prices).

The 2017 MES was administered as a paper survey and, although firms were in-
structed to ensure the likelihoods assigned to the five scenarios summed to 100, some
responses did not meet this criteria. In these cases the reported likelihoods were rescaled
to sum to 100 if the total likelihood across the five scenarios was between 90 and 110. A
small number of responses with a total reported likelihood outside of this window were
discarded. This issue does not appear in the 2020 data as this wave of the MES was
administered online and required respondents’ reported likelihoods to sum to 100 before
they could proceed to subsequent questions.29

The MES respondents report point-values for each of the five scenarios and their
related probabilities. This is in contrast to the survey design implemented in, for example,
Dominitz and Manski (1997), which recovers households’ subjective CDFs of one-year-
ahead income by asking for the perceived likelihood that income next year will fall below
a number of thresholds, where the thresholds are determined by first asking households
for the minimum and maximum income they expect next year and splitting the interval
into ‘bins’. Because of this discrepancy, it is not obvious how to use the MES’ questions
on subjective expectations to recover firms’ subjective CDFs. One approach is to treat
the scenario values as points on either a corresponding CDF or survival function on
the stated support. In the CDF approach, for example, the cumulative likelihood for the

28. In the 2017 MES, for example, the exact wording of the question regarding turnover expectations
was: “Looking ahead to the 2018 calendar year, what is the approximate pound sterling value of turnover
you would anticipate for this business in the following scenarios [Lowest, Low, Medium, High, Highest],
and what likelihood do you assign to each scenario?”. This wording is very similar to that used in the US
MOPS. An image showing the expectations question and its position in relation to questions on current
and previous year turnover is given in Appendix D.

29. Both the 2017 and 2020 MES contain a limited number of what appear to be data entry errors
in turnover and employment. We identify these by calculating ratios of turnover to employment and
comparing these with equivalent ratios observed in the ABS. We identify spurious observations as those
whose turnover-employment ratios differ across the MES and the ABS by a factor of two and with
year-to-year growth in their MES turnover-employment ratio in the top 5% of the distribution. These
observations are dropped from our analysis.
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‘Medium’ scenario would be taken as the sum of the likelihoods a firm reports against the
‘Lowest’, ‘Low’ and ‘Medium’ scenarios. In the survival function approach, by contrast,
the cumulative distribution function value for the ‘Medium’ scenario would be taken as
one minus the survival function, which is the sum of the likelihoods a firm reports against
the ‘Highest’, ‘High’ and ‘Medium’ scenarios. Experimentation with both approaches
found the former created a lower mean expectation relative to a simple weighted sum
across scenarios, while the latter created a higher mean expectation compared with a
simple weighted sum across scenarios. We therefore estimate lognormal parameters for
both approaches by choosing mean and variance parameters to minimize the sum of
squared deviations between the fitted distribution and firms’ reported scenario values
and their corresponding CDF or survival function points.30 Firms’ subjective CDFs are
then characterised as Fit(lit+1) = N (µ̄i, σ2

i ), where bars denote the averages across the
CDF and survival function estimates.31

Table 4: Summary Statistics of Average Absolute Deviations Between Reported and
Fitted Probabilities

Mean p25 p50 p75 N
Electronics

Turnover 0.028 0.019 0.026 0.035 472
Employment 0.026 0.018 0.025 0.034 472

Retail
Turnover 0.029 0.018 0.027 0.037 2084
Employment 0.028 0.018 0.025 0.035 2084

Restaurants
Turnover 0.032 0.020 0.029 0.039 462
Employment 0.032 0.020 0.029 0.038 462

Note: table contains means and quantile-group averages of the mean absolute deviations across firms’ reported

scenario likelihoods and those implied by the fitted lognormal distributions. The column titled ‘Mean’ con-

tains the arithmetic mean calculated across the number of observations given in the column titled ‘N’. Columns

titled ‘p25’/‘p50’/‘p75’ contain the mean values calculated across the 50 observations that are closest to the

25th/50th/75th percentile respectively owing to data disclosure requirements.

30. Fitting a beta distribution or using absolute deviations as an objective yields similar results.
31. In the Cobb-Douglas specification, one only requires expectations rather than the subjective CDF,

which could alternatively be estimated as a weighted sum across scenario values using the reported
likelihoods as weights. These weighted sums are very similar to those of the fitted lognormals and we
proceed with the latter so that we can analyze non-linear production function specifications using the
same subjective expectations as those used to examine the Cobb-Douglas case. An alternative would be
to rely on “bounds” defined by the CDF and survival functions. We leave this for future research.
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Table 4 summarises absolute deviations between firms’ reported point values and
those implied by the fitted lognormal CDFs. These differences are small across all vari-
ables for all industries implying the fitted lognormal distributions provide a good con-
tinuous approximation of the subjective distributions underlying firms’ responses to the
discrete MES expectations questions and compares favorably with the fit obtained in
related works such as Dominitz and Manski (1997) (see discussion in their section 3.5).32

Our method of obtaining subjective distributions from the MES responses yields a
distribution of lognormal parameters and implied moments across MES respondents.
Table 5 summarizes the medians of these parameters and a selection of moments across
variables and samples.33 The average σ parameter of the fitted subjective distributions
indicates firms’ uncertainty and shows that restaurants are slightly more uncertain on
average about year-ahead turnover than firms in electronics or retail, and more substan-
tially so regarding year-ahead employment. As well as greater within-firm uncertainty,
the restaurants sector also exhibits greater across-firm variation in mean expectations.
This can be seen in Figure 1, which plots kernel densities of firms’ expected mean growth
rate for turnover and employment.

32. We confine analysis of firms’ expectations here to turnover and employment as these are the key
expectations variables required by the baseline NPR estimator. Similar results for firms’ expectations
of investment and intermediate inputs as reported in the 2017 MES are available from the authors on
request.

33. Percentile statistics are prohibited from being exported from the secure server through which we
access the MES and ABS data. Table 5 therefore reports ‘fuzzy medians’ of the firm-specific lognormal
subjective distribution parameters, calculated as the mean value across the 50 observations closest to
the median.
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Table 5: Median Fitted Subjective Distribution Characteristics

µ σ Mean S.D. Median IQR N
Electronics

Turnover 8.73 0.07 6196 3750 6181 511 472
Employment 3.89 0.04 48 29 48 3 472

Retail
Turnover 8.97 0.06 7932 4823 7871 657 2084
Employment 3.74 0.05 42 26 42 3 2084

Restaurants
Turnover 7.98 0.08 2848 1768 2811 321 462
Employment 4.27 0.09 67 41 67 8 462

Note: table contains mean values among the 50 observations closest to the median of the across-firm distribution

of the parameter or moment indicated in the column title. Units for employment are for number of workers and

for all other variables are thousands of pounds. The column ‘N’ indicates the number of observations for which

we are able to fit a subjective distribution.
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Figure 1: Expected growth rates

(a) Electronics: Turnover (b) Electronics: Employment

(c) Retail: Turnover (d) Retail: Employment

(e) Restaurants: Turnover (f) Restaurants: Employment

Note: Subfigures show kernel densities of (Eit[ln(X)it+1]− ln(X)it) where X is either turnover or employment as

indicated in the subfigure captions. Dashed vertical lines indicate medians. The top and bottom 5% of growth

rates are included in the calculation of the medians but are not plotted in the figure.

A subsample of firms in the MES were also surveyed in the ABS the year following
their MES response, which allows us to compare their subjective expectations to actual
outcomes. Table 6 shows the absolute log difference between firms’ expectations and
outcomes separately by variable and year. On average, firms’ expectations are generally
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good, with the forecast error being insignificantly different from zero. For employment
the forecast error was zero for retail, 2% for electronics and -4% for restaurants. Elec-
tronics and retail industries also did reasonably well on turnover forecast (-1% and -5%
respectively). Restaurants, however underestimated turnover by 18 log points (and 13
log points at the median).

Table 6: Log Deviation Between Expected Levels and Outcomes

Mean S.D. p50 N obs. N firms
Electronics

Turnover -0.01 0.29 -0.04 221 205
Employment 0.02 0.18 0.02 221 205

Retail
Turnover -0.05 0.25 -0.03 733 659
Employment 0.00 0.21 0.01 735 661

Restaurants
Turnover -0.18 0.48 -0.13 170 150
Employment -0.04 0.44 0.03 170 150

Note: table contains summary statistics of the log deviation between the expected value and outcome of the

variable denoted in the row title. Columns titled ‘Mean’ and ‘S.D.’ contain the mean and standard deviation

respectively calculated across the number of firms in the column titled ‘N’. The column titled ‘p50’ contains the

mean value among the 50 observations closest to the median of the across-firm distribution denoted in the column

title as data disclosure requirements prevent us from reporting the median value itself.

In theory, as we elaborate in Appendix B.2, one can leverage expectation errors of the
type summarized in Table 6 as an additional source of identifying variation. This only
holds, however, if firms’ expectations about their future inputs are biased on average and
if this bias is accompanied by bias in expected output of a magnitude that is consistent
with the true production technology. We do not pursue this additional identification
method in our empirical analysis as Table 6 shows firms’ mean expectation errors are
insignificantly different from zero across all industries we consider.34

34. When subjective beliefs and realisations are available, another possibility is to weight observations
by the prediction quality (e.g. inversely proportional to forecast errors), leveraging observations with
more accurate predictions. We are grateful to Moshe Buchinsky for this suggestion and leave it for future
research.
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5 Results

To evaluate the empirical performance of the NPR estimator, we implement a number
of other popular production function estimators on the MES data separately for each of
our focus industries. Tables 7 show estimates for each industry.35

Across all industries, NPR returns estimates that are plausible whereas the first-
differenced and fixed-effect OLS specifications (contained in columns ‘OLS FD’ and ‘OLS
FE’ respectively), return coefficients that are considerably lower than the OLS levels co-
efficients with statistically insignificant capital coefficients. More specific comparisons
between the various estimators differ by industry. Within the electronics industry, NPR
returns a labor coefficient of 0.9 and a capital coefficient of 0.21, which are both in-
significantly different from the results obtained via linear OLS and ACF. Taking this
comparison at face value, it suggests that both labor and capital are subject to adjust-
ment costs of such magnitude that labor cannot respond to within-period changes in
persistent productivity (absolving the linear OLS estimates of bias), and that there is a
one-to-one mapping between persistent productivity and intermediate inputs conditional
on labor and capital (i.e. the ACF monotonicity condition holds). OP and LP mean-
while, return significantly lower capital coefficients, which may be due to the functional
dependence issue highlighted by ACF.

Differences between NPR and ACF are larger for the retail industry estimates (0.80
vs. 0.66 for the output elasticity of labor), yet still insignificant. NPR and ACF return
capital coefficient estimates of 0.16 and 0.17 respectively, which are significantly lower
than the linear OLS estimate of 0.25. This suggests a different form of bias in the OLS
estimate than the typical expectation that endogenous responses of labor to productivity
cause upward bias the OLS labor coefficient and downward bias in the capital coefficient.
OP and LP again return unlikely estimates with both the labor and capital coefficients
appearing attenuated toward zero.

Estimates from the restaurant sector show NPR and linear OLS are statistically
indistinguishable with NPR returning labor and capital coefficients of 0.82 and 0.26 re-

35. All results discussed in this section are from a Cobb-Douglas gross output production function (i.e.
one that takes turnover as the measure of output). Appendix B.1 contains an explanation of how one
can construct expectations of (log) value added using expectations questions of the type contained in the
MES for turnover and intermediates. We do not pursue estimation of a net production function however,
as expected intermediates were only asked in MES 2017 leading to prohibitively small industry-specific
samples. The number of firms in Table 7 is comparable across all the methods but the number of
observations is about half as small for the NPR estimator than for the other methods. This is because
the proxy variable approaches require using lagged values of capital and investment, whereas NPR uses
a single cross-section of data from each MES wave. The number of observations is less than twice the
number of firms because some firms are surveyed in both the 2017 and 2020 MES.
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spectively (compared to 0.82 and 0.21 for OLS levels). OP and LP again exhibit an
attenuated labor coefficient while, unlike the results in the other industries, the ACF
estimate appear implausible with a labor coefficient of 1.06 and capital coefficient in-
significant at 0.05.

Table 7: Production Function Coefficient Estimates

NPR ACF OLS OLS FD OLS FE OP LP
Electronics

βl 0.90∗∗∗ 0.79∗∗∗ 0.86∗∗∗ 0.45∗∗∗ 0.47∗∗∗ 0.60∗∗∗ 0.62∗∗∗

(0.14) (0.13) (0.05) (0.12) (0.10) (0.05) (0.07)
βk 0.21∗ 0.23∗∗∗ 0.23∗∗∗ 0.04 0.04 0.26∗ 0.34∗∗∗

(0.12) (0.09) (0.04) (0.03) (0.03) (0.15) (0.08)
βl + βk 1.11 1.02 1.09 0.49 0.51 0.86 0.96
CRS 0.00 0.88 0.00 0.00 0.00 0.36 0.66
N obs. 472 917 917 458 895 917 917
N firms 422 422 422 411 400 422 422

Retail
βl 0.80∗∗∗ 0.66∗∗∗ 0.75∗∗∗ 0.46∗∗∗ 0.52∗∗∗ 0.63∗∗∗ 0.55∗∗∗

(0.11) (0.11) (0.03) (0.09) (0.07) (0.02) (0.04)
βk 0.16∗∗∗ 0.17∗ 0.25∗∗∗ -0.02 -0.02 0.01 0.16∗∗∗

(0.05) (0.09) (0.03) (0.02) (0.02) (0.08) (0.05)
βl + βk 0.96 0.83 1 0.43 0.49 0.64 0.71
CRS 0.00 0.15 0.8 0.00 0.00 0.00 0.00
N obs. 2084 4057 4057 2023 3967 4057 4057
N firms 1853 1853 1853 1807 1763 1853 1853

Restaurants
βl 0.82∗∗∗ 1.06∗∗∗ 0.81∗∗∗ 0.63∗∗∗ 0.68∗∗∗ 0.69∗∗∗ 0.69∗∗∗

(0.07) (0.15) (0.06) (0.11) (0.10) (0.05) (0.05)
βk 0.26∗∗∗ 0.05 0.21∗∗∗ -0.01 0.02 0.09 0.25∗

(0.07) (0.14) (0.06) (0.06) (0.05) (0.09) (0.14)
βl + βk 1.08 1.1 1.01 0.62 0.7 0.78 0.94
CRS 0.00 0.18 0.33 0.00 0.00 0.03 0.71
N obs. 462 879 879 421 838 879 879
N firms 430 430 430 392 389 430 430

Note: dependent variable is log turnover. Parentheses contain standard errors. NPR standard errors cal-
culated from 100 bootstrap replications. Column titles indicate estimation methods. ‘OLS Lvls/FD/FE’
denotes OLS estimation in levels/first-differences/levels with firm fixed effects. Row ‘CRS’ contains the
p-value from a test that the labor and capital coefficient sum to 1. All specifications include survey year
dummies. ∗/∗∗/∗∗∗ denote significance at the 10/5/1 percent level respectively.

To what extent should we believe the NPR estimates instead of those obtained by

30



the other methods? It is straightforward to discard the OLS FD and OLS FE results:
the large attenuation observed across all three industries indicates across-firm variation
is needed to yield credible estimates, which is a well-known observation. OP and LP also
appear to perform poorly in all industries, possibly due to the functional dependence
concern highlighted by ACF. In most cases the choice between NPR and OLS is moot,
given the similarity of the estimates, although NPR has the advantage of being robust
to simultaneity concerns. Note that there are more marked differences when a translog
production function is estimated (see Appendix D.1 and below).

In the electronics and retail industries, NPR is also similar to ACF, which gives
confidence the estimates are consistent. In the restaurant industry, however, its worth
asking: why should one trust the NPR estimates over ACF? There are two points in
support of the NPR results. First, the capital coefficient for ACF is very small (0.05)
and insignificantly different from zero compared to a significant 0.26 for NPR. It is ex
ante implausible to believe that capital does not matter at all in this sector.

The second point in support of NPR is that material input optimization appears less
likely to hold in the restaurant industry than in either electronics or retail. Evidence
to this point comes from a subsample of firms in the MES that were surveyed by the
ABS. Unlike the ABS, which asks firms for annual values retrospectively after the year is
complete, the MES was dispatched to firms in Fall-Winter of the survey year. This means
the ‘current-year’ values that firms were asked for (i.e. 2017 values for firms surveyed in
MES 2017 and 2020 values for firms surveyed in 2020), were estimates made before the
year was complete. Comparing levels of inputs and output that firms report in the MES
survey year to the equivalent values observed in the ABS therefore gives indication of
how unpredictable inputs are, and thus how hard they are to optimize. Table 8 contains
moments of the distribution of MES-ABS log differences separately by industry and
variable. This shows turnover was relatively easy to forecast prior to year-end, with a
median difference between MES reported values and the ABS equivalents of zero across all
industries. For electronics and retail, employment was equally as predictable, it was only
slightly less so in the restaurants sector with a median MES-ABS deviation of 3%. The
predictability of intermediate inputs, however, varies more markedly across industries.
Focusing on the median to avoid the influence of outliers, the average MES-ABS difference
for intermediates is small for electronics and retail firms at 2% and 1% respectively. For
restaurants, however, it is much larger at 30 log points. Under the assumption of Leontief
technology, the fact that employment was relatively unchanged from the date at which
restaurants were surveyed by the MES whereas intermediate inputs changed substantially
implies intermediate inputs cannot be at their optimal level. As shown in Section 3, this
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optimization error in intermediate inputs undermines ACF, owing to violation of the
monotonicity condition they require, and we therefore view Table 8 as further reason to
doubt the ACF production function estimates for the restaurants industry in favour of
the NPR estimates.36

Table 8: Moments of Within-Firm MES-ABS Log Differences

Mean S.D. Median N obs. N firms
Electronics

Turnover 0.00 0.17 -0.00 284 252
Employment 0.02 0.17 0.00 284 252
Intermediates -0.15 1.41 0.02 282 250

Retail
Turnover 0.01 0.15 -0.00 1152 1038
Employment 0.02 0.20 0.00 1151 1038
Intermediates -0.26 1.37 0.01 1150 1038

Restaurants
Turnover -0.00 0.34 -0.00 235 209
Employment -0.03 0.38 0.03 236 209
Intermediates 0.19 1.03 0.30 236 209

Note: table shows summary statistics of
(
ln(XMES

it )− ln(XABS
it )

)
where superscripts denote survey

name. X is either turnover, employment or intermediates as indicated in the row title. t is either 2017
or 2020 according to which year firms were surveyed by the MES. Sample is restricted to firms in the
MES analysis sample that are also observed in the wave of the ABS that records values for the same
period as the MES survey year. The ‘Median’ column contains the mean values calculated across the 50
observations that are closest to the 50th percentile owing to data disclosure requirements.

While we have focused here on Cobb-Douglas production technology, the NPR es-
timator can also estimate parameters of a translog production function. Appendix D.1
describes the additional data preparation necessary for this alternate specification and

36. A third more technical point is to first note that the returns to scale implied by the ACF estimates
are similar to those implied by the NPR estimates suggesting the ACF estimates may be affected by a
global identification issue. ACF state:

“...there is a identification caveat using our suggested moments in all three of these DGPs.
More specifically, there is a “global” identification issue in that the moments have expecta-
tion zero not only at the true parameters, but also at one other point on the boundary of
the parameter space where βk = 0 and βl = βl + βk, and the estimated AR(1) coefficient
on ω equals the AR(1) coefficient on the wage process. One can easily calculate that at
these alternative parameter values, the second stage moment equals the innovation in the
wage process, which is orthogonal to kit and lit−1. This “spurious” minimum is a result of
labor satisfying a static first order condition, and we suspect it would not occur were labor
to have dynamic implications, nor when the alternative moments (29) are assumed.”

Ackerberg et al. (2015), p. 2438, footnote 16.
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presents estimates for our three industries along with alternative estimates obtained via
various OLS estimators and the ACF method. Testing for Cobb-Douglas technology via
a test that the additional translog parameters are jointly zero, the NPR estimates fail
to reject Cobb-Douglas technology for the electronics and restaurant sectors. The aver-
age partial derivatives are not significantly different from the Cobb-Douglas equivalents
and we therefore confine attention to the Cobb-Douglas results in subsequent empirical
analysis for parsimony.

5.1 Implications of Results: Productivity

The results in the previous subsection show that the NPR estimator recovers production
function parameter estimates that are robust to simultaneity concerns and are either more
credible than or similar to alternative standard estimators. Equipped with such estimates
we now demonstrate their utility and examine trends in total factor productivity (TFP).
To examine trends in TFP, we take the parameter estimates obtained using the MES
data and calculate TFP for the entire ABS sample as:

âmit = yit − β̂mj
l lit − β̂mj

k kit, (13)

where in this and subsequent equations, i denotes firm, j denotes industry, and t denotes
year. β̂mj represents production function coefficients obtained by implementing estimator
m on MES data for industry j. For parsimony and in light of the results of the previous
subsection, we focus on comparing the NPR estimates to those obtained by OLS levels
and ACF because the other estimators did not generally yield credible estimates.

We calculate TFP according to equation (13) for all firms observed in our three
industries in the ABS between 2010 and 2019 and de-mean TFP by year.37 We relate
firm performance to TFP using equations of the form:

yit = πâmit + τt + ϵit, (14)

where y is one of several firm-level outcomes, τ is a year dummy, âm the TFP estimate
obtained using coefficients from estimator m and ϵ is a mean-zero disturbance. The
outcomes we consider are exit, defined as t being the last year a firm is operational, and

37. We focus on this period as the most recent decade around the MES survey years but the comparisons
across estimators we highlight are qualitatively similar if one either uses a larger sample period of 2000-
2019 or a narrower one of 2015-2019. We focus on the intermediate period to add credibility to the
assumption of constant technology, which is imposed implicitly via our TFP calculations, while balancing
statistical power due to sample size.
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growth as measured by one- and five-year differences in the log of employment:

∆t,t+s(l) = lit+s − lit+1,

where s ∈ (2, 5).38

Table 9 contains the estimated π̂ parameters from equation (14) along with the mean
values of the outcome variables and sample sizes. The first panel of the table presents
results for the electronics industry. Higher TFP is associated with significantly lower
firm exit and higher employment growth conditional on survival. The magnitude of
association is similarly large across the NPR, OLS and ACF estimates of TFP, with
a one standard-deviation increase in TFP reducing the probability of exit by around
1.6 percentage points, in comparison to an overall exit rate of 1%, and increasing one-
and four-year employment growth by 0.01 and 0.04 log points in comparison to mean
growth rates of 0.01 and 0.025 respectively. Similar associations are observed within the
retail industry, although the positive association between TFP and five-year employment
growth is stronger for the NPR and ACF TFP estimates than for OLS-estimated TFP.

The third panel of Table 9 shows the restaurants industry exhibits greater variation
across associations between firm performance and the various TFP estimates. Both NPR
and ACF estimates of TFP are negatively associated with firm exit, which is somewhat
surprising given the latter are somewhat implausible. This is in contrast to the OLS TFP
estimate, which has no significant association with firm exit. All three TFP estimates
are significantly positively associated with two-year employment growth but the strength
of association varies from 0.012 with the OLS TFP estimate to 0.021 with the NPR
TFP estimate. Despite being small in absolute terms, this difference is considerable and
corresponds to 22% and 39% of the mean growth rate of 0.054. Point estimates of the
association between TFP and employment growth over a four-year horizon indicate the
association is again strongest for the NPR TFP estimate, although the smaller sample size
means none of the point estimates or their differences are significant. Viewed together,
these results suggest that failing to adequately account for input endogoeneity risks
underestimating the degree of dynamic reallocation over a mid-range (e.g. four-year)
horizon.

38. We take t+1 as the base year of our growth measures to avoid endogeneity with the TFP estimates
âm
it , since these are a linear function of lt.
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Table 9: Association Between TFP and Firm Performance

NPR ACF OLS Mean N
Electronics

Exit -0.016∗∗∗ -0.017∗∗∗ -0.016∗∗∗ 0.01 5362
(0.004) (0.004) (0.004)

∆t+1,t+2(l) 0.010∗∗ 0.008∗ 0.009∗∗ 0.01 2201
(0.005) (0.005) (0.005)

∆t+1,t+5(l) 0.044∗∗ 0.03 0.041∗∗ 0.025 1398
(0.021) (0.020) (0.020)

Retail
Exit -0.014∗∗∗ -0.014∗∗∗ -0.014∗∗∗ 0.024 57630

(0.001) (0.001) (0.001)
∆t+1,t+2(l) 0.003∗∗∗ 0.003∗∗∗ 0.003∗∗∗ 0.026 13485

(0.001) (0.001) (0.001)
∆t+1,t+5(l) 0.007∗ 0.005 0.008∗∗ 0.095 8331

(0.004) (0.004) (0.004)
Restaurants

Exit -0.007∗∗∗ -0.003 -0.011∗∗∗ 0.038 12513
(0.002) (0.002) (0.002)

∆t+1,t+2(l) 0.021∗∗∗ 0.012∗ 0.016∗∗ 0.054 2643
(0.007) (0.007) (0.007)

∆t+1,t+5(l) 0.036 0.004 0.005 0.225 1581
(0.031) (0.028) (0.030)

Note: table shows OLS estimates of the parameter on TFP from regressions that relate the outcome
given in the row title to TFP implied by the production function estimator denoted by the column
title. ‘Exit’ is a dummy variable that takes the value of 1 in period t if the firm is recorded as dead in
administrative data in period t + 1 and zero otherwise. ∆t,t+s(l) are log differences in labor between
period t + 1 and t + s. Data is taken from the ABS between 2010 and 2019 inclusive. ∗/∗∗/∗∗∗ denote
significance at the 10/5/1 percent level respectively.

6 Conclusion

In this paper we have proposed a new production function estimation methodology that
leverages data on firms’ observable expectations, data which are becoming increasingly
available across a range of countries. We show that such information enables one to
relax the strong assumptions of firm input choice (strict monotonicity and invertibility
with respect to a single scalar unobservable productivity term), that underpin currently-
used proxy variable approaches in the Olley and Pakes (1996) tradition. Moreover, our
method can be implemented on a single cross section which has great attractions over
these techniques (which require two or more periods), and dynamic panel methods such
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as those of Blundell and Bond (2000), which assume linear productivity dynamics and
require three or four consecutive time period observations per firm.

We present Monte Carlo simulations close to those in Ackerberg et al. (2015) featuring
forward-looking firms with heterogeneous quadratic adjustment costs in capital. We show
that our proposed NPR estimator is robust to optimization error in firm inputs choices
whereas other methods are biased when firms make optimization errors in their material
input choices. We also demonstrate the NPR estimator can be extended to accommodate
certain forms of bias in firms’ expectations.

Implementing our proposed NPR estimator on UK data, we show it recovers param-
eter estimates that are either comparable to or more credible than those recovered by
conventionally-used estimators. We use the various production function estimates to cal-
culate TFP residuals and relate these to measures of firm performance. TFP is negatively
associated with firm exit across all industries and production function estimators we con-
sider while TFP estimates obtained using our proposed production function estimator
are more positively associated with employment growth, especially over a mid-range hori-
zon. This suggests that the extent of dynamic reallocation is particularly sensitive to
adequately accounting for input endogeneity during production function estimation.
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Appendices

A Implementing the NPR estimator

As explained in section 2.2, the NPR estimator consists of the following steps:

1. Pick initial parameter values (β̂k0, β̂l0).

2. For iteration j, calculate Zij = Eit[yit+1|Ωit]− β̂kj−1kit+1 − β̂lj−1E[lit+1|Ωit].

3. Fit the model yit = βkkit+βllit+Ψ(Zij)+ϵit using the shape constrained estimation
protocol of Pya and Wood (2015) to obtain (β̂j , Ψ̂j).39

4. Calculate the Euclidean distance between (β̂kj , β̂lj) and (β̂kj−1, β̂lj−1). If the dis-
tance is below some tolerance level, stop and treat β̂j as the model’s parameter
estimates. If not then update the iteration number j ← j+1 and repeat from step
2.

For more general production functions, one instead should use Zij = Eit[yit+1|Ωit]−∫
f(kit+1, lit+1; β̂)dFit(lit+1)) in step 2 and yit = f(kit, lit;β) + Ψ (Zij) + ϵit in step 3.

Implementing this iterative algorithm requires a number of decisions. First, one must
decide on the initialization values (β̂k0, β̂l0). Ichimura and Todd (2007) recommend that,
when fitting a generalized additive model, initial values be obtained from a linear re-
gression of the outcome variable on all dependent variables (i.e. both those that enter
the model linearly and those that are arguments of non-parametric smooth model com-
ponents). In our context this would involve regressing yit on a constant, kit, lit and
Zit ≡ Eit[yit+1|Ωit] − βk0kit+1 − βl0E[lit+1|Ωit], which nonetheless depends on the un-
known parameters (βk0 and βl0). One alternative is to instead regress yit on a constant
and Xit = [kit, lit,Eit[yit+1|Ωit], kit+1,E[lit+1|Ωit]] and set(β̂k0, β̂l0) as the coefficient es-
timates on current-period capital and labor respectively. However, in both Monte Carlo
simulations and our empirical context, this approach frequently initialized the capital
coefficient at a negative value due to high correlations between yit and Eit[yit+1] and be-
tween kit and kit+1, which led the NPR estimator to converge on nonsensical parameter
values (e.g. β̂k < 0).

Rather than specify a rule for selecting a single initialization parameter vector we
therefore recommend a grid search approach. Under this method, one specifies a grid of

39. The constant β̂0j is not included in the calculation of Zij as any constant term in the smooth
function cannot be separately identified from the constant term of the linear part of the model.
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N initial values for (β̂k0, β̂l0) and obtains N parameter estimates by implementing the
NPR estimator initialised at each point on the grid. The optimal parameter estimates
are then chosen as those associated with the lowest least squares objective function from
the shape constrained estimation protocol. All results in this paper were calculated using
this initialization approach implemented on a 16-point initialization grid consisting of all
combinations of β̂k0 ∈ [0.05, 0.333, 0.617, 0.9] and β̂l0 ∈ [0.05, 0.333, 0.617, 0.9].

The selection of initial values of production function input coefficients is also required
by the ACF estimator, whose Monte Carlo results were created by initialising at the true
values ‘to ease non-linear search’. ACF note their results are ‘fairly robust to other nearby
starting values (e.g OLS estimates), though with further away starting values, one can
sometimes end up at the spurious minimum around (βk = 0, βl = βl + βk)’, as described
in their footnote 15. In our empirical context, we found that ACF estimates remained
almost unchanged from their initial values when using OLS initialisation combined with
Nelder-Mead minimization, which is the default in the popular ‘prodest’ package in
Stata. Using the gradient-based BFGS minimization routine, however, achieved results
that differed more from the OLS estimates and achieved a lower value of the objective
function. The ACF results we report were therefore obtained using OLS initialization
and BFGS minimization.

The protocol outlined by Pya and Wood (2015) (PW) allows one to estimate a general
additive model of the form

yi = θ⊤xi +
∑
j

fj(zji) + ϵi, (15)

where y is a univariate response variable, x is a vector of linear independent variables
and θ a vector of unknown parameters. The non-linear part of the model is represented
by unknown, monotonically increasing smooth predictor functions fj , with predictor
variable zj . The variable ϵ is an unobserved mean-zero disturbance.40 To estimate this
model, PW follow convention in the literature on general additive model estimation and
approximate the unknown smooth functions fj with penalized B-splines (i.e. P-splines).
Under this simplification, the model becomes

yi = θ⊤xi +

q∑
j=1

γjBj(zi) + ϵi, (16)

40. While we focus this description of Pya and Wood (2015) on our particular application for parsimony,
it should be noted that their framework allows for more general models.
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where q is the number of basis functions, Bj are B-spline basis functions of at least
second order that represent smooth functions over interval [a, b] based on evenly-spaced
knots and γj are the corresponding spline coefficients. Ensuring the smooth part of
the model is monotonically increasing amounts to imposing restrictions on the spline
parameters γ and PW show how the model in equation (16) can be reparameterized to
guarantee such restrictions are satisfied. Following this reparameterization, estimates of
the original model parameters can be obtained via minimising the difference between the
response variable and the observable components on the RHS of equation (16). To avoid
overfitting during this minimization, one should also include a penalty term that controls
the ‘wiggliness’ of the B-splines. Specifically, PW account for this concern by penalizing
the squared difference between adjacent B-spline parameters. While it is possible to pre-
specify the ‘smoothing parameter’, which scales ‘wiggliness’ term in the minimization and
thereby controls the smoothness of the estimated functions, PW propose to estimate the
‘optimal’ smoothing parameter via an outer estimation algorithm. The outer part of the
estimation uses the generalized cross validation prediction error criterion to evaluate the
performance of the model estimated using a particular value of the smoothing parameter
and finds the ‘optimal’ smoothing parameter according to this criterion using the Newton-
Raphson method.

In our application of the PW estimator, we specify the smooth term Ψ using monotone
increasing P-splines (using the ‘bs="mpi"’ option), with 20 basis points. The smoothing
parameter is estimated using the Newton-Raphson method, while the model coefficients
are estimated using the BFGS algorithm.

B Extensions to the NPR estimator

B.1 Value added production functions

Adapting the NPR estimator to a value added production function is trivial if one has
data on firms’ expected year-ahead value added. In this case, one can simply change
y in the estimation algorithm from log turnover to log value added and the resul-
tant estimates will have a value added interpretation. If such data is unavailable, but
one instead possesses data on firms’ expected material inputs in addition to expected
turnover and employment, one can use copula methods to estimate expected log value
added. Specifically, firms’ subjective joint distribution between expected turnover and
expected materials can be estimated by applying a parametric copula to firms’ sub-
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jective marginal distributions.41 One can then take an adequately large number of
draws of expected turnover and intermediates from this joint subjective distribution,
calculate ln(turnover − intermediates) for each draw and recover expected log value
added as the mean over the random draws where this quantity is defined (i.e. when
(turnover−intermediates) is greater than zero). Equipped with an estimate of expected
value added, one can again simply set y as log value added rather than log turnover and
proceed with the iterative NPR estimation algorithm detailed in subsection 2.2. Al-
though in theory possible, we do not explore this extension in our empirical application
the data because expectations of material inputs were only elicited in the 2017 wave of
the MES, leading to small industry-specific samples.42

B.2 The NPR estimator with biased expectations

In this section we consider how biases in firms’ expectations affect the NPR estimator.
We show that a particular type of bias in expected inputs and outputs provides an addi-
tional moment that can be used for identification and present extensions to the baseline
NPR estimation algorithm that can accommodate biases in firms’ productivity expecta-
tions. We also show how similar extensions can accommodate imperfect knowledge of
the production technology among firms.

Case 1: Expected Input Bias and Technology-Consistent Output Bias

As stated in Section 2.4, the baseline NPR estimator can accommodate biased output
expectations as long as such bias is also reflected in firms’ expected inputs. Specifically,
in the case of a firm with over-optimistic output expectations, for example, we require
bias in the firm’s employment expectations such that the integral of the production
function with respect to expected labor equals the biased output expectation. In this
particular case, and under the assumption of Cobb-Douglas technology, the difference
between expected log output and realised log output gives:

41. One could, for example, fit the normal copula to match the observed correlation between observed
turnover and materials.

42. Copula methods can also be employed in (non-linear) gross output product functions with both
labor and intermediates where the joint distribution for both variables is required.

44



Eit−1 [yit|Ωit−1]− yit = β0 + βkkit + βlEit−1 [lit|Ωit−1] + Eit−1 [ωit|Ωit−1]

− β0 − βkkit − βllit − g(ωit−1)− ξit − ϵit

= βl (Eit−1 [lit|Ωit−1]− lit) + Eit−1 [ωit|Ωit−1]− g(ωit−1)− ξit − ϵit

= βl (Eit−1 [lit|Ωit−1]− lit) + g(ωit−1)− g(ωit−1)− ξit − ϵit

= βl (Eit−1 [lit|Ωit−1]− lit)− ξit − ϵit.

(17)

Taking expectations of equation (17) and maintaining the assumption that firms’
productivity expectations are unbiased, the errors (ξ, ϵ) cancel to zero:

E [Eit−1 [yit|Ωit−1]− yit] = E [βl (Eit−1 [lit|Ωit−1]− lit)− ξit − ϵit]

= βlE [Eit−1 [lit|Ωit−1]− lit]− E [ξit − ϵit]

= βlE [Eit−1 [lit|Ωit−1]− lit] .

Assuming E [Eit−1 [xit|Ωit−1]− xit] ̸= 0 for x ∈ (y, l), the labor coefficient is identified
as the average of sample mean expectation errors:

βl =
E [Eit−1 [yit|Ωit−1]− yit]

E [Eit−1 [lit|Ωit−1]− lit]
. (18)

This shows that, in the Cobb-Douglas technology case, a simple Wald estimator for
βl may therefore be obtained by replacing the sample mean expectation errors on the
RHS of equation (18) with their sample equivalents. Since the capital coefficient remains
unidentified, equation (18) is not, on its own, enough to identify the entire production
function. Rather it can be used either as a method to test the labor coefficient estimated
by the baseline NPR algorithm or as an additional moment in estimation. However, it is
worth reiterating that equation (18) is only informative if firms’ expectations over inputs
and output exhibit bias that is consistent with the production technology and that their
expectations over productivity are unbiased.

Case 2: Time-invariant Expected Productivity Bias

Suppose firms’ productivity bias was time-invariant, so that ιit = ιi. If one had panel
observations of firms’ forecast errors, it would be possible to estimate firms’ time-invariant
bias and then use ι̂i to recover consistent estimates of β. In practice, this would lead to

45



an ‘outer’ estimation loop and the NPR algorithm would become

1. Pick an initial vector of bias terms (one for each firm), ι̂0.

2. For iteration r, implement the NPR estimation algorithm using(
Eit[yit+1|Iit]−

∫
f(kit+1, lit+1;β)dFit(lit+1)− ι̂r−1

)
as the argument of the smooth

function Ψ, to obtain coefficient estimates β̂r.

3. Use β̂r to calculate ait =
(
Eit−1[yit|Iit−1]−

∫
f(kit, lit; β̂r)dFit−1(lit)

)
and bit =

yit − f(kit, lit; β̂r) and their difference for all periods for which both expectations
(needed to calculate a), and outcomes (needed to calculate b), are observed.

4. Recover an updated estimate of the bias terms ι̂r as the firm-level mean of (ait−bit)

and compare to ι̂r−1. If the difference is sufficiently small the stop, if not then repeat
from step 2.

To understand how the calculation in step 3 is used to recover an estimate of ιi, observe
that

1. ait = Eit−1[yit|Iit−1]−
∫
f(kit, lit;β)dFit−1(lit) = g(ωit−1) + ιi

2. bit = yit − f(kit, lit;β) = g(ωit−1) + ξit + ϵit

therefore

(ait − bit) = (g(ωit−1) + ιi)− (g(ωit−1) + ξit + ϵit)

= ιi − ξit − ϵit

Since the shocks ξ and ϵ are each assumed i.i.d. and mean-zero, multiple observations
of productivity forecast errors (ait − bit) contain information on the time-invariant bias
term ι.

Case 3: Time-varying Expected Productivity Bias

If firms’ productivity bias is assumed to vary over time, one can proceed by specifying
the bias as a function of observable firm attributes. Suppose firms’ productivity bias can
be expressed as

ιit = Λ(Xit−1;λ)

where X is a vector of observable firm attributes. Using productivity forecast errors,
one can estimate the λ parameters of the productivity bias function and thereby recover
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consistent estimates of θ. Again, this leads to an additional estimation loop outside the
main NPR estimation routine and the NPR algorithm becomes

1. Pick an initial vector of bias function parameters, λ̂0.

2. For iteration r, implement the NPR estimation algorithm using(
Eit[yit+1|Iit]−

∫
f(kit+1, lit+1;β)dFit(lit+1)− Λ(Xit; λ̂r−1)

)
as the argument of the

smooth function Ψ, to obtain coefficient estimates β̂r.

3. Use β̂r to calculate ait =
(
Eit−1[yit|Iit−1]−

∫
f(kit, lit; β̂r)dFit−1(lit)

)
and bit =

yit − f(kit, lit; β̂r) and their difference for all periods for which both expectations
(needed to calculate a), and outcomes (needed to calculate b), are observed.

4. Obtain an updated estimate of the bias function parameters λ̂r via estimation of

(ait − bit) = Λ (Xit−1;λ)

5. Compare λ̂r to λ̂r−1. If the difference is sufficiently small the stop, if not then
repeat from step 2.

In this case, the productivity forecast errors are given as

(ait − bit) = (g(ωit−1) + ιit)− (g(ωit−1) + ξit + ϵit)

= ιit − ξit − ϵit

= Λ(Xit−1;λ)− ξit − ϵit

and since ξ and ϵ are each assumed i.i.d. and mean-zero, one can use the (ait−bit) terms
to estimate the parameters of the productivity bias function Λ.

An alternative possibility is that firms’ productivity bias is a function of their previous
productivity. This is analogous to the ‘excess sensitivity’ of output expectations discussed
in literature on managerial and financial expectations. In our context, this type of bias
means firms expect their productivity to increase/decrease between the current and next
period if it has increased/decreased in recent periods. This type of bias is hard to
accommodate if it specifically relates to firms’ persistent productivity (i.e. ωit). If,
however, firms’ biased beliefs over next-period productivity bias is determined by their
current and recent overall productivity (i.e. ωit + ϵit), one could modify the algorithm
above accordingly.

1. Pick an initial vector of bias function parameters, λ̂0, and an initial vector of
productivity terms (of length N × T ), ε̂0.

47



2. For iteration r, implement the NPR estimation algorithm using(
Eit[yit+1|Iit]−

∫
f(kit+1, lit+1;β)dFit(lit+1)− Λ(Xit; λ̂r−1)

)
as the argument of the

smooth function Ψ, to obtain coefficient estimates β̂r, where Xit includes ε̂it,r,
ε̂it−1,r and any other firm attributes that are believed to determine bias in firms’
expectations of their next-period productivity.

3. Use β̂r to calculate ait =
(
Eit−1[yit|Iit−1]−

∫
f(kit, lit; β̂r)dFit−1(lit)

)
and bit =

yit − f(kit, lit; β̂r). Calculate b) for all periods that outcomes are observed and the
difference (a-b) for all periods that both expectations (needed to calculate a), and
outcomes (needed to calculate b), are observed.

4. Obtain an updated estimate of the bias function parameters λ̂r via estimation of

(ait − bit) = Λ (Xit−1;λ)

Obtain an updated estimate of the productivity terms as b)

ε̂r = yit − f(kit, lit; β̂r)

5. Compare λ̂r to λ̂r−1 and ε̂r to ε̂r−1. If the difference across both vectors is suffi-
ciently small the stop, if not then repeat from step 2.

Case 4: Imperfect Knowledge of the Production Technology

In Subsection 2.4 we show that, if firms’ have imperfect knowledge of the production
function parameters then, in the case of Cobb-Douglas technology,

g(ωit) = Eit[yit+1|Iit]− (β0 + βkkit+1 + βlEit[lit+1|Iit])− Λ (kit+1,Eit[lit+1|Iit]; Υi) .

This is very similar to case 2 above, where bias in firms’ expected productivity is a func-
tion of observables. As in this case, the baseline NPR algorithm can be embedded within
an outer iteration loop to recover estimates of the Υi imperfect information terms. A
nuance is that in this case, and assuming imperfect knowledge of the production func-
tion parameters varies across firms, the function Λ (·) should be estimated as a random
coefficients model.

The exposition here assumes Cobb-Douglas technology but extends to any production
function where imperfect knowledge of the functions’ parameters can be rewritten as
the function evaluated at the true parameter values and an additive term capturing
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firms’ imperfect knowledge. However, we note that this is a particular case of imperfect
information that confines firms’ imperfect knowledge to the parameters of the production
function rather than its functional form. Imperfect information of the latter type is
insurmountable.

C Monte Carlo setup

Our Monte Carlo setup closely follows that of Ackerberg et al. (2015), the details of
which are described in their Appendix. We repeat the key details here to ease readers’
understanding of our results.

C.1 Production function and productivity process

We consider a gross output production function that is Leontief in the material input:

Yit = min
{
β0K

βk
it L

βl
it e

ωit , βmMit

}
eϵit ,

where β0 = 1, βk = 0.4, βl = 0.6 and , βm = 1. ϵit is a mean-zero measurement error
distributed i.i.d. over firms and time with standard deviation 0.1. The productivity
shock ωit follows and AR(1) process:

ωit = ρωit−1 + ξit,

with ρ = 0.7. The standard deviation of ωit is constant over time and equal to 0.3, which
is achieved via the parameterization of the normally distributed innovation ξit and the
initial values ωi0.

C.2 Firm choices

Firms’ labor and material input choices are static in the sense that a firm’s choice in
period t has no implications for their choices in subsequent periods. This implies there
are no adjustment costs in labor or materials which, combined with the other assumptions
of our Monte Carlo setup, yield analytic solutions to the firms’ decision problem.43

ACF consider several DGPs that differ in the timing of firms’ labor choice. Specifi-
cally, ACF consider DGPs where firms’ labor input in period t is chosen in an intermediate
period (t− 1 + b) with 0 < b < 1, without full knowledge of the productivity shock ωit.

43. Alternatively one could incorporate adjustment costs and solve the firms’ problem numerically as
in Bond and Söderbom (2005).
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ACF include this dimension as their estimator is robust to such input timing, whereas the
LP estimator is not. While our Monte Carlo algorithm can accommodate such timing,
and we indeed replicate ACF’s analysis below, we do not focus on this DGP in the results
reported in the main text. Our baseline DGP therefore features firms that choose labor
and materials concurrently in period t, with full knowledge of current-period productivity
ωit. Similarly, while ACF consider DGPs featuring firm-specific wages, we do not focus
on them in our simulations with firms instead facing a common time-invariant wage.

Under these assumptions, the labor choice that maximises firms’ expected profits is

L∗
it =

(
β0βlK

βk
it e

ωit

)1/(1−βl)
, (19)

and the optimal level of materials is

M∗
it = β0K

βk
it L

∗βl
it eωit . (20)

Capital is a dynamic input that evolves according to

Kit = (1− δ)Kit−1 + Iit−1,

where δ = 0.2 represents depreciation. Investment is subject to convex, firm-specific
adjustment costs given by

ci(Iit) =
ϕi

2
I2it,

where 1/ϕi is distributed log-normally across firms with sigma 0.6. While such firm-
specific heterogeneity in capital adjustment costs renders the OP estimator inconsistent
in all DGPs, it is included to generate variation in capital across firms comparable to
that observed in both ACF’s and our data.

Under the assumptions described above, ACF extend the work of Syverson (2001)
and Van Biesebroeck (2007) to obtain an analytical solution for optimal investment using
Euler equation techniques:

I∗it =
β

ϕi

∞∑
τ=1

{
(β(1− δ))τ

(
βk

1− βl

)
β
1/(1−βl)
0

× exp

[(
1

1− βl

)
ρτ+1ωit +

1

2

(
1

1− βl

)2 τ∑
s=0

ρ2(τ − s)σ2
ξ

]}
,

(21)
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where β = 0.95 is the discount factor.44

As emphasised in the main text, the NPR estimator is robust to deviations from
optimality in either labor, materials or investment. ACF highlight the consistency of the
LP estimator requires optimization error in labor but is undermined by optimization error
in any other firm choices. The consistency of the ACF estimator under multiple types
of optimization error is unclear. The DGPs examined in our Monte Carlo simulations
therefore include optimization error in one or more inputs, which we model as

Xit = X∗
ite

ξxit ,

for X ∈ [L, I,M ] where ξxit is normally-distributed i.i.d. optimization error with mean
zero and standard deviation σ2

ξL
= σ2

ξI
= 0.37 for labor and investment and σ2

ξM
= 0.185

for intermediates (see footnote 21).
A detail to note is that optimal investment will have a different analytical solution

from equation (21) when labor deviates from optimality. Specifically, when σ2
ξL

> 0,
ACF derive that optimal investment becomes

I∗it =
β

ϕi

∞∑
τ=1

{
(β(1− δ))τ

(
βk

1− βl

)
β
1/(1−βl)
0

× exp

[(
1

1− βl

)
ρτ+1ωit +

1

2

(
1

1− βl

)2 τ∑
s=0

ρ2(τ − s)σ2
ξ

]}
× [β

βl/1−βl

l e
(1/2)β2

l σ
2
ξL − β

1/1−βl

l e
(1/2)σ2

ξL ].

C.3 Expectations

The NPR estimator applied to a Cobb-Douglas production function requires data on one-
period-ahead expectations of log labor and log output. To simulate these expectations,
we rely on the expressions for firm choices described above.45 Specifically, we have

Eit[ωit+1|Ωit]] = ρωit,

44. The assumption of constant returns to scale means that optimal investment does not depend on
the current capital stock.

45. The derivations here assume that firms take optimization error into account when forming expec-
tations of next-period labor. However, since the optimization error becomes additive in the equation for
log labor and is mean-zero, the expression is the same if one instead to suppose that firms are ‘naive’ in
the sense that they continually expected optimal choices to be realised despite repeated experience to
the contrary.
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and hence

Eit [ln (Lit+1) |Ωit] = Eit

[
ln
(
L∗
it+1e

ξLit+1

)]
= Eit

[
ln
(
L∗
it+1

)]
+ Eit

[
ξLit+1

]
= Eit

[
ln
((

β0βlK
βk
it+1e

ωit+1

)1/(1−βl)
)]

+ 0

= 1
(1−βl)

(ln (β0βl) + βkkit+1 + Eit [ωit+1])

= 1
(1−βl)

(ln (β0βl) + βkkit+1 + ρωit) .

This in turn implies

Eit [ln (Yit+1) |Ωit] = Eit

[
ln
(
min

{
β0K

βk
it+1L

βl
it+1e

ωit+1 , βmMit+1

}
eϵit+1

)
|Ωit

]
= Eit

[
min

{
ln
(
β0K

βk
it+1L

βl
it+1e

ωit+1

)
, ln (βmMit+1)

}
|Ωit

]
+ Eit [ϵit+1|Ωit]

= Eit

[
min

{
ln
(
β0K

βk
it+1L

βl
it+1e

ωit+1

)
, ln

(
βmβ0K

βk
it+1L

βl
it+1e

ωit+1eξ
M
it+1

)}
|Ωit

]
,

where the replacement of ln (min {a, b}) with min {ln(a), ln(b)} that occurs in the tran-
sition from the first to the second equality implicitly assumes the arguments of the min
function are always strictly positive. To evaluate the right hand side expectation we
leverage results in Nadarajah and Kotz (2008), specifically their equation (11). This
states that for Y = min(X1, X2), where (X1, X2) is a bivariate Gaussian random vector
with means (µ1, µ2), variances (σ2

1, σ
2
2) and correlation coefficient ρ, we have:

E [Y ] = µ1Φ

(
µ2 − µ1

θ

)
+ µ2Φ

(
µ1 − µ2

θ

)
− θϕ

(
µ2 − µ1

θ

)
, (22)

where θ =
√
σ2
1 + σ2

2 − 2ρσ1σ2. Take then X1 ≡ β0 + βkkit+1 + βllit+1 + ωit+1 and
X2 ≡ βm +mit+1. Conditional on Ωit, (X1, X2) is bivariate normal with µ1 = µ2 ≡ µ =

E
[
ln
(
β0K

βk
it+1L

βl
it+1e

ωit+1

)
|Ωit

]
= E[βm + mit+1|Ωit] since optimality for the Leontief

production function implies that ln
(
β0K

βk
it+1L

βl
it+1e

ωit+1

)
= βm + mit+1 and the (log-)

optimization error in intermediates has mean zero. Using equations (19) and (20 ) we
can also obtain that σ2

1 = [β2
L/(1 − βL)

2 + 1]σ2
ξ , σ

2
2 = σ2

1 + σ2
ξM

and ρσ1σ2 = σ2
1. This

means that θ =
√
σ2
1 + σ2

1 + σ2
ξM
− 2σ2

1 = σξM . Applying equation (22) to our context
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yields

Eit [ln (Yit+1) |Ωit] = Eit [min (β0 + βkkit+1 + βllit+1 + ωit+1, βm +mit+1) |Ωit]

= µΦ (0) + µΦ (0)− σξMϕ (0)

≈ 0.5µ+ 0.5µ− 0.3989σξM

= µ− 0.3989σξM .

C.4 Simulation details

We consider a panel of 1000 firms observed over 10 time periods. For comparability with
ACF’s setup, our baseline specification follows their parameterization, which is intended
to match key aspects of their data: 95% of the variation in capital being across-firm
(versus within-firm), and the R2 of a regression of capital on labor approximately equal
0.5. These moments are similar in our data at 93% and 0.4 respectively.

To avoid results depending on the arbitrary initial distribution of capital across firms,
we initialize all firms with ki0 = e−10 ≈ 0. We simulate firms for 100 periods and select
the 10 periods in our estimation panel as the last of these, by which time the impact of
the initial values appeared minimal.

C.5 Replication of ACF simulations

To confirm correct implementation of the MC routine, Table 10 repeats key DGPs of
ACF’s Table 1. The table shows moments of parameter estimates obtained by applying
the OP, LP, ACF and NPR estimators to data simulated under the three distinct DGPs
considered in Ackerberg et al. (2015). The coefficients obtained from an OLS levels
regression of yit on a constant, lit and kit are also provided for comparison. Each panel
of the table contains results pertaining to the DGP indicated in the panel heading, while
the results for the various estimators are given in rows. As acknowledged by ACF, the
consistency of their estimator is compromised by the existence of multiple minima in their
optimization routine, which causes it to sometimes converge to implausible parameter
values (see footnote 16 in ACF). For this reason, we also provide results for the ACF
estimator conditioning on simulation runs that obtained capital and labor parameter
estimates within the 0-1 range.

As expected, the OLS estimates and OP results are biased throughout, with bias
in the latter due to firm-specific capital adjustment costs violating OP’s monotonicity
condition. As shown by ACF, the LP estimator is sensitive to assumptions regarding the
timing of firms’ labor decision and the presence of firm-specific wages: whereas LP out-
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performs ACF when labor is chosen at time t, wages are homogeneous across firms and
there is optimization error in labor (‘DGP 2’ in the table), it fails to recover consistent
estimates when labor is chosen at some intermediate ‘t − b’ period and/or wages are
heterogeneous across firms. The first sub-panel of within each DGP panel shows the
ACF estimator is robust to DGPs 1 and 2 (if one discards ‘implausible’ results where
either βk or βl lie outside the 0-1 range), but becomes biased when the assumptions of the
first two DGPs occur in combination (DGP 3). The second sub-panels within each DGP
show the performance of both the LP and ACF estimators deteriorate as measurement
error is added to firms’ material input. The NPR estimator, by contrast, achieves highly
precise and consistent estimates across all DGPs and is unaffected by measurement error
in materials.
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Table 10: ACF Monte Carlo Results

βl = 0.6 βk = 0.4
Mean Median S.D. MSE Mean Median S.D. MSE N runs

DGP 1 - Serially Correlated Wages and Labour Set at Time t− b

No materials measurement error
NPR 0.600 0.600 0.002 0.000 0.397 0.400 0.013 0.000 500
OLS 1.028 1.028 0.005 0.183 -0.010 -0.010 0.008 0.168 500
OP 0.865 0.865 0.006 0.070 0.177 0.177 0.011 0.050 500
LP -0.000 -0.000 0.003 0.360 1.000 1.000 0.000 0.360 500
ACF 0.819 0.600 0.817 0.714 0.123 0.398 1.031 1.138 500
ACF |(βl, βk ∈ (0, 1)) 0.599 0.599 0.010 0.000 0.401 0.401 0.022 0.000 466

Materials measurement error ∼ N(0, 0.5)

NPR 0.600 0.600 0.002 0.000 0.397 0.400 0.013 0.000 500
OLS 1.028 1.028 0.005 0.183 -0.010 -0.010 0.008 0.168 500
OP 0.865 0.865 0.006 0.070 0.177 0.177 0.011 0.050 500
LP 0.601 0.601 0.009 0.000 0.572 0.573 0.018 0.030 500
ACF 0.837 0.660 0.530 0.337 0.197 0.421 0.674 0.495 500
ACF |(βl, βk ∈ (0, 1)) 0.659 0.659 0.010 0.004 0.424 0.424 0.017 0.001 449

DGP 2 - Optimization Error in Labour
No materials measurement error

NPR 0.600 0.600 0.003 0.000 0.400 0.400 0.005 0.000 500
OLS 0.919 0.919 0.002 0.102 0.098 0.098 0.004 0.091 500
OP 0.840 0.840 0.004 0.057 0.162 0.161 0.008 0.057 500
LP 0.600 0.600 0.003 0.000 0.401 0.400 0.013 0.000 500
ACF 0.823 0.601 1.043 1.135 0.161 0.401 1.125 1.320 500
ACF |(βl, βk ∈ (0, 1)) 0.600 0.600 0.009 0.000 0.401 0.401 0.016 0.000 478

Materials measurement error ∼ N(0, 0.5)

NPR -2.4e+08 0.979 7.6e+08 6.4e+17 2.4e+08 0.027 7.6e+08 6.4e+17 500
OLS 1.000 1.000 0.001 0.160 0.000 0.000 0.002 0.160 500
OP 1.000 1.000 0.002 0.160 0.007 0.003 0.009 0.155 500
LP 1.000 1.000 0.004 0.160 0.001 0.001 0.013 0.160 500
ACF -691.895 0.397 1151.381 1.8e+06 693.350 0.619 1149.967 1.8e+06 500
ACF |(βl, βk ∈ (0, 1)) 0.678 0.694 0.134 0.024 0.323 0.306 0.137 0.025 262

DGP 3 - Optimization Error in Labour and Serially Correlated Wages
and Labour Set at Time t− b (DGP 1 plus DGP 2)

No materials measurement error
NPR 0.600 0.600 0.002 0.000 0.399 0.400 0.009 0.000 500
OLS 0.948 0.948 0.005 0.121 0.100 0.101 0.009 0.090 500
OP 0.805 0.805 0.006 0.042 0.241 0.242 0.012 0.025 500
LP 0.372 0.372 0.004 0.052 0.813 0.814 0.020 0.171 500
ACF 0.632 0.608 0.239 0.058 0.343 0.374 0.306 0.097 500
ACF |(βl, βk ∈ (0, 1)) 0.608 0.608 0.007 0.000 0.372 0.374 0.022 0.001 491

Materials measurement error ∼ N(0, 0.5)

NPR 0.600 0.600 0.002 0.000 0.397 0.400 0.013 0.000 500
OLS 1.028 1.028 0.005 0.183 -0.010 -0.010 0.008 0.168 500
OP 0.865 0.865 0.006 0.070 0.177 0.177 0.011 0.050 500
LP 0.601 0.601 0.009 0.000 0.572 0.573 0.018 0.030 500
ACF 0.811 0.660 0.491 0.285 0.229 0.422 0.627 0.422 500
ACF |(βl, βk ∈ (0, 1)) 0.659 0.659 0.010 0.004 0.423 0.424 0.017 0.001 456

Note: number of replications given in the ‘N runs’ column pertains to the number of MC replications out of 500

that returned estimates with both βl and βk in the 0-1 range. The true values of βl and βk are 0.6 and 0.4

respectively. l is ln(labor), m is ln(materials), k is ln(capital) and i is ln(investment).
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D Supplementary Results

Figure 2: MES 2017 Turnover Questions
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Table 11: Association Between TFP and Firm Performance: 2015-2019

NPR ACF OLS Mean N
Electronics

Exit -0.007 -0.008 -0.007 0.006 2480
(0.006) (0.006) (0.006)

∆t+1,t+2(l) 0.012 0.008 0.011 0.009 1319
(0.007) (0.007) (0.007)

∆t+1,t+5(l) 0.070∗∗ 0.055∗ 0.065∗ 0.038 575
(0.034) (0.033) (0.034)

Retail
Exit -0.010∗∗∗ -0.010∗∗∗ -0.009∗∗∗ 0.015 19966

(0.001) (0.001) (0.001)
∆t+1,t+2(l) 0.004∗∗∗ 0.004∗∗∗ 0.004∗∗∗ 0.025 7699

(0.001) (0.001) (0.001)
∆t+1,t+5(l) 0.017∗∗∗ 0.015∗∗∗ 0.018∗∗∗ 0.082 3107

(0.005) (0.006) (0.005)
Restaurants

Exit -0.003 -0.001 -0.007∗∗ 0.024 3730
(0.003) (0.003) (0.003)

∆t+1,t+2(l) 0.016 0.007 0.008 0.06 1404
(-0.01) (0.009) (0.009)

∆t+1,t+5(l) 0.021 -0.009 -0.018 0.214 532
(-0.05) (0.048) (0.050)

Note: table shows OLS estimates of the parameter on TFP from regressions that relate the outcome
given in the row title to TFP implied by the production function estimator denoted by the column
title. ‘Exit’ is a dummy variable that takes the value of 1 in period t if the firm is recorded as dead in
administrative data in period t + 1 and zero otherwise. ∆t,t+s(l) are log differences in labor between
period t + 1 and t + s. Data is taken from the ABS between 2015 and 2019 inclusive. ∗/∗∗/∗∗∗ denote
significance at the 10/5/1 percent level respectively.

D.1 Translog production function

The parameters of a translog production function can be estimated via the basic NPR
algorithm outlined in section 2 by setting

yit = f(kit, lit;β) + ωit + ϵit

= β0 + βkkit + βllit + βk2k
2
it + βl2l

2
it + βklkitlit + ωit + ϵit.

In this case, construction of the argument of the non-linear function NPR uses to

57



control for ω requires data on E[l2it+1|Ωit]. We calculate this as

E[l2it+1|Ωit] = Var[lit+1|Ωit] + E[lit+1|Ωit]
2

= σl + µ2
l ,

where µl and σl are the mean and variance of the lognormal distributions we fit to firms’
subjective expectations of year-ahead labor. Our assumptions on capital mean kit+1 ∈
Ωit, and hence the other additional terms in the control function are straightforward to
obtain as k2it+1 and kit+1E[lit+1|Ωit].

Tables 12-14 contain translog parameter estimates obtained via NPR, ACF and var-
ious OLS estimators. The l̄ and k̄ rows contain the estimation sample means of l and
k respectively, which are used to calculate the mean partial derivatives given in the ∂y

∂l

and ∂y
∂k rows. The ‘Cobb-Douglas Wald’ row gives the Wald statistic of a test that the

non-Cobb-Douglas parameters (βl2, βk2, βlk) are all equal to zero and Row ‘Cobb-Douglas
P-Value’ gives the corresponding p-value. These rows show the NPR estimates fail to
reject Cobb-Douglas technology in the electronics industries. Although Cobb-Douglas
technology is rejected by NPR in the retail industry, the mean partial derivatives of 0.91
with respect to labor is within the 95% confidence interval of the NPR Cobb-Douglas
estimate of βl (0.80 with standard error 0.11), while the mean partial derivative with
respect to capital is identical to the NPR Cobb-Douglas estimate of βk (see Table ??).
We therefore focus on the Cobb-Douglas results in our main analysis.
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Table 12: Electronics: Translog Production Function Coefficient Estimates

NPR OLS OLS FD OLS FE ACF
βl1 0.95∗ 0.97∗∗∗ 0.63∗∗ 0.83∗∗∗ 0.91∗∗∗

(0.55) (0.17) (0.28) (0.27) (0.24)
βk1 -0.04 0.04 0.12 0.24∗ -0.21

(0.39) (0.09) (0.09) (0.13) (0.24)
βl2 0.04 0.07∗∗ 0.00 -0.00 0.06

(0.09) (0.03) (0.04) (0.04) (0.11)
βk2 0.05∗∗ 0.06∗∗∗ 0.01 0.00 0.05

(0.02) (0.01) (0.01) (0.01) (0.04)
βlk -0.08 -0.12∗∗∗ -0.03 -0.05∗ -0.07

(0.07) (0.03) (0.02) (0.03) (0.09)
l̄ 3.95 3.97 3.98 3.98 3.97
k̄ 7.60 7.61 7.63 7.64 7.61
∂y
∂l 0.70∗∗∗ 0.60∗∗∗ 0.43∗∗∗ 0.46∗∗∗ 0.81

(0.11) (0.04) (0.13) (0.09) (0.81)
∂y
∂k 0.39∗∗∗ 0.44∗∗∗ 0.09 0.07 0.25

(0.09) (0.03) (0.06) (0.06) (0.19)
Cobb-Douglas Wald 4.92 52.42 2.18 5.25 2.33
Cobb-Douglas P-Value 0.18 0.00 0.54 0.15 0.51
N obs. 472 917 458 895 917
N firms 422 422 411 400 422

Note: dependent variable is log turnover. Parentheses contain standard errors. NPR standard errors
calculated from 100 bootstrap replications. Column titles indicate estimation methods. ∗/∗∗/∗∗∗ denote
significance at the 10/5/1 percent level respectively.
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Table 13: Retail: Translog Production Function Coefficient Estimates

NPR OLS OLS FD OLS FE ACF
βl1 1.77∗∗∗ 1.15∗∗∗ 0.73∗∗ 0.60∗∗ 1.10

(0.35) (0.09) (0.35) (0.26) (1.90)
βk1 0.09 0.22∗∗∗ 0.02 0.02 -0.02

(0.18) (0.07) (0.04) (0.04) (0.32)
βl2 -0.08∗∗ -0.02 -0.03 0.00 -0.35

(0.04) (0.02) (0.05) (0.04) (0.41)
βk2 0.01 0.01∗∗ 0.00 0.00 0.02

(0.01) (0.01) (0.00) (0.00) (0.02)
βlk -0.03 -0.03∗ -0.02 -0.01 -0.08

(0.04) (0.02) (0.02) (0.02) (0.07)
l̄ 3.91 3.92 3.93 3.93 3.92
k̄ 6.80 6.69 6.83 6.71 6.69
∂y
∂l 0.91∗∗∗ 0.79∗∗∗ 0.43∗∗∗ 0.52∗∗∗ -2.11

(0.11) (0.04) (0.09) (0.08) (2.05)
∂y
∂k 0.16∗∗∗ 0.26∗∗∗ -0.01 -0.01 -0.01

(0.05) (0.03) (0.02) (0.02) (0.04)
Cobb-Douglas Wald 9.44 24.95 2.07 1.10 2.50
Cobb-Douglas P-Value 0.02 0.00 0.56 0.78 0.47
N obs. 2084 4057 2023 3967 4057
N firms 1853 1853 1807 1763 1853

Note: dependent variable is log turnover. Parentheses contain standard errors. NPR standard errors
calculated from 100 bootstrap replications. Column titles indicate estimation methods. ∗/∗∗/∗∗∗ denote
significance at the 10/5/1 percent level respectively.
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Table 14: Restaurants: Translog Production Function Coefficient Estimates

NPR OLS OLS FD OLS FE ACF
βl1 0.66∗ 0.79∗∗∗ 0.33 0.20 1.07∗∗∗

(0.35) (0.09) (0.34) (0.31) (0.40)
βk1 0.50∗ 0.06 -0.10 -0.16 0.17

(0.28) (0.09) (0.27) (0.22) (0.45)
βl2 0.01 0.00 -0.00 0.01 -0.12

(0.05) (0.03) (0.04) (0.04) (0.11)
βk2 -0.02 0.01∗ -0.00 -0.00 -0.03

(0.04) (0.01) (0.01) (0.01) (0.04)
βlk 0.01 -0.00 0.04 0.05 0.11

(0.07) (0.04) (0.04) (0.04) (0.12)
l̄ 4.48 4.51 4.53 4.54 4.51
k̄ 7.67 7.69 7.74 7.73 7.69
∂y
∂l 0.80∗∗∗ 0.76∗∗∗ 0.63∗∗∗ 0.68∗∗∗ 0.90∗∗

(0.08) (0.05) (0.09) (0.09) (0.40)
∂y
∂k 0.28∗∗∗ 0.26∗∗∗ -0.00 0.02 0.20

(0.07) (0.05) (0.10) (0.07) (0.32)
Cobb-Douglas Wald 0.74 13.07 3.83 5.58 1.46
Cobb-Douglas P-Value 0.86 0.00 0.28 0.13 0.69
N obs. 462 879 421 838 879
N firms 430 430 392 389 430

Note: dependent variable is log turnover. Parentheses contain standard errors. NPR standard errors
calculated from 100 bootstrap replications. Column titles indicate estimation methods. ∗/∗∗/∗∗∗ denote
significance at the 10/5/1 percent level respectively.
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