
 

JDSR 6(4) (2024) 77-91  10.33621/jdsr.v6i440468 
 

www.jdsr.io  Published under a CC BY-SA license 
  77 
 

JOURNAL  D I G ITAL
SOCIAL  RES EARCH

OF

AI policymaking as drama  
Stages, roles, and ghosts in AI governance in the United 
Kingdom and Canada 

Alison Powell1 and Fenwick McKelvey2 

1 London School of Economics, United Kingdom 
2 Concordia University, Canada 

 
 fenwick.mckelvey@concordia.ca 

Abstract 
As two researchers faced with the prospect of still more knowledge mobilisation, 
and still more consultation, our manuscript critically reflects on strategies for 
engaging with consultations as critical questions in critical AI studies. Our 
intervention reflects on the often-ambivalent roles of researchers and ‘experts’ in 
the production, contestation, and transformation of consultations and the publicities 
therein concerning AI. Although ‘AI’ is increasingly becoming a marketing term, 
there are still substantive strategic efforts toward developing AI industries. These 
policy consultations do open opportunities for experts like the authors to contribute 
to public discourse and policy practice on AI. Regardless, in the process of 
negotiating and developing around these initiatives, a range of dominant publicities 
emerge, including inevitability and hype. We draw on our experiences contributing 
to AI policy-making processes in two Global North countries. Resurfacing long-
standing critical questions about participation in policymaking, our manuscript 
reflects on the possibilities of critical scholarship faced with the uncertainty in the 
rhetoric of democracy and public engagement.  
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1. Introduction 

The Honorable Minister of Innovation, Science and Industry François-Philippe Champagne (2023) rose 
to introduce Canada’s new AI regulation, the Artificial Intelligence and Data Act, before a Canadian 
parliamentary committee. Champagne extolled its virtues and the process: “I think the bill shows that we 
have listened to Canadians and parliamentarians, as we have done for other legislation. I gather there 
were more than 300 meetings or consultations with individuals who provided input into the process.” 
Many questioned when and where those meetings happened. Critical technologist Andrew Clement 
finally received the list – only to discover that the consultations mostly happened with industry (and after 
the Bill’s release) (Castaldo, 2023). One of the authors appeared on the list of consultees – but for 
discussions that took place after the Act had launched. So much for being an influential expert. Instead, 
what had been perceived as a friendly meeting became part of a spectacular number, part of the opening 
act in the Act’s dramatic passage. This scene is one of many that have caused to your authors to wonder: 
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How can two policy scholars make sense of AI governance, of technology policy, if the consultations 
seem so staged? 

What began in our self-reflection has become a deeper attempt to understand the particular complexity 
of AI as technology governance. Your authors started to reflect on the roles afforded to academics and 
critical technology policy scholars asked to participate in the emerging field of AI governance, when our 
expertise in policymaking also rests on our capacity to be continuously up-to-date with emerging 
technologies that are often being promoted in ways that mystify, rather than clarify their social impact 
(Powell, forthcoming). Our collaboration – emerging from shared debriefs about being played-out or 
outplayed in what-can-seem-like consultation theatre – turned toward a broader reflection on what AI 
governance is as a certain mode of publicity, of a way of public-sense making about a new technology. 
Rather than focusing on matters of framing or problematization (Bacchi, 2009; van Hulst & Yanow, 
2016), we have instead considered the dramatic function of policy debates to specifically question the 
roles and opportunities provided to scholars participating in these debates.  

Our contribution to the special issue is a reframing of the terms of the AI policy debate from two 
technology policy scholars, on two sides of the Atlantic contending with wave after wave of AI 
controversy and consultation. Our tempest is the drama that has become AI governance. Our reflections 
take place amidst growing demand for consultations to legitimate artificial intelligence and specifically 
generative AI by governments and industry (cf. Palmås & Surber, 2022). Our reflection concerns AI’s 
policy publicities as well as our sense of a growing ambivalence in the face of an expectation to play 
one’s part in the legitimation of technoscientific capitalism (Birch, 2017; Nagy & Neff, 2024). Our article 
unfolds as follows: we first theorize our position on policy making as drama, then discuss how we can 
use this to understand current AI policy research agendas. Next, using examples from AI policy-making 
dramas in both the UK and Canada, we discuss how scenes are set through reference to different issues, 
giving benefit to some players over others. We then outline the roles that academics are invited to play 
as consultants, ‘good academics,’ maybe even as policy operators. This offers a new way to understand 
AI governance by attending to the drama as process, the staging of scenes that coordinate participation, 
the roles afforded to academics, and, oh yes, the ghosts. The stages where policy dramas play out can 
include ghosts - unacknowledged presences of past and active exclusions. We conclude by reflecting on 
how our actions as policy actors can be haunted by our past efforts, and what we might gain (or lose) 
from ghosting the process. 

2. Understanding AI policy as drama 
We theorize (along with many others) that policy making, like so many human endeavours, is dramatic. 
There are policy actors, there is a stage, and there are different scenes that unfold as the narrative 
progresses. We find ourselves on these stages from time to time. Different scenarios form set piece scenes 
in the narrative: public consultations where the chorus is invited to recite lines drawn from the rough-
and-tumble world of experience, or closed, Chatham-House-Rules meetings where side conversations in 
the corridors reveal or obscure the potential for agreements, misalignments, or capitulations. Sometimes, 
metaphorically speaking, someone is concealed behind an arras. If occasionally the drama bursts on to 
screens, more often the stages seem mundane.  

Drama is an antagonist for conventional policy scholars. Harold Lasswell co-constructed the policy 
sciences as expert-led, scientific project for governments and academics to govern societies (Turnbull, 
2008). Merely suggesting that policy making might involve power plays breaks character with this part 
of the field’s foundations. Certainly, we risk tarnishing our reputation as competent policy scholars by 
emphasizing the drama, but you can only watch so many AI executives act out their version of 
Oppenheimer-like regret before questioning the policy sciences. Instead, we observe how Schön and Rein 
(1994) argue that making better policy does not require always making ‘better’ rational decisions, but 
instead involves the policy participant having a more refined awareness of their own position in the 
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drama. Stone (1997) argues that policy making always involves conflicts over ideas, which are enacted 
through staged arguments. These orientations towards the dramatic, along with the acceptance of the 
diverse and often competing roles that play out across multiple scenes, help to clarify what policy making 
- and policy conflicts - are doing.  

Our approach then differs from much of the other policy literature on AI in considering AI governances 
as a dramatic process. Much of the existing literature focuses on the consequences of policies about AI 
(Acemoglu, 2021; Angwin et al., 2016; Buolamwini & Gebru, 2018). On one hand, research has focused 
on AI governance as addressing existential challenges (not risk) where research aims to define key 
problems (e.g., explainability, traceability, or bias) that necessitate governance reforms (Büthe et al., 
2022; Gasser & Almeida, 2017; Knight et al., 2024). At the most abstract level, AI has prompted a fruitful 
debate over the nature of contemporary governance and governmentality (Amoore, 2022; Fourcade & 
Gordon, 2020; Yeung, 2018). On the other, there is a growing turn toward understanding the discourses 
of national AI strategies as evidence of empirical policy trends. Studies range from comparative 
evaluation to more critical work describing the underpinning imaginaries that legitimate these polices 
(Bareis & Katzenbach, 2021; Hansen, 2021; Vicente & Dias-Trindade, 2021). We find inspiration in both 
joining to a class of spectators wondering how long AI government can maintain the status quo while 
claiming AI is revolutionary while also attending to the everyday efforts of AI governance. Amidst these 
two trends, our approach joins a growing interdisciplinary interest in the practical roles of AI governance 
(Sætra et al., 2022; Widder, 2024).  

In this paper, we position our lived experiences and academic engagement in relation to what might be 
called a performative turn in critical policy studies (Clarke et al., 2015; Lea, 2020; Lipsky, 2010). John 
Clarke, Dave Bainton, Noémi Lendvai, and Paul Stubbs inspired us in their writing on policy as: “a way 
of imagining the world as an object of intervention; as a way of enrolling subjects into a process of acting; 
and as a practice that seeks to produce effects, including the act of ‘taking the politics out of things’” 
(2015, p. 34). This allows policy to be understood as something that itself moves or contains movement 
and dynamism, “unlocking the narrow confines within which ‘policy’ is conventionally enclosed - the 
rational, technocratic world” (2015, p. 33). Through this we can explore how contradictory entities tussle 
between and within themselves to create ideas that position and discipline different groups of people in 
different ways. We aim to provide a language to understand AI governances as lived drama, beginning 
with, an assessment of how policy is staged.  

2.1 Breaking the fourth estate / wall: Policy, stages and scenes 

“Mr. ChatGPT goes to Washington” read the headline of the CNN title about Sam Altman’s testimony 
before Congress (Fung, 2023a). Mr. Altman showed up before the television cameras to play the role of 
a good CEO. Why not compare the testimony to a movie? Altman had to wear a suit – a costume his now-
jailed contemporary Sam Bankman-Fried only started to put on when he, too, went on trial. Altman 
exceeded expectations in his role. One glowing review of Altman’s performance reads “OpenAI CEO 
Sam Altman seems to have achieved in a matter of hours what other tech execs have been struggling to 
do for years: He charmed the socks off Congress” (Fung, 2023b). What a way to win over the audience 
of regulators. Altman’s success in staging gives us a good reason to understand AI policy as drama. The 
suit helped put him the role as an ethical technoscientific capitalist. Regardless of what might have 
transpired inside OpenAI, Altman was obliged to enact a responsible proxy for the firm. Altman’s 
successful performance – one that a critic might argue displaced attention from deep concerns about the 
direction of the industry – is presently what has us wondering about the extent to which policy success is 
in the staging, and how this serves to conform to expectations of the performance – and thereby to 
influence the outcome. 

If critical policy studies have a public role in responding to AI (Paul, 2022), then we encourage a 
reflection on how policy consultations are staged – often as media events – and to what extent this staging 
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displaces attention that might otherwise focus on the “epistemic forgeries” (Katz, 2020), at the heart of 
AI. These forgeries include assumptions that AI innovation is inevitable – and that it can be made 
unproblematic or even ‘safe’ if only policy processes can be properly focused. The staging of policy 
dramas reflects this effort to contain and constrain policy making. Consider some of the settings such as 
the computer science conferences run by the ACM and the closed meetings hosted by technology 
companies, venerable Institutions, or government agencies where the drama unfolds away from the public 
eye. Of course, some actors have the capacity to move across various settings, shaping how the dramas 
are staged: OpenAI, Meta, Alphabet, Microsoft. If you watch long enough, you might see actors change 
into corporate costumes after playing other roles - perhaps in research, or within regulatory bodies – 
revolving doors operate on these stages too (Bates, 2013).  

The AI policy making stage has also been growing, and the players are striding out into a runway 
cutting all the way through the theatre. The fourth wall is breaking. Members of the audience are leaping 
up and declaring interests in being part of this drama, too, proclaiming an interest in the proceedings. But 
to be sure, this is not Brechtian theatre where the audience can play along. A friction endures between 
the construction or instantiation of a public and policy formation (Marres, 2005). There is growing 
attention to the “consultation theatre” around AI, a charade where the consultation serves more as a 
chance for governments to perform their role as stewards of public opinion and showcase their ability to 
respond, but not actually to affect to shape policy (M. Jones & McKelvey, 2024). Not being able to look 
away might be the best defense of democracy these days when the public’s only motivation is to watch 
the drama as a spectator. 

Policy drama might also be an effect of how the mass media plays expectations on the policy process, 
what Maarten Hajer (2009) identifies as a ‘mediatized’ policy making. From this perspective, the 
cinematic aspect of Altman’s US Congress appearance is not accidental. Steven Coleman (2013) 
describes how politics construct drama, and how cultural performance applies not only to the micro-
interactions of interpersonal relationships but also to macro-political organizations like television. People 
justify their interactions through drama, or what Isabela and Norman Fairclough (2013) call the ‘practical 
reasoning’ behind these processes. A reasoning that, we find elsewhere, journalism has largely failed to 
provide, getting publics to worry about existential risks and taking the promise of large-language models 
as the next step to general artificial intelligence at face value (McKelvey & Roberge, 2023). But we are 
foreshadowing too much; let us show how AI policy scenes are set, and how the change of these scenes 
influences which voices are heard on stage. 

2.2 From ethics to existential risk to safety - the UK policy scenes 2016-2024 

One of your authors has watched many of these scene changes in the UK over the past decade. Concern 
about ethics and AI started as a problem for the ‘good society’ (Cath, 2018; Floridi, 2014). The policy 
scene expected players to describe AI’s ethics and values (Jobin et al., 2019; Mittelstadt et al., 2016). 
Action in the mid-2010s focused on ethical principle statements for AI (European Union, 2019; UK 
Government, 2019), and subsequent discussions of how to put them into practice (Stark & Hoffmann, 
2019). For a brief period, corporate actors played along, issuing statements and constituting company 
ethics boards (Taylor & Dencik, 2020). By 2020, however, AI harms were accruing regardless of these 
ethics statements (Morley et al., 2023).  

The academic aspects of the policy scene started to consolidate into discussions drawing on 
disciplinary expertise, for example, involving technical concerns about model design or auditing capacity 
(Sloane, Moss, Awomolo, et al., 2022; Sloane, Moss, & Chowdhury, 2022) – changing the language and 
behavior of the scene in ways that sometimes left players like your authors in the wings (Gansky & 
McDonald, 2022).  

Then the scene changed. Different stories tried to nuance the discussion of ethics, expanding it to cover 
various areas of practice, and then to attempt to connect these suggested areas of practice to regulatory 
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capacities (Sætra et al., 2022). In the UK, these efforts drew from traditions of technology policy-making 
focused on responsibility (Owen et al., 2013; Stilgoe, 2018, 2019) and engineered-in trustworthiness 
(Naiseh et al., 2022; Schneiders et al., 2023). 

These scenes structured what was focused on, by whom, and at what time. A mismatch with the 
unfolding scene might create confusion or result in being moved off stage as we have experienced. One 
author was part of the JUST AI project, a pilot hosted by then-recently-founded Ada Lovelace Institute.  
JUST AI employed feminist lab methods to convene conversations and hold space for dissent and 
foregrounded the inclusion of arts and artistic methods in reframing how the conversations about AI ethics 
were occurring – away from the statements of principle and corporate boards and in a collaborative, 
collegial, and slow-moving manner. JUST AI’s networked approach was a backdrop against which to 
choreograph the entries of new actors whose script and position could generate research, conversation, 
and action on racial justice, repairability, and environmental sustainability as aspects of AI ethics work. 
The scenes in play in the early 2020s UK ethics drama complicated this. A JUST AI Fellowship focused 
on racial justice in AI supported artists and creative researchers interested in the use of AI in border 
technologies, the policy gaps relating to differential impacts of AI on racialized populations, and how the 
white supremacist origins of AI might be re-imagined (Chander & Nation, 2021), which challenged some 
of the more reductive discussions about bias mitigation (Buolamwini & Gebru, 2018; Gong et al., 2020). 
The unfolding conversations on these topics joined other working group discussions of the environmental 
ethics of AI (including its repairability), and the a disability-led discussion of the potential for both rights 
of access to AI and rights to its refusal (Hickman & Serlin, 2018; Newman-Griffis et al., 2023). These 
ethical conversations were bracing, contentious, and sometimes difficult to place within the policy scene. 
JUST AI events convened wide public audiences and influential academic participants (JUST-AI, 2023), 
but the project’s focus on systemic injustice and large-scale environmental impact sometimes felt out of 
synch with other work at Ada Lovelace that engaged directly in the policy scenes attracting attention at 
the time.  

The scene changed again; the revolving door whirled, and by 2023 the focus was on risk and safety, 
rather than ethics. This was solidified in the European Union’s AI Act, which rested on an assumption 
about managing and regulating riskier applications of AI. But this script was influenced by actors with 
particular interests (Hendrycks & Mazeika, 2022; Turchin & Denkenberger, 2020) and increased attention 
to the capacities of Large Language Models, especially ChatGPT. A new set of actors introduced the idea 
of existential risks to human society that could result from significant technical developments in AI. Led 
by Nick Bostrom in Oxford and backed by significant funding from the technology industry, the ‘long-
termist’ approach focused on the existential risks to the entire human race of unimpeded, speculative AI 
development (Gebru & Torres, 2024). By late-2023 the language had shifted from existential risk to safety 
– with the initial discussion still focused on large-scale threats and ‘doomsday’ scenarios now also 
accompanied by concerns about the development of multi-purpose or ‘foundation’ models in response to 
the commercialization of ChatGPT. In the dramatic and media-friendly AI Safety Summit convened by 
the UK Prime Minister in November 2023 highly visible actors called for the testing of AI ‘foundation’ 
models and the management of AI “for good” in a ‘pro-innovation’ framework (Hawes & Hall, 2023). 
The structure of the AI Safety Summit as an invitation-only meeting of many industry representatives, a 
handful of high-level politicians and selected academics (not your authors), foregrounded a cheery, 
media-friendly narrative of ‘safety’. Very few of the UK’s diverse range of civil society stakeholders 
were invited. A parallel set of events branded as the AI Fringe (2023) was organised by a research 
consultancy and bundled together sector-specific discussions of including AI and work, access rights, and 
public accountability. 

The resulting “Bletchley Declaration” focused on the safety of ‘foundation models’ and called for the 
establishment of AI safety institutions – but might have had negligible impact on the UK’s current AI 
regulatory frame, which focuses on principles of safety, transparency and explainability, fairness and 
accountability, and contestability and redress (UK Government, 2024). Results from the AI Fringe have 
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included the TUC’s AI Regulation and Employment Right Bill (Allen & Masters, 2024). Globally, more 
attention has been paid to the environmental impact of the use of AI systems, sometimes as an aspect of 
safety (Falk & van Wynsberghe, 2023) – demonstrating how a shift in the scene can bring an idea in from 
the wings.  

These shifting scenes and focal points have required participants in policy dramas to develop a kind of 
improvisational agility, moving between scenes along with actors whose positions might also be 
changing. In the case of JUST AI, for example, the project’s funding and institutional support rested on 
a partnership between the Ada Lovelace Institute, its background funder the Nuffield Foundation, and the 
UK’s Arts and Humanities Research Council. The think-tank, the funders and the project all maneuvered 
across a rapidly changing policy scene, where reflections about ethics and the creation of new ways of 
networking across disciplines ceded space to direct interventions in government policy and technically-
driven discussions about audit or features design (see Groves et al., 2024). JUST AI’s contributions, 
including its Fellowship and commissioning of creative work, advanced ideas such as environmental 
sustainability that were not, at the time of the project, direct objects of policy development, although they 
have subsequently emerged as such. However, efficacy in policy making is often judged against 
experiences in the present rather than potential in the future, especially in a reactive context where 
researcher and other experts are called upon to continue to define or defend the ‘public interest’. JUST 
AI’s focus on environmental sustainability and repairability took some time to become salient within UK 
policy drama. To date, its work on rights, access, and refusal of AI systems from the perspective of critical 
disability studies has not yet become so. This is testament to what we’ve explored through this section – 
the ways that policy ideas, practices and potentials are captured within shifting scenes. Of course, within 
each of these scenes, scholars like us are called on to perform specific roles.  

3. Some tentative roles for aspiring AI policy scholars 
Your authors have been called to stage to perform as expert witnesses in Canada and the United Kingdom 
on a range of technology-influenced social issues, over the past decade and more. Now though, the 
intensity of AI consultations – this moment when governments and corporations are trying to advance 
AI’s acceptability – have us questioning what it means to play a role to participate in AI policymaking.  

Roles are both individual and collective. The role “refers to a cluster of behaviors and attitudes that are 
thought to belong together, so that an individual is viewed as acting consistently when performing the 
various components of a single role and inconsistently when failing to do so.” (R. H. Turner, 2001, p. 
233). Within these roles, Peter Burke claims that actors (or agents), exercise their agency in ways that are 
proper to the scenes they are participating in. “It is a principle of drama that the nature of acts and agents 
should be consistent with the nature of the scene” (Burke, 1945, p. 3). As your authors don and doff 
various costumes and move between various roles, we keep in mind these insights. Language matters in 
these settings, as Coleman identifies, but performance does too. Performing is “a culturally pragmatic 
strategy for the production of shared meaning” (Coleman, 2013, p. 330). Policy making, especially 
technology policy making, contends with both increasingly mediatized aspects of decision making (where 
strategic media visibility can mean leveraging policy positions) and with the influence of entrepreneurial 
innovation contexts (see Irani, 2015), which have also impacted the roles that professors and university 
researchers occupy. This generates conflicts between roles that different actors can play, and the extent 
and quality of their agency. 

Based on our shared experience, we offer a few possible roles a policy scholar might play. In the next 
section, we draw on our experiences and observations as experts in the spaces to identify where 
academics, researchers, and intellectuals – domain experts, in other words – are invited and expected to 
act in AI policy-making dramas. We also explore the space of ambivalence or haunting that can 
accompany this performance of expertise and the strange experiences that can result when our actions 
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seem out of line with roles, are haunted by what came before, or suggest potential futures that jar with 
the scenes at play. 

3.1 The Consultant / Hired Gun / The Ronan 

The first role is that of an intellectual worker as a consultant-for-hire. Getting paid is not the issue 
(participation should always be fairly compensated); rather, the concern relates to the point at which 
expertise becomes sponsored research (see Goldenfein & Mann, 2023). The role of the consultant 
acknowledges that much of academia maintains relationships with corporate partners that might aid or 
support broader lobbying agendas. Academics have been accused of being too close to the AI industry, 
or what Meredith Whittaker describes as “the steep cost of capture” where “the tech industry’s dominance 
in AI research and knowledge production puts critical researchers and advocates within, and beyond, 
academia in a treacherous position” (2021, pp. 51–52). The issue has become particularly pronounced in 
regards to sponsorship from artificial intelligence firms, where the Washington Post finds that 6 out of 
10 AI researchers with disclosures of funding come from AI (Menn & Nix, 2023). Dependence does not, 
necessarily, determine participation in policy, but more structurally, these findings establish a synergy 
between corporate and academic institutions that may translate into tacit support. Luke Stark at Western 
University made an important statement in 2021 when he turned down $60,000 of Google funding after 
Google fired many of its AI ethics teams (Metz, 2021). Stark’s decision illustrates the rarity and potential 
of refusal, highlighting the fact that more commonly decisions are made that involve accepting funding 
and then later navigating fraught relationships.  

3.2 The Good Academic 

A proper academic would never have written this section. They would review submissions to policy 
consultations to identify emergent frames, ideally using double-blind coding, and then present a weighted 
summary of positions and key clusters. We did not do that. Instead, we quickly popped backstage and 
glanced over the script to see what scene we were playing now based on a story in the media. We saw a 
ghost in the corner, a memory of how this played out last time. We know how to play the “good academic” 
we are just not doing it right now. 

One role for “the good academic” is to act as an independent voice, playing a reliable role as a good 
policy actor. This role is part of the foundation of policy studies, which Laswell argues are “concerned 
with knowledge of and in the decision processes of the public and civic order” (1971, p. 1) . Lasswell 
called for these positions to be defended, to be independent, and capable of being objective. This means 
that the ‘good academic’ is meant to be doing the work of doing research, in line with the expectations 
and norms of their field. The ‘good academic’ role differs from an on-demand consultant because their 
obligations come from the field, empiricism, and objectivity, rather than the contract.  

A final consideration and one that is a looming challenge for objective AI research in general, is how 
“good academics” perform objectivity amid debates over methodology and critiques of their approaches. 
Presenting technical expertise in policy-making settings can put great strain on the role. An example of 
such a strain came from a performance one of the authors made during policy debates about Net Neutrality 
– a precursor to AI debates in requiring proof of the presence of bias in an infrastructural technology 
(McKelvey, 2018). Fenwick has an embarrassing tale of working with computer scientist Dave Choffnes 
to prove that one of Canada’s mobile service providers had been modifying some of its 
telecommunication equipment to prioritize certain applications over others (Li et al., 2016). Done at the 
last minute, this transcript is the only record remaining of the brief exchange: 

103 McKelvey: I understand some of the – my argument here will introduce new evidence and I’m wondering if I have 
permission to introduce this evidence in support of our submissions earlier? 

104 THE CHAIRPERSON: Why were you unable to provide this evidence earlier? 
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105 McKelvey: It’s a great question. Working with a – by any serendipity honestly, I’m working in a new project working 
in measurement in Canada trying to understand and apply new internet measurement techniques to understand the 
operations of systems such as differentiate service provisions. 

106 And it was only in early September that I knew of a methodology that is going to be presented at the internet 
measurement conference this November 2016 that I was – found out about it and it was basically over the past last month 
that I was able to actually deploy and use this measurement and try to support arguments we’ve made previously as part 
of our submission. 

107 THE CHAIRPERSON: Okay. Well, we’ll take your arguments under advisement but go ahead and --- 

108 McKelvey: Okay. 

109 THE CHAIRPERSON: But that doesn’t mean ultimately we will necessarily admit it on the record. 

With the evidence presented, questions turned to questions of telecommunication policy, and the 
infrastructure operator rejected Fenwick’s assertion. Another opportunity for leveraging evidence in 
policymaking passed. The stage did not want to discuss academic methods, now was the time for 
deliberation of the law. 

The example provides a warning to policy scholars of the limits of the “good academic” role here is 
not likely to be consensus on what counts as safe or risky AI, and no specific piece of evidence is going 
to be accepted as objective. Indeed, one strategy in climate science communication is for lobbyists to 
introduce facts as controversial, or debatable - just to raise enough doubt to thwart the efforts of the policy 
sciences (Hess, 2014). Fenwick’s story should act as a corrective for any “good academic” hoping that 
some data and a novel method will expose bias and convince regulators. Instead, the method was not 
legible, indeed the whole project of offering “objective” Internet Measurement has become something of 
a hobby project since its only large Internet Service Providers willing to invest in the methods – maybe a 
warning to who is going to fund and legitimate the next AI audit?  

3.3 The Policy Operator 

The strains of the ‘university in ruins’ (Readings, 1997) drive the emergence of the policy operator, our 
third role. In this mode “the concept of scholarship as cultural production . . . is articulated through ideas 
about economically impactful deliverables, including a narrowly defined set of public engagement and 
outreach activities” (Luka et al., 2015, p. 177) . This role can involve working for hire as contractor, or 
alternatively an embrace of these norms to become something of a policy entrepreneur, speculating on 
the potential to develop new spaces of intervention. This can happen when “visibility and self-promotion 
naturally accompany a corporatized culture, requiring deliverables and impact to stand in for a broader 
conception of scholarship as cultural production” (Luka et al., 2015, p. 191). What could be more 
measurable than policy impact? The policy operator combines the pressures of the neoliberal university, 
the need for self-branding and greater visibility with the demand for good-faith participants in government 
policy. The mix, when successful, can be remarkable, producing a scholar able to manufacture a brand of 
authority, steer the policy agenda, and gain prominence through the new metrics of knowledge 
mobilisation. The policy operator then becomes a name who must be consulted. Your authors recognize 
our own ambivalence towards the policy operator that matches a sense of the position’s power. We also 
recognize a concern over the demands to keep up, to be in the game, and to support or even benefit from 
a concentration of power in academia (noting its attendant inequalities, especially for those of us also 
tasked with managing students, programs, and departments alongside our performances in policymaking). 

Canada’s AI policy has been driven by policy operators, whose positions can grow to shape domestic 
and international policy scenes. Recently we have witnessed a strange performance by two of its three 
“godfathers of AI”. These figures had occupied an oversized role in Canada’s media as evangelists 
(Dandurand et al., 2023). Geoffrey Hinton and Yoshua Benigo then broke with the third ‘godfather’ Yann 
LeCun to publicly worry over AI’s existential risks. Their rise to celebrity can matched 2023’s summer 
blockbuster, Oppenheimer – or what was called the “Oppenheimer moment” (Tharoor, 2023). Hinton and 
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Benigo filled the role of today’s Oppenheimers for AI – a role that had them make frequent testimony 
about the risks of AI. 

The Oppenheimer moment helped legitimate Canada’s AI policy agenda. Canada tabled its first AI 
legislation, the Artificial Intelligence and Data Act (AIDA), in Spring 2022. AIDA attracted little public 
attention until Benigo signed the Institute for the Future’s Open Letter to Pause AI Experiments a year 
later, Spring 2023. As the letter attracted international attention, Bengio joined most of Canada’s AI 
establishment to sign a second letter calling for the swift passage of AIDA as the kind of urgently needed 
regulation called for in the first Open Letter. The combination of letters became a mediated spectacle. 
The once-AI-evangelists offered a pious second act of regret and reflection, all to compel the bill’s swift 
passage – a mix of personal drama and public pressure that seems a hallmark of the policy operator. 
Champagne (2023) in the speech mentioned above expressly mentions the first letter, claiming “You 
don’t need to take it from me, but I would advise you to read the letter that was signed by Yoshua Bengio, 
and hundreds of people from around the world, warning us that we need to take action.” The policy 
operator is one who knows how to command the drama to advance their policy agenda. (We say this as 
an observation, not commentary. Off-stage, the two letters reminded one author of what it means to not 
be a policy operator after signing a civil society letter calling for reforms to AIDA not mentioned in the 
Act’s introduction.) 

Our first three roles: the consultant, the good academic and the policy operator, create mechanisms to 
carry micropolitical sensibilities into the macropolitical, providing relatively well-specified opportunities 
for academics to leverage their sense of public accountability and influence. However, we notice that 
there are other, more ambivalent positions that involve divergent interpretations of the public interest. 
These other positions might engage what we refer to, following Tess Lea, as policy hauntology. This can 
occur through echoes of past policy paths not taken or through the framing of potential future policy 
objects. The unstable temporality of interventions can make these efforts seem haunted by ghosts of past 
or future.  

4. A policy hauntology: Ghosts, ghosting and ambivalence 

Critical policy theorist Tess Lea understands policy hauntology, as “the ways policies past and present 
are physically incorporated, having (insidiously or noisily), seeped into lives, affecting probable destinies 
and shaping overall circumstances, if not immediately then certainly as a powerful stimulus” (2020, p. 
117). Jacques Derrida introduced hauntology at one of Marx’s many wakes. Hauntology, to Derrida, 
meant, something else, “this element itself is neither living nor dead, present nor absent: it spectralizes” 
(1994, p. 63). Derrida uses the figure of the ghost as an object of hauntology “because it points toward a 
thinking of the event that necessarily exceeds a binary or dialectical logic, the logic that distinguishes or 
opposes effectivity or actuality” (1994, p. 78). The purpose here is to surface our shared collective 
frustration in having to perform AI as a new problem, as requiring “new” innovations, while haunted by 
past failed technology policies. Sometimes the whole drama seems just like another mediocre Hollywood 
update in the tired franchise of public interest technology regulation. 

Technology policy is haunted by past technology. In Canada, this was illustrated by an attempt to AI 
and smartphones to automate COVID-19 contact tracing by applying AI models to tracking smartphone 
proximity. To work, the system needed a certain threshold of public adoption – a novel idea, but one 
haunted by Canada’s ongoing challenges to extend smartphone and internet connectivity to all, and the 
mobile services regulatory frameworks that have resulted in unaffordable mobile services. The problem 
was not AI, but what happened before AI. Similarly, the difficulty in advancing issues of the 
environmental cost of AI in the UK was related to a policy context wherein the government at the time 
focused on extending oil and gas exploration rather than discussing climate commitments. Our sense of 
haunting has a lot to do with critical scholar Eve Tuck and C. Rae’s interpretation of the function of horror 
in understanding cultures of justice. They write,  
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The difference between notions of justice popularized in US horror films and notions of justice in these examples of horror 
films from Japan is that in the former, the hauntings are positioned as undeserved, and the innocent hero must destroy the 
monster to put the world in balance again (though predictably, several of the hero’s companions who are women or people 
of color will likely be sacrificed along the way). In the latter, because the depth of injustice that begat the monster or ghost 
is acknowledged, the hero does not think herself to be innocent, or try to achieve reconciliation or healing, only mercy, 
often in the form of passing on the debt. (Tuck & Ree, 2013, p. 642)  

The haunting is a force and a demand - to acknowledge past failures, or to begin at a place of humility. 
At the very least it is a rejection of the hype. So, we welcome the horror of haunting - that danger that 
threatens to bring the curtains down - because the other option is to have the same old tropes performed 
once again. 

Hauntology helps us understand what the silence threatens. Critic Mark Fisher (2012) discussed 
hauntology to understand the ways that innovation cannot escape prior social forms. The relationship 
between technology governance and industrial strategy has always been awkward. Technology in a 
Western context is often tied to economic growth and innovation economies. This alignment obfuscates 
human rights and social impacts or (perhaps at best) offers a calculus of trade-offs of how to manage 
innovation responsibly. These challenges predate artificial intelligence but resonate as soon as claims of 
a ‘fourth industrial revolution’ or a transformation in employment enter the discussion. That histories, 
those pasts, become what Tess Lea sees as a policy hauntology – “the deeply saturated effects of past 
policies.” (2020, p. 30).  

Ghosts, however, are part of hauntology as observation, and hauntology as strategy. Writer and scholar 
Billy-Ray Belcourt wrote his Poltergeist Manifesto to acknowledge that “there are forms of life 
abandoned outside modernity’s episteme whose expressivities surge with affects anomalous within the 
topography of settler colonialism” (2016, p. 24). The poltergeist is the “noisy ghost” that shows up when 
you build your house on the old graveyard. The noise speaks “speaking into existence an anti-subjectivity 
that emerges in the aftermath of death or murder” (2016, p. 26). A poltergeist is one ghost, a strategy for 
Belcourt, to find a queer indignity. Their ghost inspires us. The ghosts on stage are frankly unsettling to 
the whole performance. Climate is an excellent example. In a climate emergency, AI power demand is 
not only firing up old coal plants, it is diverting energy that might otherwise be used for housing (Simpson, 
2024). The play now is to keep talking around the climate issue (Hogan, 2020) without disrupting 
anything fundamental. “Keep going, can’t you, keep going!” Hamm yells in Beckett’s play Endgame. 
Ghosts keep the play moving.  

Maybe we can just up and ghost the process - not participate? Another kind of haunting is to be present 
in absence, or to settle into ambivalence. As Kearnes and Wynne argue, ambivalence can be interpreted 
as an “engaged – rather than passive – mode of relating to technological determinism” (2007, p. 131). 
Our efforts have generated such ambivalence. Perhaps we can see this kind of haunting in relation to how 
the JUST AI project engaged with AI policy issues, revealing temporal and conceptual ruptures in the 
policy through its attempt to reshape the models and practices through which AI policy was considered. 
JUST AI’s lab models and slow discussions formed part of variously composed struggles against the 
automatic embedding of technologically-determinist understandings of innovation in technology policy, 
and the related expectation that social scientist policy scholars should be consistently up to date on 
specific technical risks. Working to frame issues before time and to resist constant extraction played at 
the ambivalent edge of participating and exiting. 

To haunt could be to stay in the room but break the part by rejecting the frame, or to stay in the room 
and to operate rigorously in the interests of the most marginalised. Tess Lea foregrounds this approach 
when she describes the role of the ‘institutional killjoy’ who points out the future hauntings that the policy 
might produce, while also insisting on the integrity of the policy process. As Lea writes, “institutional 
kill-joys are those who, working hard to pull benefits from policy opportunities, insist that contracts be 
honoured, promises be kept, accounts be held, corruptions be resisted, projects have fidelity, and people 
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be respectfully supported” (2020, p. 14). The institutional killjoy may not be a good academic; but they 
are a good advocate and are often found acting stringently in the public interest.  

A question raised by the killjoy’s role concerns how and in which ways these goals contradict the pace 
and scope of the policy drama as it unfolds. As such, this fourth role opens a question that may also haunt 
the policy actors as they enter the stage: what happens when policy processes become obscure, 
improvisational, or difficult to square with the previously considered notions of the ‘public interest’? 
What happens when an actor’s micro-sensibilities meet the messy meso-level of policy drama? 

5. Ghosting the future: Ambivalent and generative outcomes 
In determining whether our policy performances have been effective, we often examine the scene itself. 
Was there a Colombo moment, where the regulator was so swayed by evidence that we could yell, ‘aha!’? 
Unlikely. Did my performance sound confident? Did I read the room? What is more common is that the 
ghosts of the past haunt the present and prefigure the future. For drama to make sense we need to 
understand both the stage and what haunts it. 

In this article we have consciously employed the terms of drama - staging, scenes, roles, and theatrical 
ghosts – to illuminate some of the complexities of academic participation in technology policy making, 
especially AI policy making. We have outlined how the staging of policy making can favour 
performances from already-powerful (often corporate) actors, and how shifting policy scenes and themes 
challenges the performance of expertise. We have briefly explored some of the roles that policy actors 
play in sustaining AI policy’s publicities, and the way that these roles are haunted by our past experiences 
and our anticipations of how developing technology in the public interest might, should, or could unfold. 
In our experience, we have both observed and occasionally played several of these roles, although we 
also observe how the intensification of AI policy-making’s publicities at present involves processes that 
produce erasures of policy topics and policy perspectives. The implications of these erasures include the 
potential undermining of epistemic justice and the exclusion of marginalised voices, or the thinning out 
of democratic oversight processes in favour of policy capture by louder (often commercial or corporate) 
voices. We contend that participation in the AI policy drama and its attendant publicities produces 
ambivalent positions, as represented by our ghosts on the stage of the drama. These ghosts remind us of 
what could have been as well as what still might become. Accepting this ambivalence, including its 
dynamism, improvisational and oppositional nature may be important to feed, nourish and develop the 
practice of the public interest, which lives in the messy meso-level between our own sense of justice and 
the macro structures of the world.  

Our aims feel unfulfilled, and ambivalences remain. Yet scenes do change – perhaps not in the ways 
we expect. In Canada, the current AI bill seems dead in the water, likely to die with the end of Parliament 
all the while attention has shifted to AI safety (probably as part of Canada’s own performance on a global 
stage). For JUST AI, considerations of racial justice and ecological sustainability of AI systems initially 
slid out of view. This created a policy blind spot, since the results of the project were not easy to place 
within the shifting policy drama unfolding at the time. While the project’s efforts to bring strong 
standpoint epistemology and epistemic justice perspectives (see Fricker, 2007) into AI policy making 
may not have been remarked on the main stage, they may remain as ghosts to haunt future projects, or 
even to step into future policy scenes (Powell, forthcoming). One year after the project’s close, 
environmental sustainability has subsequently become a policy frame, while racial justice is addressed 
functionally in discussions of bias rather than through systemic efforts to consider the connections 
between innovation, exploitation, and systemic injustice. Disability-led design and the necessity for 
justified refusal of AI systems remain marginal policy topics that killjoys struggle to place in full view 
(Barron, 2024). Meanwhile, although large-scale strategic funding reframes the role of arts and 
humanities research as in service to, rather than critical of innovation (a recent strategic project “is 
dedicated to integrating Arts, Humanities and Social Science research more fully into the Responsible AI 
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ecosystem” (BRAID, 2023)), other funding calls focus on ‘a new model of research leadership and 
teamworking” and invites pilot experiments in organizing research more collaboratively (UKRI, 2014). 
Prototyping policy options may feel ambivalent, but the spectres it raises glimmer in the corners of future 
policy stages. 
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