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Text-based conversational agents (CAs) are widely deployed across a number of daily tasks, including in-
formation retrieval. However, most existing agents follow a default design that disregards user needs and 
preferences, ultimately leading to a lack of usage and an unsatisfying user experience. To better understand 
how CAs can be designed in order to lead to effective system use, we deduced relevant design requirements 
from both literature and 13 user interviews. We built and tested a question-answering, text-based CA for 
an information retrieval task in an education scenario. Results from our experimental test with 41 students 
indicate that following a user-centered design has a significant positive effect on enjoyment and trust in a CA 
as opposed to deploying a default CA. If not designed with the user in mind, CAs are not necessarily more 
beneficial than traditional question-answering systems. Beyond practical implications for effective CA design, 
this paper points towards key challenges and potential research avenues when deploying social cues for CAs.

CCS Concepts: • Applied computing → Interactive learning environments; • Computing methodolo-
gies → Natural language processing; • Human-centered computing → Laboratory experiments.
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1 INTRODUCTION
Conversational agents (CAs) have been deployed in a wide range of domains and applications 
including assisted driving [33], customer service [5], health therapy [4], security [53], and education 
[32, 77]. Based on natural language processing (NLP) and machine learning (ML) models, such 
agents can be tailored towards a particular interaction context or target group. They thereby 
commonly adopt social cues to facilitate acceptance, enjoyment and achievement of interaction 
goals [20]. A predominant and promising task for CA interaction is information retrieval [56], 
especially in the fields of healthcare, e-commerce, and education [21, 37]. Traditional information 
retrieval and question-answering systems including email, websites, or simple FAQ sheets allow 
users to access relevant information [10, 63, 66]. However, each of these systems comes with certain 
limitations, including delayed response time, a lack of information and system quality, unstructured 
and excessive amounts of information, as well as enforcement of personal information disclosure
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[2, 68]. The rise and commercial availability of (customized) CAs offer to overcome previously
raised issues of personalization, responsiveness, and availability. CAs promise to redefine human–
computer interaction (HCI) and can thus change how information is retrieved and understood
[53].

More interestingly, CAs offer a more natural and effortless, even human-like interaction. Despite
the wide reliance on CAs and their social cues, most existing CAs are not grounded in evidence
from theory. Simultaneously, when it comes to natively built CAs or CAs deployed in a particular
domain, default versions are commonly relied upon [9, 11, 22]. We believe that grounding the design
of text-based CAs in established theory can increase the CA’s effectiveness and can contribute
significantly to the acceptance of and trust in the provided information [24, 49]. While much
research points towards the potential of the anthropomorphization of agents and the embedding
of social cues within CAs, little is known about the downstream consequences of such design
features. As part of this study, we are interested in understanding and investigating the effect of
user-centered, social design cues of a CA on behavioral task outcomes beyond perceptual and
intentional variables.
This paper focuses on applying a user-centered, theory-driven dual design science approach

to a CA deployed in an information retrieval task. We designed a text-based CA called Hermine
that supports students in retrieving course-relevant information and in posing course-related
questions. We thereby followed a theory-motivated approach where we systematically reviewed
literature in the field of question-answering, education technology, and HCI to derive concrete
requirements and principles for the design of a CA for learning-related information retrieval. In a
subsequent step, we identified user requirements from 13 semi-structured interviews with students.
In consideration of the requirements derived from literature and users, we built a prototype and
ultimately a final version of Hermine, which we tested as part of multiple design hypotheses
with potential users. To create Hermine, we (1) implemented the derived design principles and
functionalities and (2) developed question-answering models through ML-based interaction intents
to model a learner–tutor question and answering scenario using Python frameworks flask, spaCy,
and Chatterbot. To evaluate our design and assess the impact of our CA, we compared Hermine
to a traditional question-answering system and a non-design-driven CA that did not incorporate
our derived design principles. As part of an online lab experiment, we asked participants (N =
41) to retrieve information on a university course in order to answer six learning-related and
course-related questions. We found that students interacting with the CA designed based on our
design principles provided more correct answers to all questions than students from the other two
treatment groups (traditional question-answering system and non-design-driven CA). More so,
users interacting with Hermine trusted the provided information more and reported higher levels
of enjoyment throughout the task. Our study results do not find proof that a non-design-driven CA
performs significantly better than a traditional question-answering system.
The main contribution of this paper is twofold: First, we demonstrate the effectiveness of

developing a theory-motivated and user-centered CA by comparing Hermine with an instantiation
of current default CAs for information retrieval and a traditional question-answering system in
an educational scenario. The results demonstrate the benefits of leveraging NLP and ML to foster
a user-driven design for CAs. Second, the findings of our experimental evaluation depict that
deploying a CA is not always the most desirable option, in particular when it is not explicitly
designed with the user in mind.
The paper is organized as follows. We first review related literature on the design of CAs

and introduce the concept of social response theory and its relevance for CA design. Next, we
describe our text-based CA for information retrieval of course-related content. We then describe
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the methodology of our experiment and discuss related results. Lastly, we offer implications for
theory, design, and practice.

2 RELATEDWORK
This section presents related work on CAs and information retrieval, information retrieval tasks in
educational settings, social response theory, and user-centered design for CAs.

2.1 Conversational Agents and Information Retrieval
CAs are dialogue-based interfaces built with NLP that enhance existing tools through a text-based or
speech-based conversational interaction [46, 55, 61]. Providing such a conversational experience can
be achieved through CAs’ ability to identify, understand, and react to user intents, either through
natural sentence structures or keyword triggers. CAs can be implemented in a variety of electronic
hardware, such as smart personal assistants (e.g., Amazon’s Alexa) or wearables, allowing for new
forms of HCI. Ultimately, beyond general-purpose deployments (i.e., Apple’s Siri or Amazon’s
Alexa), CAs allow for services to become more accessible (i.e., healthcare) or for companies to
improve their operational efficiency [70] and thus can be implemented in a domain-specific context.
The increasingly sophisticated interaction quality of CAs raises the question of how particular
tasks currently handled by traditional, non-conversational, and static systems can be enhanced
through a novel, conversational design to ultimately enhance the user experience and improve task
outcomes.
In particular, CAs for question-answering offer to retrieve relevant information easier, faster,

and more effectively while enabling a more adaptive, social, and personalized user experience
[32]. Embedded in CAs, this novel technology replaces traditional information retrieval systems
[63], such as users searching for answers in matching texts using keywords [6]. Furthermore, CAs
promise to speed up the information search process by allowing individuals to directly acquire the
correct response to their queries rather than browsing through a collection of potential replies
[53]. Research has shown that dialogue-based question-answering is more natural to humans than
traditional keyword searches, especially for individuals with poor technical skills [71]. As a result,
conversational CAs reshape how people access and retrieve data by improving ease of use [49] and
user acceptance rates [24] for information retrieval tasks.

2.2 Information Retrieval Tasks in Educational Settings
MOOCs as well as traditional large-scale lectures at universities face the challenge of providing
students with individualized support. In fact, public universities exhibit student–educator ratios of
100 to 1, with this ratio even rising to 10,000 to 1 for time-independent and location-independent
online formats [73, 80]. With the decreasing capacity to directly address every student and each
request, this lack of student support leads to dissatisfaction, increased course dropout rates, and
poor learning outcomes [8, 19]. The possibility to address students’ simple and personal questions
is naturally hindered, and educators are often confronted and overwhelmed with large amounts of
repetitive questions.

Currently, question-answering tasks to communicate with educators and retrieve relevant learn-
ing material are still largely handled through human interactions as well as static interfaces such
as websites or FAQ documents [12]. Besides the social component, human–human interaction
through email or telephone offers students tailored and personalized responses and the possibility
to ask follow-up questions on a more detailed level. At the same time, however, student requests
result in an information overload on the educator side, which can ultimately lead to delayed
and non-satisfactory responses for students, particularly with regard to educator–learner ratios
nowadays [12, 68]. Alternatively, students can obtain course-relevant information from university
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websites or FAQ documents, which offer on-demand availability independent of time and place
[66]. Nevertheless, website information and FAQ documents remove social interaction and the
personalization of answers while easily overwhelming the user with large amounts of information
[2].

This is where the potential of CAs comes into play. Extant research demonstrates the opportunities
for and applicability of CAs being used in large-scale educational settings within and beyond
information retrieval tasks. First empirical results illustrate the positive effect of their deployment
on student engagement, participation levels, and course continuation [29, 73]. Ultimately, CAs
for information retrieval tasks can be deployed to provide students with precise and personalized
information about learning concepts, course contents, or administrative issues. Specific tasks
include information retrieval on financial services, study content, enrolment, and admissions, or
technical problems.

Studies on CAs for information retrieval and educational scenarios have focused on the technical
feasibility of developing and embedding question-answering systems in CAs (e.g., [12, 39, 50]). For
example, [44] used a forwarding chaining ontology to create a CA for question-answering tasks for
students on Dialogflow. [12] described how to build a Telegram-based question-answering CA using
Dialogflow and how to improve its capabilities. To collect question-answering data, [68] evaluated
a novel framework for supporting dataset development. However, there is less research on the
interaction design, perception, and adoption of Q&A chatbot services for students, as [12, 68, 73]
point out.

2.3 Conversational Agent Design and Social Response Theory
Beyond improving systems’ response qualities, non-functional aspects such as the design of CAs
and their interactions with students have been named as crucial research avenues to be explored
[48, 68]. Explicit design cues have to be considered and deployed in order to allow for an effortless,
flexible, and natural interaction. CA design is concerned with how design features regarding the
embodiment, the interaction, and communication structure, as well as the anthropomorphization
of CAs can be tailored towards particular contexts, tasks, and user needs [17].

In fact, current literature on CAs and question-answering agents for education neglects a design
perspective that considers a question-answering agent for a particular learning scenario [77].
Empirical findings from other CA deployment contexts illustrate how little modifications of CA
design features can have a detrimental impact on users’ perception, behavior, and performance
[18, 69]. Extant literature has sparsely explored both the use of CAs for information retrieval tasks
in an educational setting and, most importantly, the specific design requirements that arise in
this context. Compared to traditional information retrieval and question-answering systems, CAs’
underlying design enables an adaptive, natural, and social interaction. Thanks to developments in
both dialogue system and visual embodiment areas, fluid conversational interactions and visual
embodiment of CAs became possible from the 1990s onwards [64]. More recently, advances in ML
and artificial intelligence (AI) techniques enhanced further the competencies and skills, as well
as perceived naturalness, of CAs, enabling such systems to take on an increasingly human-like
interaction and communication style [62, 65].

Past research has demonstrated how design cues, such as visualizations, for instance, make users
perceive CAs as a character with personality, which has positive effects on the overall interaction
[43]. In fact, HCI studies have revealed that psychological principles come into play when people
interact with computers. CAs exhibiting human behavior can improve user acceptance of and trust
in CAs [76] as user responses to systems are subconsciously triggered by social signals or behavioral
cues. Previous findings point towards peoples’ inclination to respond socially to a human-like
object, i.e., animals but also technology, a phenomenon coined social response theory [42, 43].
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The idea that humans apply social heuristics and respond to ML-based systems such as CAs in an
equally “social manner” as compared to humans might also address the perfection schema, which
refers to humans’ desire for perfect prediction and the assumption that technological artifacts work
perfectly. When a machine exhibits human behavior or traits, however, users are more willing to
accept mistakes occasionally [7, 47]. As a result, social cues offer the potential to improve users’
trust in, acceptance of, and experience with a system [42].
At the same time, it is unclear to what extent social response theory holds for the use case

and task at hand, namely an information retrieval task in an educational setting with students as
users. While much research assumes that human–human interaction and HCI are comparable [42],
certain differences between the two interaction types should be considered [62]. For example, in
human-to-human conversations, sender and receiver can rely on past and contextual information as
the conversation progresses. In an HCI, this is only possible to a certain extent (i.e., by referring back
to information from the chat history). More so, Mou and Xu [40] found that users’ self-disclosure
in terms of communication style is different for the two interaction types, with users being less
extroverted and disclosing less information with CAs. More so, anthropomorphizing a CA can raise
feelings of uncanniness and evoke inappropriate expectations regarding agency and capabilities of
the CA [28, 34, 48].

Many commercially available CAs rely on social cues to increase user engagement and establish
trust. Some of the most widely used social cues include the use of both verbal and non-verbal
communication, i.e., emojis [59], and the agent’s identity, including an avatar name and face [3].
Applying our understanding from social response theory to CAs, the design and related cues of CAs
are crucial in developing and deploying useful, engaging, and trustworthy systems that consider
users’ cognitive, social educational, and emotional concerns [65]. Social response theory has been
successfully applied to user-centered design [16, 27]. Until now, however, research on the potential
of embedding social cues in CAs in educational settings has been scarce [79]. For the design of a
question-answering agent, these findings hold several implications. As HCIs are usually shorter
in terms of duration for information retrieval, CAs should be designed for an efficient procedure,
especially for goal-oriented tasks such as information retrieval. Furthermore, a user’s goals in terms
of task, communication, and relationship should be defined when designing a user-centered CA
[40]. In addition, users’ mental models or beliefs about an interface should be understood, as they
have a critical impact on the user experience and thus influence their perception of and interaction
with the CA [62].

3 DESIGNING A USER-CENTERED CONVERSATIONAL AGENT FOR INFORMATION
RETRIEVAL IN EDUCATION

To investigate how to develop and implement a user-centered design for CAs and how such a user-
centered design affects perceptual and behavioral task outcomes,we designed and built Hermine.
Hermine is a CA for information retrieval tasks in educational settings. Hermine exhibits two main
components: a user-centered conversational interface and question-answering models embedded
in the back end. As illustrated in Figure 1, the basic user interaction with Hermine allows users to
retrieve information on course-related content and pose their own questions.

In order to build a CA for an information retrieval task in an educational setting, we followed two
subsequent procedures, namely a theory-driven top-down approach and a user-centered bottom-up
approach following the build-measure-learn paradigm [52]. The build-measure-learn paradigm
encompasses an integrative design approach for creating a certain application (build), rapidly
evaluating it with the end user (measure), and deriving theoretical and practical implications from
the evaluation (learn) in order to (a) better understand users’ needs and interaction behavior, and
to (b) address these for an optimized user experience.
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Fig. 1. Basic user interaction concept of Hermine: students ask learning-related questions and receive adaptive
answers in a natural conversation based on trained intents, similar as they would by a human instructor.

3.1 Deriving Design Requirements from Literature
For the theory-driven approach, we followed [14] and [72] in conducting a systematic literature
review with the aim to derive theory-based requirements for the design of an adaptive CA for
question-answering queries in large-scale educational settings. We initially focused our research on
studies that demonstrate the successful implementation of question-answering agents in education.
Two broad areas for deriving requirements were identified: human–computer interaction and edu-
cational technology. We only included literature that deals with or contributes to a conversational
knowledge retrieval system in education. On this basis, we selected 41 papers for more intensive
analysis. We grouped related requirements in these contributions into four clusters as literary issues,
which served as theory criteria for our design. The four clusters enclose the literature streams of
(1) social interaction and emotional intelligence of computers [15, 42], (2) usability and design of
information retrieval systems (e.g., [45, 78]), (3) information overload and filtering [30], and (4)
learner-centered design [67].

3.2 Deriving Design Requirements from Users
Building upon the derived literature issues and meta-requirements, we subsequently followed
a user-centered bottom-up design approach. We conducted 13 semi-structured interviews with
students to build an initial understanding of the needs and requirements of potential users regarding
course information retrieval in general, and for a CA for question-answering in specific [26]. The
interviewees were randomly selected students from our university, and each interview lasted
around 20 to 35 minutes. The participants were between 23 and 28 years old; ten were female, three
were male. Our interview guideline consisted of 23 questions about the interviewees’ experience
with CAs, information retrieval in educational settings, and requirements and expectations for a
CA in educational settings. Additionally, we asked participants to draw the design and interaction
with a CA in an academic setting. The overall goal of the interviews was to understand users’ needs
and expectations regarding a CA for information retrieval in an academic course setting.
To evaluate the interviews, a qualitative content analysis was conducted. We thereby followed

the methodological structure proposed by [25] and [35]. Based on an open coding system, we added

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW2, Article 486. Publication date: November 2022.



Conversational Agents for Information Retrieval in the Education Domain: A User-Centered Design Investigation 486:7

descriptive names, namely "codes" while reviewing the qualitative answers for each interview
question along all interviewee answers. The coding hereby enabled us to examine the expectations of
the students regarding the design, interaction, and functionality of the CA for relations, similarities,
as well as differences. The labeling of information followed constructed codes by the analyzer,
mainly relying on academic terms identified in our systematic literature review. Based on the
interviewees’ answers, we developed user stories [13] and later mapped them onto specific design
requirements. While the user stories are exemplary expectations and thoughts of the students, the
design requirements represent categories of similar, grouped codes[60]. To ensure the validity of
our analysis, user stories and requirements were developed by the researcher who also conducted
the interviews, which were later discussed and confirmed by a second researcher. Our results from
the user design requirement analysis are in line with the design of extant conversational agents
deployed in education [54, 74, 75].

We designed three low-fidelity prototypes of Hermine (e.g., screenshots and click-based mockups)
to pretest our design instantiations and to receive an initial understanding of the human–computer
interaction with a CA for large-scale educational information retrieval tasks. We pretested these
design instantiations of Hermine in qualitative studies with a total of ten students, including eight
graduate and two undergraduate students between the ages of 21 and 28. Again, the participants
from the pretest exercise were randomly selected students from the university and differed from
the individuals who participated in the interviews. This procedure allowed us to receive unbiased
feedback on the preliminary design requirements as well as to corroborate expressed expectations
regarding the design with actual impressions. In addition, this pretest enabled us to learn more
about conversation strategies such as the conversational openings or the design of predefined
buttons. For example, we experienced that students prefer to receive predefined answer buttons
with possible question categories in order for them to efficiently receive an answer. Hence, we
incorporated this design cue in the final design of Hermine. 80% of students mentioned that they
would like to use a question-answering system that immediately provides clear and correct answers
in natural language, which we incorporated in design principle 2. Eight of the thirteen students
stated that they would like to use a chatbot for either administrative or organizational questions
to receive quick answers for frequently asked questions (Table 1, design principle 2). From the
responses of a majority of students (60%), we derived the following user story: “As a student, I want
a question-answering system that can respond to my needs and provide me with the best possible
support in answering my questions so that I am not left on my own when looking for information”.
This implies that the system needs to understand the individual needs of each user and needs to be
able to help answer the questions (Table 1, design principle five). Another requirement which we
derived, is the applicability of the question-answering system towards different educational topics
and different semester levels (Table 1, design principle 3). Five students expressed their desire for
a question-answering system that is easily accessible and usable on different devices, which we
incorporated in design principle 4.

3.3 Deriving Design Principles
Consolidating our key findings from both our literature search and our empirical user interviews,
we arrive at five overarching design principles. These design principles underline users’ need for
convenience and support and point towards the anthropomorphization of the CA through social
cues (displaying human competences such as empathy) or the use of an avatar. We provide an
overview of the design principles and the informing literature and user requirements in Table 1.
The design principles are instantiated as functionalities in the final version of Hermine.
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Design Principle Exemplary Litera-
ture Requirements

Exemplary User Requirements

(1) The CA should be adapted
to a specific educational
setting, empathetic, and
displayed as an avatar to
provide a user-friendly ex-
perience.

[15, 42] As a student, I want a system that is
fun, intuitive, and convenient to use
in the context of my specific course.

(2) The CA should filter the
most frequently asked
questions, provide prede-
fined "question" buttons,
appropriate answers, and
further useful information
for students.

[30, 45, 78] As a student, I want a question-
answering system that is easy to
use so that I can get correct and
clear answers quickly. I would like
to have a question-answering sys-
tem for administrative and organiza-
tional questions, which can provide
frequently asked questions and easy-
to-find information so that I receive
answers as quickly as possible.

(3) The CA should be easily
accessible for students and
should be designed accord-
ing to the corporate iden-
tity of the university to pro-
vide a seamless experience.

[67] As a student, I want to have a
question-answering system that is
designed for the corresponding se-
mester and for different areas, such
as the study program, lecture, and
general information so that I am sure
to get answers to specific questions.

(4) The CA should be deployed
as a web-based application
with an intuitive and re-
sponsive UX that is conve-
nient to use on different de-
vices.

[45, 67, 78] As a student, I want a question-
answering system that is easy to find
and works on all my devices so that
I can use it without additional effort.

(5) The CA should provide the
user with quick answers
in natural language, should
understand the individual
needs, and provide a feed-
back and help button.

[45, 67, 78] As a student, I want a question-
answering system that can respond
to my needs and provide mewith the
best possible support in answering
my questions so that I am not left on
my own when looking for informa-
tion.

Table 1. Overview of derived design principles on how to build a learner-centered CA for question-answering
information retrieval in a large-scale educational context.
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3.4 Developing a User-Centered Conversational Interface
3.4.1 Translating Design Principles into System Functionalities. Based on our design principles, we
built Hermine as a cloud-based web application that can be used on all kinds of devices, including
desktop and mobile versions (F1). A screenshot of Hermine and its different functionalities (e.g., F1 -
6) can be seen in Figure 2. The interaction with Hermine is initiated by the CA itself by proactively
offering students help with finding information on learning and course-related matters. The agent
is designed in the corporate identity of the students’ university (F2). In general, the persona of
Hermine employs a friendly conversational style including colloquial yet sufficiently professional
language (F6). Besides giving the agent the human-like name Hermine, we used a human-like
avatar to support students in empathizing with the persona of the CA. Hermine provides students
with an overview of predefined question clusters (F3), including administrative, content-related and
examination-related questions. The predefined answer buttons help the user to receive an overview
of different question categories and ensure both flexibility and efficiency regarding information
retrieval and interaction with Hermine. The user always has the option to receive an introduction
to the interaction structure or additional help when interacting with Hermine (see Figure 2, F4).
Also, Hermine is provided with an always-present feedback button (see Figure 2, F5) for users
to provide feedback about the course or Hermine itself whenever they want to. Throughout the
interaction, the users always have the choice to answer with predefined buttons or with freely
written text (e.g., F6). 1

3.4.2 Developing and Modeling Question-Answering Intents. The web application of our CAs is
developed in HTML5 with CSS. The front end JavaScript is connected to a Python script that
a) processes incoming user intents and b) provides predefined answers based on the incoming
classifications. We rely on the web framework Flask as our back end to easily embed a web
application, namely our CA, in Python. For the conversational logic of a student–educator talk, we
modeled 70 intents, including the introduction of the conversation, frequently asked questions, and
casual dialogue. We collected FAQ questions from the course lectures over the past two years and
built a database of core course questions. This database resulted in 49 frequently asked questions
that we enriched with our user interviews. With this basis for our intent modeling, we ensured that
our intent classification fitted the desired user interaction and dialogue in terms of language and
conversation style. For instance, next to an exam button, we included the following queries: "When
is the exam taking place?" or "What is the duration of the exam?" to the defined intent "exam". In
addition, we added a variation of approximate utterances and user queries for each intent as done
in [38, 41]. The main aim of our intent modeling was to cover course content that would otherwise
be available via a standard FAQ document of the university’s course.

3.4.3 Training and Deploying a Question-Answering Model for a Conversational Agent. The intents
were trained on a “Naive Bayes classifier” in combination with semantic similarity matching as,
e.g., also done in [54]. The classifier is trained on the 70 developed intents with the confidence
score of the classifier set at 90%. As a probabilistic model, answers are predicted on the basis of
the probability of an intent (e.g., a user formulating a question in the same or similar way as the
intent) with the confidence score determining the quality of the classification model for whether a
user statement belongs to a specific intent [41]. Our intent modeling confidence thus represents a
barrier to providing an answer to a specific user request. As compared to lower model confidence,
our CA classifies answers more correctly (i.e., providing an output that correctly answers the

1We are only able to display selected design functionalities of Hermine. For more insights, e.g., into other instantiated
functionalities, such as the conversational introduction, the conversational closing, the adaptivity, or the casual chat mode,
the interested reader might refer to the interaction videos in the appendix.
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user’s request), yet might recognize fewer intents (i.e., being unable to provide a suitable answer
and thus asking the user to reformulate his or her question). Thanks to semantic similarity, we
can define a metric over a set of terms, which allows our conversational agent to identify user
requests and questions that might not be fully congruent with our coded intents yet exhibit a
high likeness of meaning or semantic content. The conversational back end is implemented by
utilizing the frameworks chatterBot2 and spaCy3.We rely on the Python library spaCy for natural
language understanding of users’ requests, whereas ChatterBot is a natural language processing
library that processes the input statements and gives responses to a user’s input through so-called
"Logic adapters". More specifically, the conversational dialogue is ensured by ChatterBot giving the
response with the highest calculated confidence value for a given input statement. Since our course
and interaction with students is done in German, ChatterBot’s language independency represents
a key advantage over other libraries. We created a webpage to run our CAs using HTML5 and
CSS code as done in [38] where we configured our Python yml file to activate and run our Python
server and the respective CA domains. We validated our training data to ensure that there are
no bugs or inconsistencies in our domain, our NLP pipelines, or responses. Two researchers ran
an informal test data collection of around 100 sentences to assess the acceptable accuracy of CA
responses (i.e., the proportion of correctly understood intents to the total number of intents) [41],
with one of those two researchers being familiar with the course content already. The researchers
came up with intents independently of each other. During the test runs, the CA accuracy exceeded
90%, which we deemed as acceptable to proceed with our experimental validation of the CA.

Fig. 2. Screenshots of our adaptive conversational question-answering system for education: a learner receives
answers to learning-related questions through natural and adaptive interaction.

2https://chatterbot.readthedocs.io/en/stable/
3spacy.io
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4 EXPERIMENT
To evaluate (1) our approach for a user-centered CA design for an information retrieval task in an
educational setting and (2) our hypothesis that a learner-centered CA will improve students’ ability
to retrieve learning-relevant information and influence their interaction experience, we conducted
an online lab experiment as part of which participants were asked to answer learning- and course-
related questions. Our empirical evaluation was concerned with how effective a user-centered CA is
in helping learners retrieve course-relevant information and how learners perceive the interaction
with such a CA. Deploying a 3 (traditional question-answering system, non-design-driven CA,
learner-centered CA Hermine) x 1 between-subject design, participants thus had access to different
tools to retrieve relevant information dependent on the treatment they were randomly assigned to.
The traditional question-answering system, as well as the two CAs, were all designed in German.
To allow for a better understanding, we translated visualizations and examples of the respective
user interfaces into English (e.g., see Figure 2). Specifically, we hypothesized that

H1: Interacting with a user-centered CA as compared to a traditional question answering system and
a non-design driven CA has a positive effect on users’ performance in multiple choice and open-ended
information retrieval questions.
H2: Interacting with a user-centered CA as compared to a traditional question answering system

and a non-design driven CA leads to greater levels of perceived trust, social presence, and enjoyment.

4.1 Design and Treatment Groups
To evaluate Hermine, we compared it with a traditional question-answering system in the form of an
overview of frequently asked questions (FAQ) on a website and an alternative, non-design-driven
CA. This allowed us to compare our conversational and adaptive CA Hermine to both a non-
conversational question-answering tool and a CA that did not consider the user-centered design
principles. To control for differences in the designs of the tools, we also built the traditional question-
answering tool and the second CA ourselves. The two CAs were built based on the same back end
and relied upon the same ML model trained on 70 intents, allowing the two conversational tools
to provide adaptive and personalized answers to the user. We only manipulated the instantiation
of our five design principles of the human-computer interaction in the front end. The traditional
question-answering system listed frequently asked questions with subsequent explanations for
those questions in a flowing text format. The provided question and answer content of all three tools
was exactly the same. The traditional question-answering system and both CAs were accessible via
a website link each.

4.2 Study Procedure and Perceptual Measures
The experiment consisted of three key parts: (1) a pretest collecting user dispositions, (2) an
information retrieval task, and (3) a post-test measuring users’ perception of the interaction. The
pretest and post-test phases were consistent for all participants. As part of the information retrieval
task, TG1 used Hermine to find specific information on learning- and course-related questions,
whereas participants of the CG used a FAQ-document-based tool, the standard tool for students
to find information. TG2 used an alternative CA that did not include our user-centered design
principles.
(1) Pretest: The experiment started with a short introduction of the overall procedure of the

experiment and a pre-survey of seven questions including an attention check. Participants had
to explicitly agree to the nature of and involvement with the experiment before proceeding with
the pre-survey questionnaire items. Here, we tested two different constructs. First, we asked for
users’ personal innovativeness regarding information technology based on four items according
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to [1] (sample items: "I like to experiment with new information technologies" or "If I heard about
a new information technology, I would look for ways to experiment with it,"; 7-point scale, from
1: "Strongly Disagree" to 7: "Strongly Agree", 𝛼𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝐼𝑛𝑛𝑜𝑣𝑎𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 = .8). Second, we tested users’
dispositional trust in technology following [23], (sample item: "I usually trust a technology until it
gives me a reason not to trust it"; 7-point scale, from 1: "Strongly Disagree" to 7: "Strongly Agree",
𝛼𝑇𝑟𝑢𝑠𝑡𝑖𝑛𝑔𝐷𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 = .93).

(2) Information Retrieval Task: As part of the experiment task, participants had to answer
questions about the structure and content of a university course. In total, the information retrieval
task was compromised of four multiple-choice questions and two open-ended questions (sample
questions: "What date is the final exam?" and "Which course deliverables are graded? Please provide a
short overview of all deliverables and how they are composed."). TG1 used our learner-centered CA
Hermine to find course-relevant information, whereas TG2 had access to an alternative CA that
was not built on our developed design principles. The CG used a traditional question-answering
tool. We did not provide any introduction to any of the tools. Students using one of the two CAs
retrieved individual answers by interacting with the respective system. Participants using the
traditional question-answering system retrieved information by searching through the document.
The mean time of task completion was 16.25 minutes (SD = 10.12).

3) Post-test: As part of the post-survey, we included 15 items to assess participants’ perception
of the question-answering system and the information retrieval interaction, and to control for
manipulation. We measured trust in the information provided by the question-answering system
(scale adapted from [36], sample item: "To me, the question-answering system is generally accu-
rate in providing information."; 7-point scale, from 1: "Strongly Disagree" to 7:"Strongly Agree",
𝛼𝑇𝑟𝑢𝑠𝑡𝑖𝑛𝐼𝑛𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = .86). Moreover, we asked participants to report how much they enjoyed the
interaction with the respective technology (scale adapted from [31], sample items: “The interaction
with the question-answering system is exciting” and “I enjoy finding information with this question-
answering system compared to another tool” ; 7-point scale, from 1: "Strongly Disagree" to 7:"Strongly
Agree", 𝛼𝐸𝑛𝑗𝑜𝑦𝑚𝑒𝑛𝑡 = .91). We measured users’ perceived social presence of the question-answering
system (scale adapted from [51], sample items: “There is a sense of intimacy in the question-answering
system” and “There is a sense of sociability in the question-answering system” ; 7-point scale, from 1:
"Strongly Disagree" to 7:"Strongly Agree", 𝛼𝑆𝑜𝑐𝑖𝑎𝑙𝑃𝑟𝑒𝑠𝑒𝑛𝑐𝑒 = .94). Lastly, we posed three qualitative
questions: "What did you particularly like about the use of the question-answering system?", "What else
could be improved?", and "Do you have any other ideas?", and captured participants’ demographics
including gender, age, and nationality.

4.3 Behavioral Measures
Besides measuring self-reported user perceptions in the post-test, our objective was to measure the
behavioral performance of the participants, namely the correctness of answers in the information
retrieval task in order to evaluate our main hypothesis. To do so, we considered participants’
answers to the course-related questions.
1) Correctness of multiple-choice questions: The closed multiple-choice questions were

analyzed for the correct answer provided. Since only one out of multiple answer options was
correct, answer correctness was measured as either correct (1) or incorrect (0). This classification
was conducted for each of the fourmultiple-choice questions in order to identify potential differences
in answer correctness among the three treatments. In addition, an overall mean score (range 0-1, 1
= highest) across the four multiple-choice questions was calculated.

2) Correctness of open-ended questions: The correctness of the open-ended course questions
was analyzed for accuracy and completeness of the answer provided. Participants were not limited
in the content and the amount of the written answers. We applied a grading scheme with four levels
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((1) completely incorrect, (2) partially correct, partially incorrect, (3) correct, yet missing information,
(4) completely correct). An example classification of potential answers was developed by a first
annotator and confirmed by a second one to arrive at a shared understanding of what type of
answer would apply for a "completely correct" grading, for instance. For each open-ended question,
the annotators agreed upon which keywords should be mentioned. An answer was completely
correct when all keywords were listed and when a supporting explanation was given. If no full
explanation was given, annotators labeled the answer as correct, yet missing information. Third,
an answer was classified as partially correct, partially incorrect if false information was given or
numerous keywords were missing. Anything else was considered completely incorrect.We relied on
the same two annotators who independently judged the two open-ended questions on the developed
four-level grading scheme. Grading was cross-checked for a consistent evaluation. Answers for
which the two annotators diverged on in their respective gradings were revisited and discussed
until a final grading was arrived at. Similar to our procedure for the multiple-choice questions, we
also calculated the mean average score for the two open-ended questions (range (1-4, 4 = highest).

4.4 Data Collection and Cleaning
We recruited 82 students from our university to take part in our experiment. The experiment
was conducted as a web experiment designed and executed according to the ethical guidelines
of the university. Participation in the experiment was voluntary and not (financially) rewarded.
Data points that failed the attention or manipulation check, or participants who did not complete
the experiment task fully, were removed. Ultimately, we counted 41 total valid results, with 13 in
treatment group 1 (TG1 - Hermine) and 14 each in the control group (CG - traditional question-
answering system) and treatment group 2 (TG2 - basic CA). Participants had an average age of
27.71 years (SD = 7.96), 19 were female, 22 were male. There were no significant differences among
the three groups regarding age or gender (p > .1).

Before running our main statistical analysis, we conducted two relevant data assumption steps.
First, to ensure randomization and to control for potential effects of confounding variables with
our small sample size, we ran additional analyses on the control and demographic variables. There
were no significant differences in trusting disposition and personal innovativeness among the three
treatments (all p > .1).
Our study and related statistical analysis exhibit a small sample size N. We discarded a large

number of data points within our initial sample to prioritize a rigorous data cleaning over a large
sample size. The relatively large number of removed data points may be due to voluntary partici-
pation in the experiment. We evaluated our CA and its design principles with other participants
beforehand and tested for a normal distribution of our final data, thereby strengthening the listed
statistical results. We controlled for normal distribution by visually checking the distribution of
our data through density and q-q plots. In addition, Shapiro Wilk tests confirm assumptions of
normality for the distribution of our data (p > .05).

5 RESULTS
To assess our hypothesis that a user-centered CA in comparison to a non-design-driven CA and a
traditional question-answering system will improve students’ ability to retrieve course-relevant
information and influence their interaction experience, we conducted a number of statistical tests.

5.1 Results Regarding Learners’ Ability to Retrieve Course-Related Information
To evaluate our first hypothesis, we compared the correctness of answers provided for each course
content question among the three treatments. Moreover, we studied the answer correctness across
all four quantitative and across the two qualitative questions.
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Group N MC Q1
% correct
(SD)

MC Q2
% correct
(SD)

MC Q3
% correct
(SD)

MC Q4
% correct
(SD)

O-E Q1
mean; 1-4
(SD)

O-E Q2
mean; 1-4
(SD)

CG: Tradi-
tional question-
answering
system

14 100.0%
(0.0)

64.28%
(0.497)

50.0%
(0.519)

42.86%
(0.514)

3.64
(0.49)

2.57
(0.94)

TG1: User-
centered CA
Hermine

13 100.0%
(0.0)

100.0%
(0.0)

92.31%
(0.277)

84.62%
(0.376)

3.54
(0.97)

3.62
(0.51)

TG2: Non-design-
driven CA

14 42.86%
(0.51)

78.57%
(0.426)

57.14%
(0.514)

57.14%
(0.514)

2.86
(0.66)

2.71
(0.73)

Significance ***
p < .001

.
p < .1

*
p < .05

.
p < .1

*
p < .05

**
p < .01

Tukey post hoc test 41 TG2-CG
***
p < .001,
TG1-TG2
***
p < .001

TG1-CG
. p < .1

TG1-CG
. p < .1

TG1-CG
. p < .1

TG2-CG
** p < .01,
TG1-TG2
. p < .1

TG1-CG
** p < .01,
TG1-TG2
** p < .01

Table 2. Overview of results (mean and standard deviation (SD)) on learners’ ability to retrieve learning- and
course-related question in terms of answer correctness for multiple choice (MC Q) and open-ended questions
(O-E Q) across the three groups

We found that students who used Hermine had a significantly higher level of correct answers for
both the multiple-choice and the open-ended questions. More specifically, we conducted an ANOVA
comparing participants in the three conditions regarding their performance across the first four
multiple-choice questions. The test revealed a significant main effect (F(2, 38) = 14, p < .001, 𝜂2 =
0.42). In fact, participants who interacted with the conversational and adaptive question-answering
system Hermine performed significantly better across the multiple-choice questions compared
to the traditional question-answering tool (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = .942,𝑀𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝐴 = .643, t = 0.30,
Cohen’s d = -1.62, p < .001) and the CA that did not incorporate any of our design principles
(𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = .942,𝑀𝑁𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛𝐶𝐴 = .589, t = 0.35, Cohen’s d = -2.31, p < .001) with a scale from
0 (incorrect) to 1 (correct) and large effect sizes for both t-tests.
Our subsequent ANOVA analysis shows a significant effect of our question-answering system

manipulation on correctness for open-ended questions, too (F(2, 38) = 6.278, p < .01, 𝜂2 = 0.24). On
the overall correctness scale for the open-ended questions (1: Completely correct; 4: Completely
incorrect), a post Bonferroni test reveals that participants interacting with the TG1 question-
answering system, Hermine, performed significantly better compared to participants interacting
with the non-design-driven question-answering system of TG2, with this t-test having a large effect
size (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 3.58,𝑀𝑁𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛𝐶𝐴 = 2.79, t = 0.79, Cohen’s d = -1.47, p < .01).

Beyond the previously reported results, Table 2 demonstrates the same statistical analysis for each
question. Participants interacting with Hermine also performed significantly better in retrieving
course-related information for each of the individual six questions. For both the multiple-choice
and the open-ended questions, our results do not exhibit any significant differences between TG2
and the traditional question-answering tool, except for the first open-ended question. The results
demonstrate that users interacting with Hermine performed significantly better in both types of
information retrieval questions. There is no significant difference among groups with regard to task
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Group N Trust in
Provided In-
formation
Mean; scale: 1-7
(SD)

Level of
Enjoyment
Mean; scale: 1 - 7
(SD)

Social
Presence
Mean; scale: 1 - 7
(SD)

CG: Traditional question-
answering system

14 4.55
(1.15)

2.97
(0.81)

2.57
(0.79)

TG1: User-centered CA Hermine 13 5.59
(1.03)

5.65
(0.92)

5.23
(0.79)

TG2: Non-design-driven CA 14 4.40
(0.68)

3.77
(1.39)

3.34
(1.49)

Tukey post hoc test 41 TG1-CG * p = .05,
TG1-TG2 ** p < .01

TG1-CG ***
p < .001,
TG1-TG2 ***
p < .001

TG1-CG ***
p < .001,
TG1-TG2 ***
p < .001

Table 3. Overview of results regarding user experience for perceived trust in information and level of enjoyment
among the three groups.

completion time (p > .1), demonstrating that with a comparable task completion time, participants
using Hermine were more efficient in retrieving relevant information.

5.2 Results Regarding User Experience in Terms of Enjoyment, Trust, and Social
Presence

To evaluate users’ subjective perception of the question-answering systems and to test hypothesis
2, we compared the constructs of trust in information and level of enjoyment between participants
using the learner-centered CA Hermine and participants using the alternative two tools.
As can be seen in Table 3, participants’ perceptions regarding those two constructs varied

significantly across the three treatment groups. We compared users’ trust in the information
provided by the respective question-answering system, ultimately finding a significant main effect
(F(2, 38) = 5.89, p < .01, 𝜂2 = 0.24). In fact, users interacting with Hermine to retrieve specific course
information trusted the provided information significantly more compared to users interacting with
the conversational question-answering that was not designed according to our design principles
(𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.59,𝑀𝑁𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛𝐶𝐴 = 4.4, t = 1.18, Cohen’s d = -1.36, p < .01) and compared to users
interacting with the traditional question-answering tool (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.59,𝑀𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝐴 =
4.55, t = 1.04, Cohen’s d = -0.95, p < .05). Reported post hocs are of large effect size. In a similar
vein, we find a significant effect of the question-answering system treatment on users’ level of
enjoyment of the respective system (F(2, 38) = 21.78, p < .001, 𝜂2 = 0.53). A post hoc test of the CAs
with and without consideration of our design principles (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.65,𝑀𝑁𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛𝐶𝐴 =
3.77, t = 1.87, Cohen’s d = -1.57, p < .001). as well as of the CA that was made according to our
design principles (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.65,𝑀𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝐴 = 2.97, t = 2.67, Cohen’s d = -3.09, p < .001)
are statistically significant and of large effect size. A third ANOVA (F(2, 38) = 21.57, p < .001, 𝜂2 =
0.53) and subsequent post hocs illustrate that users interacting with Hermine rated the CA as higher
in social presence compared to participants interacting with the traditional question-answering
tool (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.23,𝑀𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝑄𝐴 = 2.57, t = 2.66, Cohen’s d = -3.4, p < .001) and the CA
that did not incorporate the design principles (𝑀𝑈𝑠𝑒𝑟𝐶𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝐶𝐴 = 5.23,𝑀𝑁𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛𝐶𝐴 = 3.34, t = 1.89,
Cohen’s d = -1.57, p < .001). Both tests depict large effect sizes.
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Fig. 3. Results regarding user-reported trust in provided information (left) and level of enjoyment (right)
across the three different question-answering systems deployed in the experiment.

Interaction Aspect Feature
On engagement and in-
teractivity

“The interaction with the system was very playful. I was guided through the
questions yet could come back to the main menu at any time. The system is very
intuitive and clear.”

On speed of the agent “I liked the fast response it provides. If I have questions that I can‘t solve with other
resources, I get quick solutions to my problems.”

On agent and conversa-
tion style

“I like the name [Hermine] and think that the question-answering system is using
friendly language.”

On graphics “I liked that you had the option to either click predefined buttons or freely enter
your questions.”

On context of use “I would like to use such a tool in my upcoming classes.”
Table 4. Representative user responses on interacting with CA Hermine.

5.3 Qualitative Results
For a more nuanced understanding of users’ perception of and thoughts on the learner-centered
CA Hermine, we further surveyed all students’ opinion on Hermine through a few open questions.
Participants positively mentioned the design that was adapted according to the educational institu-
tion’s branding as well as the simple and effective answer provision of the CA. While Hermine
provided answers quickly, one user criticized the loading time at the beginning of the interaction.
In general, users enjoyed interacting with Hermine and the interaction options it provided, as
illustrated by representative user responses in Table 4. In summary, these findings indicate an
effective design instantiation of our natively built CA.
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6 DISCUSSION
Our study illustrates the importance of conversational question-answering for an educational
setting, namely an information retrieval task on course-related content. We aimed to address previ-
ously illustrated research gaps by deriving user-centered and theory-motivated design principles
for the interaction design of question-answering agents in large-scale educational settings. Beyond
such requirements, we empirically investigated our design principles on students’ behavior and
user perception.

6.1 Theoretical and Practical Contributions
Our results demonstrate a successful implementation of the developed design principles, with
participants being satisfied with the interaction. The natively designed question-answering system
not only positively affects users’ ability to retrieve learning-related information (H1) but also
positively influences students’ perception of the question-answering system (H2). Interacting
with Hermine improved learners’ performance in the multiple choice questions as compared to
interacting with the non-design-driven CA and the traditional question-answering system, whereas
we could find a significant difference in open-ended question performance between the two CA
treatments only (TG1 and TG2). Trust in information, enjoyment, and social presence attributed to
the systemwere all significantly higher for the users interacting with the user-centered CAHermine
as compared to the other two treatments. Ultimately, our findings illustrate how a user-centered
CA can enhance task outcomes and user experience for an educational task currently still relying
on impersonal and non-adaptive systems.

Our question-answering system Hermine and its empirical evaluation make several contributions
to research. First, the CA offers the potential to overcome limitations associated with traditional
question-answering tools by allowing students to receive specific information faster while reducing
the burden of educators having to answer large amounts of repetitive questions. We expect this to
positively affect student satisfaction and learning performance, as well as to reduce dropout rates
in large-scale learning scenarios where individual support is only possible to a limited extent due to
organizational and financial resources. Second, our study contributes to design knowledge on how
to design and deploy CAs in education as question-answering systems. Developed design principles
and features confirm the current understanding from literature on social response theory and HCI.
Our instantiation of these design principles could enable educators and institutions to develop CAs.
More so, our derived design understanding could be extended to domains other than education, i.e.,
organizational or customer service settings, where fast access to specific information is relevant. It
is important to note, however, which principles would need to be considered or adapted for other
domains.

6.2 Limitations and Future Work
Our findings should be interpreted with caution as the current study suffers from several limitations.
First, participants were able to interact with the agent without boundary conditions such as
time pressure or personal involvement in the task. Although study participation was voluntary,
motivation among participants was not necessarily consistent which represents a potential confound
of our study. Second, we interpreted the effectiveness of our CA based on the correctness of six
answers to course-related questions. It begs the question to what extent our results hold when
deploying Hermine for more complex questions, varying contexts, and with different users. In
addition, it is unclear what the long-term effects of the CA are when being used repetitively or over
a longer period of time beyond a single interaction. Our conducted experiment is associated with a
homogeneous participant pool. Participants were all students and thus represented potential actual
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users of the CA, with 87.8% of study participants stating that they have used a CA (i.e., Facebook
Messenger Bot) before. We do not know how our question-answering system is perceived by a user
group less familiar with contemporary CAs. Lastly, while we controlled for a normal distribution
of our data, subsequent empirical investigations of our tool should be conducted with a larger
sample size, especially when aiming to explore the deployment with varying tasks, contexts, and
manipulations.
The embedding of social cues in CAs presents a double-edged sword or even a more general

paradox that lies at the very heart of agency in machines. Anthropomorphization through human-
like language or appearance promises to enhance human-computer interaction by providing a
more natural, effortless, and personalized interaction with the user. Simultaneously, increasing
anthropomorphization of a CA through social cues can influence and improve the perceived agency
of a CA. Inappropriate amounts of agency might not properly reflect the CA’s capabilities and
competencies [48]. Reflecting on our work, we argue that this paradox is a result of the fundamental
conflict between task achievement and overarching ethical questions, which should guide the
design process. So far, however, this tension has largely remained abstract and unresolved, including
in our work. Design features fostering system trustworthiness, e.g., explanatory statements or
transparency, present an opportunity to overcome or counterbalance the multifaceted consequences
of anthropomorphism. However, extant empirical work demonstrates that the implications of
trustworthiness design are not as straightforward and require further exploration, in particular for
CAs [57, 58].
In the context of our study, we relied on a low-stake setting with limited risk for the user and

an experiment task where an increase in user trust is desirable in order to drive the adoption
of novel technology. The establishment of trust as a key goal in this interaction is also based
on the assumption that the information provided by the CA is fully correct and understandable.
In a high-stake context and when the user should not blindly trust but challenge the provided
information (e.g., when using a CA as an educational tutor), the interaction goal might change (e.g.,
not simply increasing but calibrating appropriate trust), and as a result also imply relevant design
implications regarding the anthropomorphization of such agents (e.g., reducing agency attributed
to a system).

7 CONCLUSION
As part of this study, we designed, built, and evaluated Hermine, a user-centered CA that provides
students with answers to course-related questions by leveraging contemporary models of ML
algorithms. We compared Hermine to both a standard question-answering tool and a basic, non-
design-driven CA in an online lab experiment with 41 participants. We found that users interacting
with Hermine performed significantly better in the information retrieval task as compared to the
ones interacting with alternative question-answering tools. The significant trust in the information
and level of enjoyment when interacting with Hermine hint at the importance of considering
users’ expectations and interaction experience when designing CAs for specific use contexts and
domains. Overall, our findings underline the opportunity CAs present for information retrieval
tasks in education, which currently still rely on cumbersome and unresponsive question-answering
systems. Our results also offer design suggestions to drive trust in CAs deployed in educational and
learning settings. While a certain level of social cues provides a foundation for effective interaction
with CAs, future research should look into how these cues can be balanced, i.e., through system
trustworthiness to ensure that a CA is not blindly used and trusted. With ML-based systems
becoming more omnipresent in daily life and in learning scenarios specifically, we hope that our
work will attract other researchers to design and build CAs in consideration of users’ needs and
interaction experience.
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