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Abstract 17 

This article discusses the development of task-based performance tests designed to measure digital skills among children 18 

aged between 12 and 17 years old. The tasks reflect authentic everyday situations to evaluate skill levels. The primary 19 

objective is to design performance tests that provide a comprehensive understanding of children’s digital skills. The tests 20 

cover three distinct skill dimensions: (1) information navigation and processing; (2) communication and interaction; and 21 

(3) content creation and production. These include several subdimensions, offering a detailed perspective on children’s 22 

digital skills. The development process itself revealed several methodological challenges that needed to be addressed, 23 

yielding valuable lessons for future applications. Key lessons from our cross-national experiences include the importance 24 

of involving children early in the design process, using a combination of open-ended and closed tasks, and allocating 25 

ample time to walk through the coding scheme.  26 
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 30 

1. Introduction 31 

Digital skills are indispensable for participation in an increasingly digital society. They are associated with a wide range of 32 

online opportunities, ranging from civic and social engagement to cultural, economic or health benefits (Cortesi et al., 33 

2020; Livingstone et al., 2021; Rodríguez-de-Dios et al., 2018). Early conceptualisations focused mostly on technical 34 

operations (e.g., operating devices or using software) and information searching (e.g., defining keywords) (Bawden, 2001; 35 
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Kolle, 2017). The advent of Web 2.0 broadened this initial understanding to include skills required for online 36 

communication and interaction and the production of online content (Authors, 2021; Iordache et al., 2017; Siddiq et al., 37 

2016; Authors, 2014). Despite these advancements in conceptualisations, many studies continue to employ limited 38 

operationalisations restricted to technical and information skills.  39 

In addition to conceptualisation issues, recent literature reviews show that most measures use self-assessments, 40 

wherein children evaluate their proficiency across various digital skills (Haddon et al., 2020; Livingstone et al., 2021). Such 41 

self-assessments provide rough proxies for actual skill levels and require careful interpretation, as they are prone to 42 

social-desirability bias (Authors, 2021). Performance testing is considered as a more valid way to measure digital skills 43 

(Pagani et al., 2016; Authors, 2013). Such tests consist of tasks that require participants to perform an activity or construct 44 

a response (Claro et al., 2012), thereby offering closer approximations of digital skill levels (Aesaert & Van Braak, 2015). 45 

While performance testing is more common in controlled educational settings (Aesaert et al., 2014; Alkan & Meinck, 46 

2016; Huggins et al., 2014), the number of studies that apply this method is relatively rare. 47 

Existing performance tests have focused mainly on dimensions such as information search or evaluation (e.g., 48 

Bilal & Gwizdka, 2018; Frerejean et al., 2019; Nygren & Guath, 2019; Kaarakainen et al., 2019) and extended perspectives 49 

on assessments of digital skills as a broader concept are lacking (Siddiq et al., 2016; Authors, 2021). Additionally, studies 50 

using a task-based approach are often conducted on a small scale and cross-country comparisons are missing (Siddiq et 51 

al., 2016). Such comparisons provide a more robust basis for analysis and are essential to generalise conclusions (Gui & 52 

Argentin, 2011). To address this gap, research needs to critically reflect on performance testing as a method to measure 53 

a broad range of digital skills across various countries. This article aims to answer the following question: What are 54 

suitable performance tests for obtaining an in-depth understanding of children’s digital skills (referring to information 55 

navigation and processing, communication and interaction, and content creation and production) across different 56 

countries? 57 

The purpose of this study is to develop performance tests that can be implemented across European countries, 58 

facilitating cross-country comparisons. Data from these comparisons on digital skill levels are valuable to inform 59 

policymaking at both European and national levels, allowing for targeted interventions where most needed and providing 60 

indications for the effect of implemented national policies that promote digital skills. A critical first step toward expanding 61 

this type of measurement is to develop performance tests that can be applied internationally. Based on data collected 62 

from children aged 12 to 17 years in various European countries, the current contribution examines methodological issues 63 

in measuring digital skills through performance testing. The identified issues from all participating countries informed the 64 

development of the final performance tests. The lessons learned during the development process provide valuable 65 

guidance for future test application. The next section explores the conceptual framework underlying the performance 66 

tests, followed by an overview of existing digital skills measures. 67 

 68 

2. Theoretical background 69 

 70 

2.1 Digital skills conceptualisation 71 

The development of performance tests was primarily guided by the youth Digital Skills Indicator (yDSI) (Authors, 2021) 72 

that proposes four digital skills dimensions: (1) technical and operational skills; (2) information navigation and processing 73 



 
 

skills; (3) communication and interaction skills; and (4) content creation and production skills. The yDSI conceptualises 74 

both functional and critical aspects for each dimension. Functional aspects refer to the ability to use ICT functionalities, 75 

while critical aspects focus on understanding how and why content is produced in certain ways and what its impact might 76 

be. The measures for the four digital skills dimensions are grounded in a comprehensive review of both academic and 77 

grey literature that report on survey and performance test measures. The work of Haddon et al. (2020) and Cortesi et al. 78 

(2020) served as the basis for this review. 79 

In the current contribution, the focus is on information navigation and processing, communication and 80 

interaction, and content creation and production skills. The tasks do not address technical skills directly as these are 81 

implicitly necessary to perform the other skills tasks. Information navigation and processing skills include navigation (e.g., 82 

searching information), interpretation (e.g., selecting information), and evaluation (e.g., verifying trustworthiness). 83 

Communication and interaction skills include affordances (referring to the design and features of digital technologies 84 

such as managing contacts), privacy (sharing information of self and others), and netiquette (understanding normative 85 

and non-discriminative behaviour). Content creation and production skills are conceptualised through affordances (e.g., 86 

using multimodality, which involves integrating elements like audio, images, video to enhance user engagement), content 87 

quality (e.g., attracting attention), and ownership (e.g., intellectual property).  88 

 89 

2.2 Indirect measurements of digital skills 90 

A considerable body of work relies on surveys to measure digital skills. One widely applied method involves asking 91 

respondents which online activities they have engaged in (Authors, 2014). While such proxies of usage are correlated 92 

with digital skills, they do not measure them directly (Authors, 2018). The limitation is that undertaking an activity (or 93 

not) does not mean that someone has (or lacks) the required skills (Haddon et al., 2020). Furthermore, accurately recalling 94 

the frequency of specific activities can be challenging. Another commonly used method is to measure respondents’ self-95 

efficacy (Aesaert & Van Braak, 2014). This gives an estimation of how proficient people think they are in various skills 96 

(Aesaert et al., 2017). Consequently, this approach measures an individual’s confidence in their skills rather than actual 97 

skills. 98 

Self-assessments in surveys are the most used method to measure digital skills (Allmann & Blank, 2021). This 99 

method is relatively straightforward and allows for the inclusion of many questions covering a wide range of skills. 100 

Combined with the ease of scoring, this approach facilitates large-scale, cross-national research. A disadvantage is that 101 

people struggle to accurately assess their own performance. Personal expectations of a satisfactory skill level and the 102 

reference group they compare themselves to influence their assessments (Talja, 2005). Consequently, such measures are 103 

sensitive to interpretation and judgment. Another disadvantage is the susceptible to social desirability bias. People tend 104 

to present themselves in a favourable manner relative to perceived social norms (King & Bruner, 2000). Specific 105 

demographic groups, such as men and younger individuals, are more likely to overestimate their skill levels compared to 106 

objective assessments (Aesaert et al., 2017; Palczyńska & Rynko, 2021; Porat et al., 2018). Consequently, conclusions 107 

drawn from self- assessments may suffer from severe validity problems.  108 

 109 

2.3 Direct measurement of digital skills 110 



 
 

Performance testing is a time- and labour-intensive process that relies on task completion to demonstrate skill levels. 111 

Assessments are based on directly observable performance, providing more reliable reflections of an individual’s skill 112 

level (Jin et al., 2020). Scholars gather data on people’s digital skills by analysing observable behaviour, such as task 113 

performance that require specific information (e.g., choosing key words) or strategies (e.g., using advanced search 114 

settings). Performance testing is, for instance, a widely used method for assessing online reading skills (see for example 115 

Castek et al., 2011; Coiro, 2011; Kiili & Leu, 2019). To some extent, approaches to test reading skills share similarities with 116 

assessments of information navigation and processing skills, as they focus on tasks aimed at measuring people’s ability 117 

to locate, evaluate, and synthesize information online. However, tasks that assess skills related to social interaction and 118 

content creation and production skills, remain largely absent. 119 

Existing studies have developed several types of performance tests. Some employ constrained response formats 120 

where participants interact with a test environment and select correct answers from provided options (e.g., Claro et al., 121 

2012; Hatlevik & Christophersen, 2013). Others use software simulations of real-life ICT applications within a controlled 122 

environment where participants demonstrate their skills through simulation-based tasks (e.g., Fraillon & Ainley, 2010; 123 

Siddiq et al., 2017). However, biases may arise from participant’s familiarity with the software (Fraillon, 2018). 124 

Additionally, designers face decisions about which aspects to simulate and which to omit (Engelhardt et al., 2021). 125 

Furthermore, these tests often involve a few relatively large tasks, where the testing situation can have a large impact on 126 

performance (Jin et al., 2020). Assessments employing interactive standardised tests offer insights into specific skill 127 

challenges contrasting with, for instance, multiple-choice tests.  128 

Another type of performance testing involves participants engaging in real-life tasks within an open internet 129 

environment observed by researchers (e.g., Eshet-Alkali & Amichai-Hamburger, 2004; Litt, 2013). Participants apply skills 130 

to real-life situations and develop their own responses rather than selecting predetermined answers. The results provide 131 

insight into the specific skill problems experienced in authentic settings (Frerejean et al., 2019). Challenges include 132 

measuring multiple skills in a single test, devising tasks that are applicable across different countries, and developing a 133 

systematic coding scheme (Aesaert et al., 2014; Gui & Argentin, 2011). Although there is opportunity for in-depth 134 

measurement, the limited availability suggests that their full potential has yet to be realised (Siddiq et al., 2016). Details 135 

on the design, implementation, and analysis can serve as valuable guidance for future performance tests, enriching 136 

existing literature on digital skills measurements.  137 

 138 

3. Method 139 

 140 

3.1 Instrument design 141 

This paper describes the development of performance tests to measure different dimensions of digital skills of children 142 

aged 12 to 17 years. Based on the detailed yDSI skill specifications, an initial version of performance tests featuring real-143 

life tasks was developed. The choice of real-life tasks offered the advantage of allowing children to apply their digital skills 144 

in a realistic context. The task creation process was iterative, incorporating regular feedback from the research team and 145 

country partners involved in data collection. All children received the same set of tasks. Cognitive interviews and a pilot 146 

study were conducted to refine the test and make sure the tasks were age appropriate.  147 



 
 

First, cognitive interviews were conducted with five children in the Netherlands and five children in the UK. 148 

Children were 12, 14, and 16 years old. A cognitive interview is a qualitative research method used to explore how people 149 

think and process information when answering questions or completing tasks (Willis, 2005). Children’s feedback provided 150 

insights into the comprehensibility and difficulty of tasks for children across different ages and countries. Second, a pilot 151 

study involved 143 children from Estonia, Portugal, Belgium, and the Netherlands. See Table 1. For validity purposes, the 152 

selected sample was designed for diversity in gender and age groups. Estonia and Portugal held three classroom sessions 153 

within one school. Estonia sampled 6th grade children (mostly 12-year-olds), 8th grade children (mostly 14-year-olds) 154 

and 10th grade children (mostly 16-year-olds). The sample of Portugal consisted of 8th grade children (aged 12-13), 9th 155 

grade children (aged 14-15), and 12th grade children (aged 16-17). Belgium and the Netherlands together held 34 156 

individual sessions. Upon completion of the cognitive interviews and pilot study, the instrument was evaluated carefully, 157 

leading to the final performance tests.  158 

 159 

Table 1. Sample of the pilot study. 160 

  Estonia Portugal Belgium/The 

Netherlands 

 

Total 

  N % N % N % N % 

 Boy 31 53 22 43 13 38 66 46 

Gender Girl 25 43 29 57 21 62 75 52 

Other 2 3 0 0 0 0 2 1 

12-13 17 29 16 31 1 3 34 24 

Age 

 

14-15 23 40 17 33 10 29 50 35 

16-17 18 31 18 35 23 68 59 41 

N total 58  51  34  143  

Notes: Percentages do not add up to 100% due to rounding 161 

 162 

3.2 Procedure 163 

The pilot study of the performance tests was conducted in November 2020 in Estonia, Portugal, Belgium, and the 164 

Netherlands. Before starting the test, informed consent was obtained from all children and their caregivers. The test 165 

started with demographic questions followed by skill items (yDSI), which took approximately five minutes to complete in 166 

all countries. The tasks were performed on a computer or laptop with internet access and a program for creating slides 167 

(e.g., PowerPoint). The test took approximately 50 to 60 minutes.  168 

Due to the COVID-19 pandemic, conducting performance tests in schools was not feasible in some countries. In 169 

such cases, tests were conducted individually at home, with the child monitored by a researcher via a video conferencing 170 

program that allowed screen sharing and recording. The researcher provided verbal instruction about the procedure and 171 

stayed connected with the child throughout the session, using a form to directly score several task performance 172 

indicators. In the classroom setting, children completed the test under the supervision of a teacher and trained 173 

researchers. A classroom was prepared to accommodate 15 to 20 children simultaneously, with necessary software for 174 



 
 

screen recording and slide creation pre-installed on the computers. Scoring was performed afterwards based on video 175 

recordings. The schools were not informed about the specific content of the performance tests to prevent teachers from 176 

instructing children on specific digital skills before the testing. 177 

3.3 The pilot performance tests 178 

The development of the pilot performance tests was informed by the youth Digital Skills Indicator (yDSI), an extensively 179 

cross-nationally validated survey measurement. To ensure the tests’ validity, we conducted consultations with experts 180 

(face validity), cognitive interviews (content validity), and pilot surveys (construct validity) with young people across 181 

various European countries. The survey items demonstrated both convergent and discriminant validity, indicating that 182 

the four skill dimensions are clearly distinct from one another and measure variety within each dimension. The content 183 

of the survey items was carefully converted into tasks to make sure the performance tests also effectively differentiate 184 

digital skills levels. 185 

 186 

3.3.1 Information navigation and processing: Navigation, interpretation, and evaluation 187 

The first part of the pilot tests involved four information navigation tasks focused on fact-based searches related to Netflix 188 

and dinosaurs. These tasks test the ability of children to search and select digital sources of information.  Children were 189 

asked to use the internet and start their search by using a search engine of their choice. The following aspects were 190 

coded: (1) the keywords used, (2) the number of search attempts, (3) whether an evaluation of the answer occurred, and 191 

(4) whether the correct answer was found. The assessment was based on whether a correct answer was given. 192 

Additionally, children were asked to narrow their search to news articles within a designated timeframe, and the coding 193 

process verified whether this refinement was implemented.  194 

In the second part, four social media posts in the categories of advertisement, phishing, news, and fake news 195 

were presented. This task relates to critical processing and evaluation of digital information sources, which required 196 

verifying the trustworthiness of information online. After each post, an open question was asked about its purpose. The 197 

coding scheme evaluated whether participants correctly identified the intent behind each post (commercial, scam, news, 198 

fake news). 199 

 200 

3.3.2 Communication and interaction: Affordances, privacy, and netiquette 201 

In the third part, children encountered a scenario where they received a message from an unfamiliar person inviting them 202 

to a party and requesting a photo. After the message, an open-ended question prompted children to consider how they 203 

would react. This task relates to affordances and tests the ability to react to unwanted online contact.  The coding was 204 

based on whether the child would share a photo and the reasons behind their decision. Furthermore, children were 205 

presented two social media posts. The first showed a publicly shared telephone number, and the second a bikini photo 206 

shared only with friends. This task relates to online privacy and evaluates the child’s awareness of appropriate sharing 207 

practices. The coding criteria assessed whether each post was considered appropriate considering the provided 208 

explanations. regarding the bikini photo, children could argue its appropriateness based on it being shared only with 209 

friends or its inappropriateness due to its revealing nature, even among friends. 210 

In the fourth part, children were presented two WhatsApp conversations about climate change. This task relates 211 

to netiquette and involves the critical evaluation of how interpersonal mediated communication affects others. In each 212 



 
 

chat, one person denies climate change, and the other supported its reality. In the second chat, the person who is arguing 213 

that climate change is problematic becomes insulting. After both chat screens, an open question prompted children to 214 

identify any problematic aspects in the conversation. The coding scheme scored whether the chat was problematic and 215 

the accompanying explanations. Only the second chat conversation with aggressive elements should have been 216 

considered problematic. 217 

 218 

3.3.3 Content creation and production: Affordances, content quality, and ownership 219 

The fifth part involved five tasks about content creation and production. The first task centred on strategies to make a 220 

GIF go viral when shared online with a broader audience. This task relates to content quality and tests the ability to attract 221 

attention and generate impact online. Successful strategies included using hashtags, sharing with friends, and requesting 222 

reposts. The second task focused on alternative ways of sharing a presentation beyond email, with correct answers 223 

involving programs for file sharing and cloud computing. In the third task, children were asked to improve a presentation 224 

slide. Examples of correct improvements were changing font type, reducing the amount of text, using colours, and adding 225 

visuals. In the fourth task, children were instructed to create and upload a new slide featuring an animal video. They were 226 

provided a link to a website offering free-to-use videos for both commercial and personal use. The task was scored based 227 

on their ability to (1) create a new slide, (2) insert an animal video, and (3) save and upload the file. The third and fourth 228 

task relate to affordances and test the ability to use multimodality. The final task involved selecting a copyright-free image 229 

containing a polar bear and melting ice. This task relates to ownership and test the ability to use online content covered 230 

by copyright. The scoring was based on whether a copyright-free image was uploaded.  231 

 232 

3.4 The final performance tests 233 

After carefully addressing the issues identified in the initial performance tests, an enhanced and final version was 234 

developed. Two more general changes were implemented. First, the test was divided into two modules. The first module 235 

focuses on information navigation and processing skills and content creation skills, and the second module focuses on 236 

communication and interaction skills. Second, there was a more balanced distribution of skills tasks. In the pilot, a 237 

relatively large amount of time was spent on information navigation and processing skills and on content creation skills. 238 

The number of similar tasks was reduced, allowing the inclusion of skill indicators not fully covered in the pilot.  239 

The validation procedure included feedback from the research team and scholars from six country partners 240 

(Estonia, Finland, Germany, Italy, Poland, and Portugal). The final sample included countries that rank high, medium, and 241 

low on the Digital Economy and Society Index (DESI). This composite index is used by the European Commission to assess 242 

and compare the digital performance of European Union countries. Pilot testing involved small groups of two to three 243 

children in each country. The final performance test instrument is presented in the supplementary. The next section 244 

outlines specific adjustments made to the pilot test. 245 

 246 

3.4.1 Module 1: Information navigation and processing skills 247 

Changes were made to information navigation and processing skills by focusing all tasks on Greta Thunberg. The 248 

overarching theme of climate change was chosen for the entire test, reflecting its widespread discussion in schools across 249 

all participating countries. In the pilot test, the topic of Netflix turned out to be too centred on native English-speakers, 250 



 
 

given the varying availability of information across countries where the service is used which meant that this was more a 251 

test of comfort with the English language than of information navigation and evaluation skills. Furthermore, a more 252 

straightforward coding process was implemented to make cross-national comparisons easier. For example, in the final 253 

test, children list the search queries they use for each search attempt. For the same reason, multiple-choice options were 254 

added for some questions. For example, the initial open question about the purpose of posts now includes predefined 255 

answer options. Answer options are also provided for the task in which children account for a specific time range in their 256 

search.  257 

Furthermore, to ensure all skill indicators of the yDSI received adequate attention, additional tasks were 258 

simplified, and new skill indicators related to evaluation were incorporated. In the final test, children indicate which 259 

website they used to find the answer, select the most reliable website from a list of search results, and select what makes 260 

a website trustworthy from provided multiple-choice options. Finally, children are asked which of five existing websites 261 

available in all countries in the local language is least likely to provide reliable information about climate change. 262 

 263 

3.4.2 Module 1: Content creation and production skills 264 

For content creation and production skills, the slide improvement task changed. In the final test, children are required to 265 

create a slide focused on climate change, adhering to specific guidelines: using an image as a template, converting its 266 

colour to black and white, adding a title, listing three major causes of climate change in bullet points, and including a 267 

pollution-related video. Like in the pilot test, a 15-minute maximum limit was implemented. This restriction, coupled with 268 

clear task instructions, aims to provide better guidance to children during the test.  269 

Furthermore, the task related to making content go viral was refined for better alignment with the test's theme 270 

and continuity. Children are asked to share their creation with as many people as possible. Rather than an open-ended 271 

question format, the task now presents options and asks to select the two options that make widespread dissemination 272 

most likely. 273 

 274 

3.4.3 Module 2: Communication and interaction skills 275 

Communication and interaction skills involve three parts: (1) receiving and sharing information with others; (2) interacting 276 

with others; and (3) intimate conversations with friends. In the first part, children are asked to identify which of four 277 

posts should not be shared without permission, aligning better with the test's overall theme and aiming to minimise 278 

ambiguity compared to the previous bikini photo task, as children could argue that it was either appropriate because it 279 

was only shared with friends or inappropriate since it was too revealing. The task involving a message from an unknown 280 

person has been revised to streamline responses and make the task more age appropriate (e.g., younger children do not 281 

get invited to parties). Instead of open questions yielding varied answers, children select the two most appropriate steps 282 

to take when a discussion turns nasty with sexist comments. 283 

In part two, the task on how to contact friends is extended to better capture yDSI items. Children are now 284 

prompted to consider different scenarios—such as discussions with a teacher and classmates, close friends, or an 285 

expert—and select the most suitable medium for each. A task about Zoom settings during a session where a teacher is 286 

speaking has been introduced, both for the child him- or herself and others. Finally, a task on contacting an expert about 287 

COVID-19 via email is added. 288 



 
 

In part three, the WhatsApp conversations changed. The fact that someone was a climate change denier proved 289 

to be controversial. This was seen as wrong by children and thus confused the results which were supposed to relate to 290 

recognizing when someone is bullied online and not the veracity of the content of messages. The new conversations 291 

therefore focus on a school project. Messages in the conversation are numbered and are referred to in answer options, 292 

allowing children to select inappropriate parts or choose the option ‘none of them’, thereby reducing cognitive demand. 293 

 294 

4. Findings 295 

This study focuses on developing performance tests that can be applied across various European countries to assess 296 

children's digital skills. The results show that our tests effectively differentiate between three dimensions of digital skills: 297 

information navigation and processing, communication and interaction, and content creation and production. For 298 

example, variations in performance between girls and boys were observed depending on the specific skill assessed. The 299 

performance tests are also used as teaching materials in class. The current contribution shows the lessons learned in 300 

developing performance tests to measure three dimensions of digital skills in different European countries. Findings from 301 

this study can be used to inform future test applications. 302 

 303 

4.1 Designing performance tests 304 

First, important to emphasise is that technical and operational skills underpin all tasks. Although we designed design tasks 305 

specifically oriented to information navigation and processing, communication and interaction, or content creation and 306 

production skills, it is not possible to rule out that all skills are to some extent needed to perform. An important lesson 307 

learned was the necessity of aligning topics with children's online experiences and lived realities to enhance their 308 

motivation in completing tasks. This study particularly focused on ensuring topics were suitable for a wide age range (12 309 

to 17 years old) across various European countries. Choosing universal themes (e.g., climate change or COVID-19) ensured 310 

that search task topics are available internationally and applicable across age groups. 311 

The design of a coding scheme is important to generate comparable results but proved to be a difficult 312 

endeavour for performance tests of digital skills. Issues arose in determining how to assess the quality of online search 313 

performance. To illustrate, a broad search query does not necessarily yield an incorrect answer, sparking debates over 314 

whether it was possible to develop objective criteria (e.g., specific keywords, number of search attempts) for successful 315 

task performance. Designing a coding scheme also required balancing the complexity of skill indicators and ease of use, 316 

especially for large-scale standardised skills assessments. It is important to allocate sufficient time for thorough training 317 

with the research team to ensure consistent understanding and application of the criteria across all evaluations. 318 

This test used general survey software; unlike tests designed in a closed test environment, no technical expertise 319 

was needed to develop a platform that simulates real-world ICT applications. A disadvantage of performance tests in an 320 

open internet environment is the influence of search engine results on skill-related actions. Search engine results can 321 

vary based on personalized algorithms, making it more difficult to ensure consistent and reliable measurement of digital 322 

skills across individuals. 323 

Additionally, skills related to specific apps or platforms may not always be transferable; for instance, search 324 

result filtering settings vary across search engines. Furthermore, not every participant uses the same apps or platforms, 325 



 
 

and the popularity of these tools can vary significantly between countries. A lesson learned was to let participants choose 326 

their preferred search engine when answering fact-based questions. 327 

Designing tasks for communication and interaction, as well as content creation and production skills, proved 328 

challenging due to their context-specific nature and reliance on situational relevance. Context helps to resolve 329 

ambiguities and ensure consistent measures, especially in cross-national performance tests. The difficulty lies in how to 330 

make it as realistic as possible in an open internet environment without programming a platform or a social media 331 

timeline. A lesson learned was to involve children early in the process and take children’s level of understanding and 332 

experience as a starting point. For instance, initial chat message designs by researchers did not always reflect typical peer 333 

conversations as perceived by the children, highlighting the need for adjustments. Communication skill tasks often result 334 

in scenario-based questions to capture the interaction element. Generally, balancing real-life authenticity with research 335 

control is inherently challenging when developing performance tests. Tasks completed in an open internet environment 336 

are authentic but lack control over the differences in internet resources and other confounding factors. Although the 337 

developed tasks try to replicate real-life scenarios, their validity depends on whether they are realistic and well designed 338 

by the researchers. 339 

 340 

4.2 Implementing performance tests 341 

The concept of digital skills is broad, making it challenging to design a test that comprehensively assesses all skill 342 

dimensions. Because the administration of tasks takes time, it is not feasible to measure all skill dimensions in one 343 

performance test. Additionally, performance testing is cognitively demanding, particularly for children, as sustained 344 

attention may diminish if tasks are overly time-consuming. Both the complexity and completion time of the test are 345 

important to carefully manage. Tests with no time limits bear the risk that some participants spend too much time on 346 

certain tasks. In the current study, performance testing could not take longer than one school hour, limiting how 347 

extensively each skill can be measured.  348 

Before implementing performance tests, it is important to hold expert consultations and cognitive interviews 349 

with the participant group. Designing information navigation tasks – which we expected to be relatively easy– proved to 350 

be difficult because solutions needed to be available in the native language of all participating countries, yet not too 351 

easily found in the search results. Various rounds of adjustments were necessary to measure information navigation skills 352 

cross-nationally. Expert reviews identified potential weaknesses in task instructions, while cognitive interviews provided 353 

insights into children's thought processes. These interviews revealed how children react and reason, improving 354 

performance tests. For example, while children understood the purpose of the chat messages, they pointed out that 355 

these texts did not reflect how a conversation between peers usually goes in real life. A key lesson was to use cognitive 356 

interviews (in addition to an expert round) to understand task interpretation and the need to conduct these interviews 357 

in all countries involved for unique perspectives.  358 

In general, explicit instructions are critical for children, reducing the cognitive load of processing information. A 359 

lesson learned was to split two-pronged questions (for example, by letting the child answer first if he or she would send 360 

a photo and then asking to provide the explanation). Last, an unforeseen challenge was the quality of internet 361 

connections at schools, causing difficulties like uploading presentations, despite the availability of computers with 362 

internet access. 363 



 
 

 364 

4.3 Analysing performance tests 365 

Performance testing is time- and labour-intensive resulting in small sample sizes. One solution is to integrate additional 366 

questions and let the participant do some coding. For instance, ask the child to list the search terms used. Although it 367 

saves effort and time for the researcher, it is more demanding for the child. To balance this, a combination of open-ended 368 

and closed tasks was used. 369 

Coding of the performance tests is also labour-intensive. In tasks related to communication and interaction skills, 370 

the correct answers to tasks are often subject to interpretation, underscoring the importance of pretesting performance 371 

tests within each participating country. For example, in our study, the participating European countries deemed it correct 372 

to have cameras on during online classroom conversations. However, cultural differences might influence this view as 373 

turning cameras on could be seen as controversial. Additionally, the ‘other’ option was often selected, indicating a need 374 

for more detailed guidelines. Open-ended questions, while adding depth to the test, yielded wide-ranging responses, 375 

suggesting extensive testing to anticipate possible answers. A drawback of providing more options is that children might 376 

not have considered these options themselves and the test in this format might teach them about these rather than test 377 

their existing knowledge. Nevertheless, providing precoded categories appeared valuable when working cross-nationally, 378 

though leaving an open category for unexpected answers is also essential. 379 

Finally, tasks should focus on a single action, ensuring dependencies between tasks are minimised. For example, 380 

the inability to find a copyright-free image should not prevent participants from doing an uploading task. Another lesson 381 

was to restrict the number of coders per country to one or two and ensure that all coders are trained before starting the 382 

analysis.  383 

 384 

5. Conclusion 385 

Ongoing debates exist about the exact dimensions of digital skills and how they should be measured. Scholars generally 386 

agree that digital skills are multidimensional (Jin et al., 2020).  However, little is known about how to measure a broader 387 

range of digital skills through performance testing, especially in cross-national studies involving children. This study 388 

addresses test development and application procedures to improve the performance test quality. By developing and 389 

cross-nationally testing compatible tasks, we tackled specific issues in performance test development beyond the known 390 

challenges of being time- and labour-intensive.  391 

Our study expands knowledge on how to design effective performance tests, encouraging other researchers to 392 

assess digital skills directly. Carefully designed tests measure the actual behaviours and real-life technology engagement, 393 

providing a valid assessment of digital skills free from self-assessment biases (Aesaert & Van Braak, 2015; Pagani et al., 394 

2016). These developed tests can be used by other researchers to assess digital skills, covering a broader range of 395 

dimensions such as information navigation, communication, and content creation. However, important areas to consider 396 

are the constraints of various types of performance tests and the associated coding and analysis procedures.  397 
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