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Regulatory frameworks for artificial intelligence (AI) are needed to mitigate risks while ensuring the
ethical, secure, and effective implementation of AI technology in healthcare and population health. In
this article, wepresent a synthesis of 141 binding policies applicable to AI in healthcare and population
health in the EU and 10 European countries. The EUAI Act sets the overall regulatory framework for AI,
while other legislations set social, health, and human rights standards, address the safety of
technologies and the implementation of innovation, and ensure the protection and safe use of data.
Regulation specifically pertaining to AI is still nascent and scarce, though a combination of data,
technology, innovation, and health and human rights policy has already formed a baseline regulatory
framework for AI in health. Future work should explore specific regulatory challenges, especially with
respect to AI medical devices, data protection, and data enablement.

Artificial Intelligence (AI) uses algorithms or models to perform tasks and
exhibit behaviours such as learning, taking decisions, and making
predictions1. In recent years, AI technologies have increasingly penetrated
society, resulting in an array of potential health benefits and risks2. AI tech-
nologies can unlock considerable benefits for patients, clinicians, and
healthcare services (e.g., identifying new medicines, predicting hospital
readmissions or recognising pathology in medical images)3. In population
health, applying AI technologies to real-world data may bring new insights
into the determinants of health of populations4–7, assist in identifying disease
patterns, or support drug discovery and development1,6,8. However, AI
technologies may equally propagate behaviours harmful to health by incen-
tivising addictive behaviours, distorting the ability of people tomake free and
informed decisions, and generating inaccurate health information1,8,9. Fur-
thermore, AI technologies may only be accessible to a subset of a population
or be affected by health data poverty (i.e., the diminished ability to benefit

from health innovations due to under-representation in health datasets)10,11,
thereby risking the exacerbation of existing digital and health inequalities12–14.

To address these challenges while allowing the benefits of AI to be
reaped, a robust governance framework isnecessary to facilitate their ethical,
secure, and effective implementation in healthcare and population health3.
The European Union (EU) introduced an ambitious risk framework for AI
with the release of the EU AI Act in 2024. This framework is designed to
guide the development and usage of AI according to European values and
seeks to regulateAI systems across applications and contexts15–17. It pertains
to AI systems across the health spectrum, aiming to mitigate the potentially
harmful effects of AI on the health and well-being of populations8,12,18,19,
while also allowing health-specific AI technologies to enhance individual
and population health outcomes3,6,20.

Within the legal framework of the EU, the EUAIAct does not operate
in isolation and has to function symbiotically with existing legislation,

1Department of International Health, Care and Public Health Research Institute (CAPHRI), Faculty of Health, Medicine and Life Sciences, Maastricht University,
Maastricht, Netherlands. 2Innovation in Health Information Systems Unit, SD Data Governance, Sciensano, Brussels, Belgium. 3Ministry for Health and Active
Ageing, Valletta,Malta. 4Faculty of Health Sciences, University ofMalta,Msida,Malta. 5Division ofCountryHealthPolicies andSystems,WorldHealthOrganization
Regional Office for Europe, Copenhagen, Denmark. 6Independent Researcher, Paris, France. 7LSE Health, Department of Health Policy, London School of
Economics andPolitical Science, London, UnitedKingdom. 8HippoAI Foundation, Berlin, Germany. 9Swedish eHealth Agency, Stockholm, Sweden. 10Department
of Cardiovascular, Endocrine-Metabolic Diseases and Aging, National Institute of Health, Rome, Italy. 11Department of Health Services Research, Care and Public
Health Research Institute (CAPHRI), Faculty of Health, Medicine and Life Sciences, Maastricht University, Maastricht, Netherlands. 12Harvard Business School
Technology and Operations Management, Boston, MS, USA. 13Harvard-MIT Center for Regulatory Science, Boston, MS, USA. 14Digital Health Cluster, Hasso-
Plattner Institute, University of Potsdam, Potsdam, Germany. 15Institute of Global Health Innovation, Imperial College London, London, United Kingdom.
16Department of Psychiatry, University of Cambridge, Cambridge, United Kingdom. e-mail: r.van-kessel@lse.ac.uk

npj Digital Medicine |           (2024) 7:229 1

12
34

56
78

90
():
,;

12
34

56
78

90
():
,;

http://crossmark.crossref.org/dialog/?doi=10.1038/s41746-024-01221-6&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41746-024-01221-6&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41746-024-01221-6&domain=pdf
http://orcid.org/0000-0002-9969-6874
http://orcid.org/0000-0002-9969-6874
http://orcid.org/0000-0002-9969-6874
http://orcid.org/0000-0002-9969-6874
http://orcid.org/0000-0002-9969-6874
http://orcid.org/0000-0001-9756-0984
http://orcid.org/0000-0001-9756-0984
http://orcid.org/0000-0001-9756-0984
http://orcid.org/0000-0001-9756-0984
http://orcid.org/0000-0001-9756-0984
http://orcid.org/0000-0002-6522-9098
http://orcid.org/0000-0002-6522-9098
http://orcid.org/0000-0002-6522-9098
http://orcid.org/0000-0002-6522-9098
http://orcid.org/0000-0002-6522-9098
http://orcid.org/0000-0002-3586-1041
http://orcid.org/0000-0002-3586-1041
http://orcid.org/0000-0002-3586-1041
http://orcid.org/0000-0002-3586-1041
http://orcid.org/0000-0002-3586-1041
http://orcid.org/0000-0001-8664-9297
http://orcid.org/0000-0001-8664-9297
http://orcid.org/0000-0001-8664-9297
http://orcid.org/0000-0001-8664-9297
http://orcid.org/0000-0001-8664-9297
http://orcid.org/0000-0001-6309-6343
http://orcid.org/0000-0001-6309-6343
http://orcid.org/0000-0001-6309-6343
http://orcid.org/0000-0001-6309-6343
http://orcid.org/0000-0001-6309-6343
mailto:r.van-kessel@lse.ac.uk
www.nature.com/npjdigitalmed


especially sinceAI is not a standalone conceptwithin the health domain but
embedded in other digital technologies, products, and services. Previous
research has partially assessed the existing environment of AI policy and
strategy in Europe, though this has exclusively focused on non-binding
policies such as strategies and roadmaps20–22. An analysis of what EU leg-
islation is applicable toAI in the context of healthcare andpopulationhealth
remains absent, even though such an analysis is urgent in light of the recent
legislative developments in the EU, as well as the call of theUNAIAdvisory
Board for recurring scientific assessments of international and national AI
policies to monitor their evolution2. In this article, we present the first
comprehensive synthesis of binding policies applicable to AI in both
healthcare and population health currently in force within the EU, nine
member states, and the United Kingdom (UK). Subsequently, we identify
potential best practices and highlight potential interactions between the
mapped policies and the novel EU AI Act in relation to population health.

Results
We identified 26,046 policy records (2976 for EU, 3161 for Belgium, 368 for
Estonia, 2947 for France, 1084 for Germany, 3466 for Italy, 205 for Malta,
418 for Poland, 9421 for Portugal, 1364 for Sweden, and 636 for the UK).
Additionally, 757 academic records were identified through scientific and
grey literature searches (457 through PubMed; 300 through Google Scho-
lar). The final number of sources included in the qualitative synthesis was
141. The PRISMA flowchart (see Fig. 1) shows the details of the search
strategy for this policymapping. Figure 2 shows the high-level details of how
the AI regulatory framework is currently composed based on the final
clustering of five categories: 1) AI regulation, 2) processing data, 3) tech-
nology appraisal, 4) supporting innovation and 5) health & human rights.
An overview of country-specific details are included in Supplementary
Tables 3 and4. It is important to keep inmind that theEU legislation applies
to all studied countries, except for the UK for legislation published after its
departure from the EU. Thus, when there is no national law in place,
European law is directly applicable without supplementary national law:

regulations apply directly across the EU upon ratification, whereas Direc-
tives still need to be transposed into national law.

AI regulation
Any AI system being placed on the EU market falls under the scope of the
novel EUAI Act. It aims to ensure the ethical development of AI in Europe
and beyond its borders while protecting health, safety, and fundamental
rights. In the AI Act, specific requirements and obligations for high-risk AI
systems are listed, such as a risk management system, draw-up of technical
documentation, post-market monitoring, and the need to be developed in
such a way that its operations are sufficiently transparent. The design and
development of high-risk AI systems should be in such a way that natural
persons can oversee their functioning. For the development of future AI
systems, the EU AI Act provides the possibility to establish AI regulatory
sandboxes at national level aswell as the testing in real-world setting prior to
market placement. The testing of high-risk AI systems in real-world con-
ditions is also allowed for certain types of AI systems. High-risk AI systems
finally need to undergo third-party conformity assessment to verify their
performance and safety before market placement. No national binding
policies were identified.

Data processing
AI relies on data for its development and use, making rules concerning data
protection, access, and (re)use fundamental. The European legal framework
for personal data protection is embedded in the General Data Protection
Regulation (GDPR). The purpose of the GDPR is to “protect fundamental
rights and freedoms of natural persons and in particular their right to the
protection of personal data”while enabling the freemovement of such data.
This duality means that for personal data to move freely, different legal
requirements must be in place. The GDPR binds all EUmember states and
governs data transfer and handling in non-EUcountries. Every country that
receives or processes data from the EU needs to demonstrate compliance
with the standards of theGDPR. As this also applies to countries such as the

Fig. 1 | A PRISMA flowchart outlining the data
collection process. The provided figure shows a
PRISMA flowchart depicting a systematic overview
of the identification, screening, eligibility, and
inclusion processes used to determine the final set of
studies included in the qualitative synthesis. Source:
flowchart is adapted fromMoher et al.70, which is an
open-access article distributed under the terms of
the Creative Commons Attribution License (CC-
BY), which permits unrestricted use, distribution,
and reproduction in any medium, provided the
original author and source are credited70.
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United States of America, China, andAustralia, the GDPR can be viewed as
quite influential in the promotion of personal data collection and processing
at a global scale23.

At the national level, additional data protection policies were identified
in eight of the ten included countries. To protect the processing of personal
data, Belgium, Estonia, Germany, Malta, Poland, and the UK adopted the
GDPR or modified their current legal base to complement the GDPR
(France). TheGDPRenables themember states to implement specifications
on certain rules set out in the GDPR, resulting in some minor differences
between the data protection laws. Relevant differences for this paper are the
requirements of processing for public interest (Article 6 GDPR), of pro-
cessing in the context of employment (Article 88GDPR), of the age forwhen
a child can give consent themselves (Article 8 GDPR), as well as processing
of special categories of personal data (including health) (Article 9 GDPR).
For example, Estonia, France, Germany, Malta, and Poland give specific
rules, which need to be satisfied in order to process personal data on a public
interest basis. Furthermore, France, Germany, andMalta passed additional
data policies for health data specifically. In Germany, the context of this
additional protection is the processing of patient data for use within the
healthcare sector; in Malta, it involves the processing for insurance reasons
as well as the secondary processing of personal data in the health sector; and
in France, it is the processing of personal data within the Health Data
Platform. France specifically states that the data within this platform can be
used for the implementation and evaluation of health and social protection
policies, for analysing health insurance expenditure, for health surveillance,
monitoring, and security, and for research, studies, evaluation and inno-
vation in health and social care.

Additional regulations apply to the protection of non-personal data.
The Open Data Directive (Directive (EU) 2019/1024) intends to “promote
the use of open data and stimulate innovation in products and services” by
setting rules for the re-use of public sector information. The national
transpositionof theOpenDataDirectivewas identified forGermany,Malta,
Sweden, and the UK. Building on the Open Data Directive is the Data
Governance Act, which increases the availability of data and facilitates data
sharing by specifying conditions for the re-use of certain protected data held
by public sector bodies (including data protected because of intellectual
property rights) andprovidingprocesses and structures that should facilitate
voluntary data sharing. The Data Act, passed in 2023 and applicable from
September 2025, fosters fair access to anduse of data that has beengenerated
using products or services. It specifies specific requirements for the acces-
sibility and transfer of the generated data. Both of these new Acts are reg-
ulations and therefore applicable to all member states.

While the above-mentioned policies specify the protection of data
while processing, interoperability standards are setting the framework for
making processing possible. The Interoperable Europe Act specifies the
framework for cross-border interoperability of public services. In its form as
a regulation, itwill be applicable to allmember states. Furthermore, as health
systems can be regarded in most member states as public services, the
requirements for interoperability standards will be applicable to all public
health systems in the EU member states.

Technology appraisal
AI systems are often embedded in other technologies, meaning general
technology policies could be applicable. Technology policies are not a direct

Fig. 2 | Regulatory framework for artificial intelligence in healthcare and
population health.The regulatory framework for artificial intelligence in healthcare
and population health consists two parts: the technological part and the health and
human rights part. The key components of each of the four dimensions in the the
technological regulatory landscape for artificial intelligence (AI) in healthcare and

population health are outlined as AI Regulation, Processing Data, Technology
Appraisal, and Supporting Innovation. The health and human rights part comple-
ments the technological regulatory landscape to ensure that the total regulatory
framework encompasses the specific needs, norms, and values of the health domain.
Source: authors’ own creation.
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competence of the EU (Article 4 TFEU). However, the competence of the
EU includes the proper functioning of the single market, meaning it can set
standards for the safety of technological products being placed on the EU
market. The General Product Safety Regulation (GPSR), applicable from
December 2024, offers a broad-based framework for the safety of products
being placed on the EU market, which do not fall within sector-specific
safety regulations (e.g.medical devices, food). It defines a product as an item,
which is intended for or used by consumers, either as a stand-alone product
or interconnected to other products, hence potentially covering AI tech-
nology embedded in other products.

Products used for health and medical purposes are specifically regu-
lated at the EU level with the Medical Devices Regulation (EU) 2017/745
(MDR) and the InVitroDiagnosticMedical Devices Regulation (EU) 2017/
746 (IVDR). Their purpose is to ensure that each medical device performs
consistently with its intended purpose and complies with the general safety
and performance requirements. Medical devices can be split into 4 risk
classes (I, IIa, IIb, III) with AI medical devices being considered class IIa or
higher due to the provision on software as medical devices, which auto-
matically corresponds to thembeing considered high-riskAI systems under
the AIAct (see Fig. 3). Beforemarket placement,medical devices of class IIa

and higher need to undergo third-party conformity assessment to provide a
sufficient body of clinical evidence regarding the safety and performance of
the medical device. Furthermore, Regulation (EU) 2021/2282 seeks to
improve the availability of innovative medical technologies by setting an
overall framework for the joint clinical assessment of health technologies.
All medical devices and in vitromedical devices are also covered within this
Regulation. The three regulations are directly applicable in all ten countries.
From two of these ten countries (Malta and Sweden) updated national
regulations were identified.

With the growing social and economic importance of the internet,
policies for the digital sector have been enacted.One area is the protection of
the Union against cyber-attacks by passing cybersecurity policies: Directive
(EU) 2022/2555, whichmember states need to incorporate in their national
law until October 2024, and the Cybersecurity Act Regulation (EU) 2019/
881, which establishes the ENISA and a framework for voluntary European
cybersecurity certification schemes. From five of the ten countries (France,
Germany, Sweden, Portugal, and theUK) national law on cybersecuritywas
identified.

The two most recent EU policies for the digital sector are the Digital
Markets Act (DMA) and the Digital Services Act (DSA). The DMA focuses

Fig. 3 | Risk classification process following the EU AI Act and EU Medical
Devices Regulation. The figure shows a flowchart for the risk classification of
artificial intelligence (AI)-enabled medical devices under the Medical Devices
Regulation (MDR) and the AI Act. It begins with the question: “Is the technology an
artificial intelligence system?” If the answer is “No,” it falls outside the scope of theAI
Act. If “Yes,” it proceeds to check if the intended purpose is within the scope of
medical devices. A “No” here means it is outside the scope of MDR. If both answers

are “Yes,” the flowchart notes that the vast majority of software as amedical device is
classified as risk category IIa or higher. Medical devices with risk class IIa or higher
are high-risk artificial intelligence systems. This means that these AI-enabled
medical device require Conformité Européene (CE) marking through a decen-
tralized notified body. The boxes positioned on the left side indicate the specific
section of the MDR or AI Act that informs that specific step. Source: authors’ own
creation.
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on ensuring fair and open digital markets by setting rules for large and
impactful online platforms and services (e.g. online search engines, online
social networking services, web browsers, and virtual assistants). The DSA
addresses online intermediaries (e.g. online marketplaces, social networks)
and directs them, amongst others, to include information on measures and
tools used for content moderation, including algorithm decision-making.
Both regulations are binding for all EU member states.

Supporting innovation
The establishment of innovation-friendly environments is embedded in the
TFEU, stating that the EU should “have the objective of strengthening its
scientific and technological bases”. Several binding decisions established
different fundingprograms, suchasHorizonEurope,whichhaveAIasoneof
their priority areas. Complementary to the EU programs, there are national
projects or programs, which aim to foster (health) innovation. In Germany,
health insurance companies may promote the development of digital
innovations “to improve thequality and cost-effectiveness of care.”The focus
of Italy’s projects (the highly specialised competence centres and the ITS
Academy) lies on training and capability building and funding. In Malta,
important legislative steps were taken with the establishment of the Digital
Innovation Authority. In Portugal, Decree-Law No. °67/2021 of July 30 sets
the conditions for creating technological free zones (TFZs).TFZs are test sites
which “intends to test new policy concepts, forms of governance, financing
systems and social innovations”. Though not specifically geared towards AI,
such settings allow for the testing of a broad range of potentially disruptive
innovations. Notably hereby is that “The testsmust not call into question the
safety of people, animals and property, and must properly safeguard health
and environmental risks in compliance with applicable legislation;”.

The EU provides regulations for the legal protection of copyrights and
related rights in the information society and the digital market for enhan-
cing the development of innovation. In particular, the 2019 amendment of
Directive 2001/29/EC on the harmonisation of certain aspects of copyright
and related rights in the information society stipulates in Article 1 how
computer programs can fall under the protection of intellectual property
legislation, while Article 2 highlights that computer programs are not
among the eligible parties whose outputs can receive protection under
intellectual property legislation. This is particularly relevant in the age of
generative AI, where the AI program itself might fall under the copyright
umbrella, but the outputs of that generative AI might not.

Health & human rights
Compared to the other policy domains, health and human rights policies
influence AI by establishing standards that should benefit society as a whole
and contribute to the well-being of individuals. An important standard on
theEU level is theEuropeanConventiononHumanRights (last amended in
2021). The convention states, amongst others, the importance of the right to
private life and correspondence, which can only be restricted “in the interest
of national security, public safety or the economic well-being of the country
(…) for the protection of health or morals”. All ten countries in our study
signed this Convention, and are therefore bound to it.

In 2021, Portugal passed its “Portuguese Chapter of Human Rights in
theDigitalAge” law,which states that “Theuse of artificial intelligence should
be guided by respect for fundamental rights, ensuring a fair balance between
the principles of explainability, security, transparency, and responsibility,
whichmeets the circumstances of each specific case and establishes processes
aimed at avoiding any prejudice and forms of discrimination”. In Sweden,
both the “PatientData Law” and the “DiscriminationAct” are central parts of
Swedish legislation, but neither explicitly mention AI. Furthermore, the
Swedish “Patient Law” specifies that the patient needs to receive information
about the proposed treatment. It remains unclear to what extent this is
applicable when using AI-enabled medical devices for treatment support.
Moreover, to what extent the patient should be informed on and howmuch
information can be provided about theAI technologies embedded inmedical
systems or devices remains ambiguous. France, Italy, andMalta have specific
bodies to uphold health and human rights standards in line with their

national legislation. However, the scope of their responsibilities is broad,
leaving it undefined whether it captures AI.

Discussion
At the time of writing, this study represents the first comprehensive map-
ping of the regulatory environment of AI in healthcare and population
health in Europe.While the EUAIAct plays an important role in the overall
regulatory framework for AI, it does not regulate AI by itself. Other relevant
AI legislations identified in this study set normative, ethical, and human
rights standards, address the safety of technologies, the implementation of
innovation, and the protection and use of data. Taken together, they have
already formed a baseline regulatory framework for AI in healthcare and
population health. These findings align with previous research highlighting
how AI is regulated by more than AI-specific legislation2.

Health is established as a basic human right within the International
Covenant on Economic, Social, and Cultural Rights24. This recognition of
the importance of protecting human rights when applying AI technologies
is being developed at European scale by the Council of Europe through the
Convention on Artificial Intelligence, Human Rights, Democracy and the
Rule of Law. This Convention aims to ensure that the design, development
and application of AI systems is fully consistent with respect for human
rights andmay become the first legally binding international treaty (to all its
signatories) specifically geared towards AI25. Portuguese policy also
underscores the importance of protecting fundamental rights when using
AI. Some countries have operationalised this by setting up dedicated bodies
to upholdhealth andhuman rights standards.Moving forward, these bodies
could oversee the implementation of AI in health legislation by regularly
assessing the safety, efficacy, and fairness of AI technologies and updating
regulations accordingly. Furthermore, to ensure accountability and foster
trust among stakeholders, specific mechanisms for auditing and validating
AI systems used in healthcare and public health could be established. An
example of a certification scheme in practice is in Malta which assesses
innovations on qualities, features, attributes, and behaviours.

Consumer vulnerability is increasing in the digital age9,12,26, in part due
to a rise of personalised dark commercial patterns9. These refer to various
practices used in online interfaces that lead users to make choices that are
not always in their best interest8,9. The European regulations pertaining to
digital platforms can play a crucial role in the protection of people’s health
and well-being. The DSA prohibits the design, organisation or operation of
online interfaces in a way that could deceive or manipulate the user. In
addition, theDMAs states that online platforms and services should not use
any behavioural techniques or interface designs. The current definition of
high-risk AI applications within the EU AI Act does not cover AI systems
used in e-commerce or search engines,meaning thatmachine learningused
in large online search engines or platforms is not subject to strict rules of the
AI Act27. The DMA may complement the EU AI Act, as it seeks to ensure
fair competition between digital platforms and creates rules for platform
actors. Online platforms and services are not allowed to process personal
data of end-users for providing online advertising services, combine or
cross-use personal data from different services/platforms without end-user
consent. This could limit the use of consumer data (e.g. for building algo-
rithms) and diminish their dominating role on the market. For the DMA
and DSA to operate on a national level, the member states should proceed
with their transposition. The current regulatory framework focuses strongly
on the development of AI, while provisions on navigating liability in rela-
tion to AI systems causing harm remain absent so far. The proposed AI
Liability Directive and Product Liability Directive aim to introduce new
fault- and no fault-based liability provisions for AI systems and products
containing AI systems28,29. Under these proposed legislations, the manu-
facturer of the AI system as well as the providers of digital products and
devices containing AI systems would be able to be held accountable for
damage done by defectiveAI systems or products containing those systems.

Data preparation and collection for the training of AI systems is being
regulated throughdifferent legislation ondata governance andprocessing at
both the EU and national levels: the GDPR for the use of personal data, the
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“OpenData Act” for the use of non-personal data, and intellectual property
and copyright laws. Health data is classified as a special category under the
GDPR and processing of these special categories can be done without
consent of the data subject for reasons of public interest in the areas of public
health, theoretically allowing AI technologies to be used for this purpose.
However, a clear definition of ‘public interest’ is direly needed. The “Open
DataDirective” establishes the possibility to use public documents as well as
researchdata frompublicly fundedprojects. Intellectual property laws could
hinder access to training data and AI technologies, posing challenges for
collaborative innovation ecosystems in developing and speeding up the
introduction of novel AI-enabled health technologies. This is particularly
problematic considering the significant potential of AI in healthcare and
population health3,6, which necessitates open collaboration to fully realise its
benefits, avoiding future inequalities in health and improving access to
healthcare. Simultaneously, existing copyright laws prohibit the use of any
protected work for commercial purposes unless approved by the right-
sholder, though there is the exclusion for text and data mining of works for
scientific research purposes, which could include AI technologies. More-
over, different Creative Commons licences grant permissions, including for
commercial use, as long as credit is given to the creator, which could pose
challenges for (non-)commercial use of AI in the health domain due to the
limited traceability of content in AI output. Finally, the Regulation for a
European Health Data Space should lead to more health data becoming
findable andaccessible for large-scale research30, including the applicationof
privacy-preserving methodologies such as federated learning31,32. In the
proposed regulation, Article 34 states that health data can be processed for
‘training, testing and evaluating of algorithms, including inmedical devices,
AI systems and digital health applications’. Taken together, a regulatory
framework providing usable data for the lawful development of AI tech-
nologies hinges on the clarity of its purpose definition.

With respect to the outputs of generative AI technologies, the question
arises as to whether these can be covered under extant innovation policies,
especially intellectual property laws. The copyright laws mapped in this
study acknowledge only outputs created by natural persons or legal entities
can be protected under copyright law, meaning outputs created by a non-
human entity are not protected. Furthermore, the work needs to be the
author’s own intellectual creation to qualify for copyright protection in the
EU. Whereas copyright licenses protects works by giving the owner exclu-
sive rights, open-source licenses (e.g., BSD licenses, GNU General Public
Licenses, or copyleft licences) promote the use andmodification of works33.
Licensing health datasets and AI models with open-source licenses in the
context of the AI innovation landscape would facilitate and improve access,
though using it as AI training data raises the question if it could lead to AI-
generated outputs that are considered derivativeworks, which can affect the
conditions under which the derivate can or has to be distributed33.

Innovation policy can provide a strong breeding ground for AI tech-
nologies in health34. In the EU AI Act, regulatory sandboxes are proposed
that are intended to provide a controlled environment for the development,
testing, and validation of innovative AI systems15,16, including AI technol-
ogies in medical devices. An operational example of such regulatory sand-
boxes already exists in Portugal with the TFZs. Though not specifically
geared towards AI, such settings allow for the testing of a broad range of
potentially disruptive innovations. That said, whether the testing in these
regulatory sandboxes is sufficient to acquire sufficient evidence for health-
related AI technologies needs to be further investigated.

Furthermore, this updated regulatory framework starkly contrastswith
the regulatory framework of the USA, which is streamlined at the national
level by the Food and Drugs Administration. In the USA, no specific
clearance pathway for AI-based medical devices exists but they are legally
assimilated to Software as Medical Devices35. The FDA offers three cen-
tralizedmarket access pathways formedical devices based on the risks of the
devices: approval through the premarket approval pathway (most stringent
review for high-risk devices), authorisation via the de novo pre-market
review (for low and moderate-risk devices), and clearance via the 510(k)
pathway (for devices substantially equivalent to one or more legally

marketed devices)36,37. Clinical evaluations are not a requirement under the
510(k) pathway, resulting in the ability for AI medical devices to enter the
USAhealthcaremarketwithout clinical testingas longas a similar devicehas
previously been granted market access38. That said, when clinical evalua-
tions are required as part of themost stringent pre-market approval process,
these can be performed without having to disentangle a complex regulatory
framework.While this framework is potentially easier to navigate due to its
streamlined nature, it requires medical devices to be reauthorised after each
update that changes the underlying performance of a device, its safety
characteristics, or the intended population for whom the device is intended
to be used. For AI systems capable of continuous learning, this wouldmean
they would be subject to continual reauthorisations every time their per-
formance changes in response tonewdata39, risking commercial unviability.

Some limitations need to be considered. The selection of the countries is
based on convenience sampling, meaning the findings need to be cautiously
applied to countries outside the scope of this study. Nonetheless, country
selection included a variety of Western and Eastern European countries, as
well as small and large-sizedmarkets, health systems, andpolitical economies
of AI in health. Given our focus on binding policies, we did not capture how
theuse ofAI is integrated into clinical guidelines or recommendations,which
shouldbe explored in future research.Thequality of the included recordswas
not assessed. However, as the aim of this study was not to validate metho-
dological rigour to ascertain confidence in the data synthesis but rather to
collect information about regulatory frameworks in different countries, the
absence of a quality assessment does not compromise the validity of this
study. The possibility of errors in translation or misinterpretation cannot be
dismissed, though country experts were involved to assess the completeness
and correctness of the findings and assist with interpreting the mapped
legislation for the studied countries. Finally, we acknowledge the possibility
that a policy published prior to 2014 was overlooked in case it had not been
amended in the last ten years, though the involvement of country experts to
validate our policy data minimised this possibility.

Ultimately, the field of AI is rapidly developing and subject to change,
while regulations specifically pertaining to AI technologies in healthcare and
population health are still nascent and scarce. A combination of data, tech-
nology, innovation, andhealth andhuman rights policy has already formed a
baseline regulatory framework for AI in health. Future work should more
extensively explore potential interactions and missed aspects between exist-
ing legislationand regulation specifically pertaining toAI (e.g.,with respect to
medical devices, dataprotection, anddata enablement), aswell asmonitor the
development of theAI regulatory landscape over time. The development of a
strong regulatory environment for AI is a prerequisite to extracting the
benefits while curtailing the risks to individual and population health.

Methods
This article followed a validated policy mapping framework methodology40,
which is based on the foundational framework of a scoping review that is
adapted toallow for the systematic screeningofpolicy repositories rather than
academic databases41,42. It has been previously applied to map policies and
strategies in a number of disciplines, such as education43,44, employment45,
digital health46, and substance abuse47. The findings were reported using the
PRISMA-ScR (Preferred Reporting Items for Systematic Reviews andMeta-
Analyses extension for Scoping Reviews; Supplementary Table 1) framework
and analysed with the methodology of a qualitative document analysis48,49.

Eligibility criteria
The ten countries included provide an overviewof a diverse set ofAI-related
policy initiatives acrossEurope, namelyBelgium,Estonia, France,Germany,
Italy, Malta, Poland, Portugal, Sweden and the UK. In addition, EU legis-
lation was included due to its direct influence on the national policies of EU
Member States. The selection of countries was based on convenience
sampling50, though they represent a mix of different political and health
systems, as well as country sizes and levels of digital maturity51,52.

Eligible records had to be drafted by government institutions and be
binding in nature, meaning they have a legally binding force for the actors
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covered by them. Rules and laws included in a binding framework must be
followed, and non-compliance can result in legal penalties. Opinions, stra-
tegies, and guidance documents were not considered for inclusion, as these
constitute non-binding policies, are solely indicative, andhave been assessed
previously21,22,53. In countries with federated governance structures (e.g.,
Belgium and Germany), subnational policies were not included, despite
federal states having the legal mandate to enact policies with an indirect link
to AI (education sector, labor law). In these countries, national law tends to
set the overall framework that is of primary interest for this article54.

Eligible policies had to be published in the last 10 years (Jan
2014–March 2024). We considered this period appropriate because the
current exponential growth of AI began in the last decade in conjunction
with the availability of data and new computing power55.With the launch of
the European Initiative of AI in 201856, 2014 represents a viable starting
point to capture already existing policies before the launch of the EU
initiative. If a relevant policy was originally published prior to 2014 but had
received amendmentswithin our eligible time frame, the entire consolidated
policywas considered for inclusion.As this article focusedonunderstanding
the legislative framework currently in effect, it was sufficient to include the
latest version of a policy that is in effect rather than each previous iteration.
Finally, we recognise that AI is not a standalone concept within the health
domain but is embedded in other digital technologies, products, and
services57. Nearly all such technologies rely on large volumes of data, which
form the basis for training, testing, and validation of AI technologies3.
Therefore, we also included legislation that captured the broader policy
domains relating to AI, namely data and innovation policy.

Data collection
Following the methods used in other policy mapping relating to public
health43,58, the data collection consisted of five steps. As a first step, national
and European policy repositories were searched as our primary source for
data collection (Supplementary Table 2). For developing search strings for
policy repositories, key terms were identified and based on these search
terms. In this paper, the key terms for AI and its broader framework were
grouped under “AI”, “innovation” and “data”. For healthcare and popula-
tion health, we reviewed the OECD AI principles and determined “health”
and “human factors” as practical key terms to also cover ethical con-
siderations of the use of AI technology. Further keywords were identified
through high-level policy documents and previous research pertaining to
AI, data, innovation, and health and human rights policy24,59–66. The full
overview of keywords is presented in Table 1. Prior to the search, all key-
words were translated into the different local languages. In case the com-
bination of the search terms yielded insufficient or no results, the key terms
were used separately. Data collection was performed by four authors (JS,
NMS, SB, and RVK). Countries were distributed among the authors based
on language proficiency and knowledge of the policy environment. To
ensure consistency among the authors, extracted policy data were reviewed
in group discussions during weekly meetings. As a second step, to identify
overarching political reforms or trends, supplementary searches were per-
formed in PubMed and Google Scholar, the latter only screening the first
300 hits as per previous methodological guidance67. The build-up of the
search string for the supplemental scientific literature search is shown in
Supplementary Table 2. Due to its supplementary nature, it only includes

the terms forAI and the countries, both adopted tofit the scientific database.
The search was performed by one author (RVK) and findings were dis-
cussed with the others. As a third step, policy and academic publications
were merged and checked if they conform with the eligibility criteria. The
fourth step involved checking reference lists for additional policies thatmay
have not been identified within the search. Lastly, all the policies identified
were unified into one single table and the country, the policy name, the year
of enactment, if available the last year of modification, and relevant para-
graphs of the included policies were collected. The data was collected
between 16 January and 6February 2024.Anupdated searchwas conducted
on 14March2024, after the official adoption of the EUAIAct. Records after
this timeframe were added as a result of consulting country experts.

Data analysis
Included policies were analysed through a qualitative document analysis in
order to extract passages relevant to the regulation of AI49. To identify and
map recurring themes in the policies, a deductive content analysis was
conducted68,69. Salient themes were extracted by one author (JS) and post
hoc clustered in the five domains. The clustering was reviewed and verified
by two authors (NMS and RVK). Finally, individual country information
was tabulated per category, and cross-countries differences were narratively
synthesised.

Data availability
All policy documents used in this study are publicly available from the
respective national policy repositories. No new datasets were generated
during this study.Due to all databeingpublicly available andalready in force
in the respective studied countries, there was no situation in which it was
necessary to request consent.
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