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Abstract

This paper studies how firms adapt to demand shocks when facing capacity constraints. I
show that increases in government purchases raise total factor productivity in quantity units at
the production-line level. Productivity gains are concentrated in plants facing tighter capacity
constraints, a phenomenon I call “learning by necessity”. Evidence is based on newly digitized
archival data on US World War II aircraft production. Shifts in demand across aircraft with dif-
ferent strategic roles provide an instrument for aircraft demand. I show that plants adapted to
surging demand by improving production methods, outsourcing, and combating absenteeism,

primarily when facing tighter capacity constraints.
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How do firms satisfy increased demand for their products when facing tight capacity con-
straints? The conventional answer is that they can’t because demand has no effect on firms” pro-
ductivity. An alternative view posits that firms can increase productivity when facing demand
shocks and that high demand induces innovation that circumvents capacity constraints. This is
a common interpretation of the performance of the US economy during the Second World War:
Although the US was close to full employment by the time Pearl Harbor was attacked, muni-
tions production nevertheless surged at declining production costs. This observation also spurred
post-war research on learning by doing: a term that encompasses the many ways plants improve
productivity with experience. This work has been extremely influential, fostering a literature on
learning by doing (see Thompson! 2012, 2010 for reviews) and endogenous growth (Romer| 1986,
Lucas|1988|,1993)).

However, existing empirical work on this topic has some limitations. It has mostly skirted
the identification challenge of differentiating whether increased demand, production, and experi-
ence lead to higher productivity, or vice versa. I show that this is not merely a theoretical concern
but rather that traditional learning-by-doing (LBD) regressions show substantial pre-trends and
clear indications of reverse causation. Further, while the focus has often been labor productiv-
ity, Thompson (2001) shows the importance of capital in evaluating learning by doing, and Basu
et al.| (2006) demonstrate the importance of capital utilization in measuring productivity over the
business cycle. Thompson| (2010) notes that the the concept of the “experience curve” is vague:
whether productivity gains are passive or driven by active responses to higher demand. Finally,
most learning-by-doing studies give static estimates of the experience curve. This is an important
drawback: I show almost no contemporaneous effect on productivity, with effects peaking only
after a year.

In this paper, I address some of these shortcomings. I utilize detailed archival data on US air-
craft production during World War II, including previously untapped measures of physical capital
and capital utilization, essential for evaluating total factor productivity (TFP). I address the iden-
tification challenge with an instrumental variable. I use the national output of broad aircraft types
in each month as a (“leave one out”) instrument for aircraft demand in each production line in
that month. True, procurement was channeled to plants the military and government expected
most likely to deliver aircraft rapidly, within broad aircraft types (e.g. which plant should deliver
fighter aircraft). However, as outlined in Section the allocation of national procurement across
these broad aircraft types (e.g. the decision of whether to buy more fighter or bomber aircraft) was
driven by external factors such as military strategy, combat losses, and battlefield circumstances.

Using a two-way-fixed effects Local Projections Instrumental Variables estimator, I plot the

dynamic response of productivity to aircraft demand. I observe a negligible immediate impact on



productivity. Instead, I find a delayed response of 0.4% growth in quantity-based, and capital-
utilization adjusted, Total Factor Productivity (TFPQ) within 12-months of a 1% demand shock.

I then investigate the role of capacity constraints on the learning curve. I illustrate in a sim-
ple model why firms facing capital and labor adjustment costs and convex utilization costs are
induced to adopt new production techniques when demand surges. Critically, convex utilization
costs mean that technology adoption incentives are greater under tighter capacity constraints, as
plants operate on steeper portions of their cost curves. Hence productivity responds more to de-
mand (learning curves are steeper) when plants are already operating at high utilization. I refer
to this phenomenon, where increased demand confronts limited production capacity and leads to
productivity growth as Learning by Necessity. Indeed, I show that plants with higher capacity uti-
lization rates see 80% higher productivity growth in the year following a demand shock. I measure
capacity constraints using several separate indicators, all based on new archival data: capital uti-
lization derived from shift-utilization data; labor utilization (weekly hours per worker); high-wage
labor markets; and the War Manpower Commission’s classification of labor markets by tightness.

Finally, I document several active measures taken by plants to increase productivity. First, pro-
duction methods in the aircraft industry changed dramatically during the war. The most promi-
nent improvement was the move from job-shop (custom and nearly handmade) production meth-
ods to production line methods (standardized products, interchangeable parts, smaller tolerances).
Utilizing newly collected data from historical news sources and firms” annual reports, I present
suggestive evidence that plants that gained high experience were more likely to adopt new produc-
tion methods, but only if they were high utilization plants. Second, the airframe industry moved
from mostly in-house production to greater reliance on outsourcing and subcontracting, and I find
greater such reliance in capacity-constrained plants facing demands shocks. Third, management
made concerted efforts to improve working conditions and worker morale, to reduce absenteeism
and turnover. I use newly digitized archival data on absenteeism to show that plants with higher
labor utilization lost fewer labor hours to absenteeism in response to demand shocks.

Previous research has documented learning by doing in aircraft (Wright|1936, Middleton/(1945,
Asher|[1956, Alchian| (1963, Rapping|1965) and shipbuilding (Searle (1945 Thompson|2001) indus-
tries. These estimates were based on correlations, lacking a causal interpretation. Recent studies
have proposed instruments for experience: Benkard (2000) uses lags of global GDP and oil prices
as instruments and Levitt ef al. (2013) use the experience of one production line as an instrument
for another in the same plant. Both studies are for a single plant rather than an entire industry and
the latter measures production defects rather than labor productivity. Neither controls for capital
or its utilization, nor do they provide dynamic estimates that control for lagged demand, which I

show to be important in uncovering the causal impact of demand on productivity. Most impor-



tantly, this paper is the first to document how learning by doing interacts with capacity constraints:
learning by necessity.

An extant macroeconomic literature has estimated returns to scale in industry-level production
functions (Hall|[1990, Burnside|1996| Basu & Fernald [1997). Existing learning by doing estimates
typically ignore returns to scale. Estimates of returns to scale typically assume that demand cannot
affect productivity. I provide a framework that nests the two and separate the effect of demand
on productivity from static returns to scale. A literature in international trade emphasizes the
importance of market size on productivity and innovation (Acemoglu & Linn|2004; Finkelstein
2004| De Loecker, 2007, 2011; |Atkin et al.|2017| Melitz & Redding|2023). But these focus on the
long-run, not business cycle frequency, and don’t speak to the importance of capacity utilization.

The notion that demand may affect productivity is implicit in the endogenous growth literature
and more explicit in the literature on induced innovation (Romer|1987, Newell et al.|[1999, |Popp
2002). Recent work has further posited that cyclical demand could spur productivity through
similar channels (Benigno & Fornaro| 2018, Moran & Queralto 2018, /Anzoategui et al.|2019, and
Jorda et al.[2020). In an early contribution, Hickman, (1957) posited that high utilization could lead
to capital investment incentives, what he called “the acceleration princple”. |Arthur (1989) outlined
a theoretical non-linear relationship between technology adoption and demand. In a case study of
a single aircraft plant in World War II, Mishina|(1999) documents high turnover rates and therefore
views experience as a less plausible explanation for productivity growth in the plant. Instead he
suggests a phenomenon of “learning by stretching,” a precursor to the concept of “learning by
necessity” of this paper.

There is a voluminous literature studying the effects of government purchases on the economy,
and military spending has been used to identify government spending shocks (Barro|1979, Ramey
& Shapiro| 1998, Barro & Redlick|2011, Ramey 2011alb, 2016, 2019, Nakamura & Steinsson 2014,
Chodorow-Reich|2019, |[Auerbach et al.|2020). Unlike the extant literature, this article doesn’t focus
on the aggregate effects of public expenditures on GDP, private consumption, or unemployment
(the fiscal multiplier), but rather on its effects on productivity and its dependence on capacity uti-
lization. |Antolin-Diaz & Surico| (2022) show that the effects of aggregate US military spending are
long-lived and that it stimulates innovation and private investment, consistent with the mecha-
nisms studied here. [Brunet| (forthcoming) uses Wold War II procurement data to study the effects
of government spending on output and employment using state-level variation. This paper also
speaks to the debate on the dependence of fiscal multipliers on the degree of slack in the economy
(Auerbach & Gorodnichenko|2012, 2013 Owyang et al. 2013, and Ramey & Zubairy|2018), and to
Boehm & Pandalai-Nayar(s (2022) finding that supply curves are convex. A large literature has
studied the longer-run impact of World War II public spending (Rhode|2000, Fishback & Cullen



2013} [Jaworski|2017, Hanlon & Jaworski[2021)). [Rockoffi (2012) and [Fishback & Jaworskil (2016) give
broader reviews of the literature on the impacts of World War II on the post-war economy.

Finally, the paper relates to a literature on capacity utilization, its response to demand shocks,
and as a confounding factor in productivity measurement (Burnside & Eichenbaum|/1996, Basu
et al|2006). This paper shows that TFPQ grows in response to demand shocks (and is procyclical)
even controlling for increased utilization, with real productivity gains, not merely reflecting mis-
measurement. Additionally, plants with high rates of utilization see relatively higher productivity
growth when faced with rising demand, indicating a richer interaction between the business cycle,
capacity utilization, and productivity than previously documented.

Admittedly, this paper speaks most directly to the effects of government aircraft purchases
during the Second World War. The results suggest that high demand could spur productivity
growth in other settings. However, there are some aspects of the war economy that may not trans-
late neatly to a peacetime setting, e.g. workers’ patriotism and price controls. Also, the aircraft
industry may have been ripe for mass production on the eve of the war, making it particularly
poised to “learn by necessity”. I discuss concerns of external validity in Section 3.4/and Appendix
D. While acknowledging these concerns, I note that it is also possible to overstate the uniqueness
of the period. Aircraft firms were exempt from price caps; wages were frequently re-negotiated;
and worker strikes and absenteeism were at historical highs, indicating that mundane motivations
persisted alongside patriotism.

The remainder of the paper is organized as follows. Section [1| describes the data and the his-
torical setting. Section [2|lays out the empirical strategy with the main results shown in Section
Section[d] gives a history and empirical evidence of the actions taken by plants to increase produc-

tivity. Section [5|concludes.

1 Data, Institutional Setting, and Historical Context

World War II brought the largest cyclical increase in public consumption in US history. Figure
shows government consumption as a share of GDP in the US from 1929 to today. The Second World
War stands out as the single largest shock to government purchases. Government consumption
and gross investment rose from 9% of GDP at the war’s onset to 44% of GDP in 1945, declining
again to 16% by 1948. The precise unemployment rate at the onset of World War II is debated, but
it is generally agreed that the US economy was approaching full employment by the time the US
officially entered the war in late 1941 (Figure|1b} Gordon & Krenn|2010).

The analysis that follows narrows in on aircraft production, which was the single largest pro-
curement item in the military budget and became the largest industry during the war (War Produc-

tion Board 1945 charts 3 and 11). Figure|lc/shows that aircraft procurement peaked at 4% of GDP.



In May 1940, after the fall of France, President Roosevelt set an ambitious objective of producing
50,000 planes during the war (Fireside chat, May 26 1940). Economists Robert Nathan and Simon
Kuznetz estimated that the US didn’t have the productive capacity to meet this aim. Yet the US
aircraft industry produced twice this number of aircraft in 1944 alone (War Production Board|1945
p. 10).

The aircraft industry was young: the average firm was founded in 1927 and the average plant
in 1934. Table [I| gives summary statistics for the industry. In total, 38 firms operated 61 plants
and produced 109 different aircraft models, with 141 plant-by-model combinations. For simplicity,
I refer to plant-by-model combinations as “production lines,” although some plants ran several
production lines for the same model. The median firm was a single plant producing a single air-

craft model. However, there was considerable variation: the 90th

percentile firm operated three
plants and the 90" percentile plant produced four models. Firm and plant sizes also varied signif-
icantly with the 75 percentile firm selling a total of $1.2 billion in aircraft, nearly 50 times more
than the 25t percentile firm; and the 75 percentile plant employing 15,000 workers, almost 10
times the 25™ percentile plant.

The industry was less concentrated than before or after the war: The Herfindahl-Hirschman
Index of aircraft sales (by dollar value) declined slightly from 0.14 in 1939 to 0.10 in 1945, but rose
again to 0.11 in 1947 (Reichardt, 1975). Douglass Aircraft, the leading firm, produced only 13% of
all aircraft, by sales, a modest proportion by modern aircraft industry standards. There was just
one acquisition (Vega by Lockhead) and one merger (Consolidated with Vultee) during the war,
and only three small firms exited at the war’s end. In contrast, the industry’s post-war history
has been one of consolidation and concentration: By the time of the Boeing-McDonnell Douglas
merger in the late 90s, the industry’s Herfindahl index was estimated at around 0.5 (Stock) [1999).

Procurement was under the purview of the Army Air Force and the Navy, in coordination with
the War Production Board, which dictated the overarching war production strategy. Most contracts
were Cost Plus Fixed Fee, covering suppliers’ (audited) costs plus a pre-negotiated payment per
aircraft delivered. Concerns over war profiteering led to a legal cap on markups (to 4% by the
end of the war) and some contracts were renegotiated ex-post. As a consequence, most aircraft
manufacturers’ profit margins were lower than they were before or after the war (Smith1991| pp.
248-293; Wilson2018, chapter 4).

Aircraft firms, their subcontractors, and their suppliers were exempt from wartime price con-
trols. While wages were were regulated and frozen at their March 1942 levels, they were frequently
re-negotiated, leading to a 20% increase in the aircraft industry by 1945 (Smith|1991 pp. 399-403).
Previously, most aircraft were made to order based on detailed specifications of the procuring

agency, but this became untenable given the new production targets. The military therefore agreed



to purchase standardized aircraft models, which were then modified in army or navy modification
centers. Standardized aircraft aides productivity analysis, as it ensures consistent specifications
across aircraft of the same model and mark.

Productivity data come from the Aeronautical Monthly Progress Reports, collected by the
Army Air Force headquarters at Wright Field (later published in [USAAF [1952). The military
meticulously tracked war production, with all aircraft manufacturers submitting monthly reports.
Productivity and production data from this source (Table 3) have been used in previous research,
but previous researchers overlooked a second volume of reports, including detailed data on floor
space, worker hours, and shift utilization (Tables 5 and 6)EI To my knowledge, I am the first to have
digitized these additional data. Reporting requirements and forms were the same for all plants and
were extremely detailed. Figure A.1 in the appendix shows one of the standardized formsE]

Productivity measurement starts with the raw variable “Unit Man Hours: Entire Plane,” which
reports the worker-hours of the last plane delivered in the calendar month. This includes only
manufacturing workers: overhead is reported separately. The measure includes hours worked in
sub-assemblies, giving a consistent comparison when producers outsourced parts of the produc-
tionE] The variable gives hours per aircraft at the product level, addressing the multi-product plant
problem. There are benefits to measuring productivity at the aircraft level, but the last aircraft may
be unrepresentative of the plant’s average productivity. For comparison, I computed monthly la-
bor productivity by dividing total aircraft deliveries by payroll hours for manufacturing workers,
as is commonly done. The two measures are highly correlated but the comparison underscores the
advantage of direct aircraft-level measurement. The aircraft-level data incorporates hours across
all production months (USAAEF 1952 p. 37): important, because production typically exceeded a
calendar month (45 to 90 days in the case of Consolidated Vultee bombers, based on data from
Consolidated Vultee archives, San Diego Air and Space Museum, Box 17). In contrast, dividing

the number of aircraft by hours worked in the current month creates a mismatch between delivery

1Data reporting began in 1941, with 60% coverage prior before January 1943, 100% thereafter. However, this was
the initial production date for most production lines.

2The military also gave plants a 150 page document with minute detail on how to uniformly report production,
productivity, capacity utilization, and other data. (ATSC Regulation No. 15-36-3, Air Force Historical Research Agency,
Maxwell Field, Reel A2050, starting on slide 850.) Consolidated Vultee Archives, San Diego Air and Space Museum,
Box 34 documents how the second largest producer (by revenues) adopted these procedures internally.

SUSAAF|(1952) p. 37 states that these are “direct hours charged to a model... obtained from shop or worked orders
and do not refer to payroll hours... They refer to hours expended on the airframe manufacturing process which includes
machining, processing, fabricating, assembling, and installing all integral parts of the airframe structure, and rework
prior to acceptance.” Outsourced production hours are “the estimated direct man-hours it would require to perform
within the facility that part of the airframe manufacturing process being produced outside the plant or plants of the
reporting facility.” The output per hour variable can then be seen as the number of hours worked to produce the
portion of the aircraft that was produced in house. On one hand, this introduces some measurement error because the
reporting plant is estimating the number of hours it would have taken to produce in-house the portion of production
that was outsourced. On the other hand, this has the advantage that we no longer have to concern ourselves with
differences in capital per worker between the main facility and feeder plants.



time and production time and severely misstates productivity at the beginning or end of a produc-
tion batch. The running variable of monthly aircraft production is also from |[USAAF (1952), Table
3 with [Civilian Production Administration| (1947) Table 1, pp. 32-55, used to bring coverage from
60% to 100% prior to 1943.

The literature estimating production functions rarely observes plants” physical capital stock.
Instead, the nominal (dollar value of the) capital stock is estimated by accumulating past (nomi-
nal) investment expenditure, or taken from accounting statements. In many cases, structures are
largest component of capital expenditure and such nominal estimates of the capital stock con-
found differences in land prices and construction costs with real differences in the capital stock. In
contrast, USAAF (1952), Table 5, gives a rare proxy for plants” physical capital stock: plant-level
quarterly observations of the floor space actively used for manufacturing, measured in square-feet.
This measure of physical capital is more comparable across plants and time. Further, the measure
includes only floor area actively used for production and therefore incorporates capital utilization
to some extent. It excludes office space and other non-production facilitiesE]

Plants also recorded all investments in plant and equipment exceeding $25,000, giving a mea-
sure of capital deepeningE] Structures were the largest component (60%) of capital investment in
the airframe industry during the war and we will see in Section 3| that investment in structures
and equipment are both highly correlated with future physical floor space, indicating that capital
expenditures only translate in to productive capital with a substantial lag.

Figure 2| shows time series indexes of aggregate aircraft production, hours worked, and floor
space, from 1942 to 1945. It displays the number of aircraft (top panel) and total aircraft weight
(bottom panel); the latter was used by by contemporary researchers to adjust for larger aircraft’s
greater production complexity. The figures give clear initial evidence of the great increase in pro-
ductivity during the war. While hours worked and capital grew in tandem by a factor of close to
2.5 to 1944, aircraft production increased by a factor of 3.5, suggesting TFP growth of 35%, under
a homogeneous of degree one production function. When measured in units of aircraft weight the
growth is even more dramatic at approximately ZSO%EI

The data in USAAF|(1952) (Table 6) also give a rare account of capital and labor utilization that
hasn’t been used in previous research. It includes details on the number of work shifts per day,

the number of hours in each shift, and the number of monthly worker-hours active in each one of

4T interpolate quarterly floor space to monthly and allocate capital across production lines in the plant to equate the
capital to labor ratio across all production lines within a plant in each month, as would optimally occur with standard
constant returns to scale production functions. This assumes that the wage rate and rental rate of capital are the same
across production lines, which is reasonable given that it was often the same workers shifting across production lines.

5“War Manufacturing Facilities Authorized by State and County,”War Production Board Program and Statistics
Bureau, June 15, 1945. RG 179, box 984, NARA College Park

6This contrasts with |Field/s 2008; 2018} 2002 evaluation that TFP declined for the US economy as a whole in the war
due to mis-allocation across industries. Be this as it may, Appendix Figure A.2 shows that productivity dispersion—often
used to measure misallocation—across WWII plants declined over the course of the war, within the industry.



the shifts in each month. I use these to calculate shift utilization to capture capital utilization, as
was done during the war and as suggested more recently by [Basu et al.|(2006). Scheduled working
hours in the most active shift, always the Monday morning shift, are used to gauge production
potential, with full capacity measured as the number of weekly work hours that would result if
the plant operated 24 x7 hours a week at this potential. Capital utilization is the ratio between
actual monthly work hours and full capacityﬂ Additionally, I measure labor utilization as average
weekly hours per worker, taken from the same tableﬂ

Figure [3| shows the evolution of capital and labor utilization in the median airframe plant.
Capital utilization was high and rising in the first year of direct US involvement in the war, peaking
at 52%, nearly 90 hours a week. This is perhaps an unremarkable capital workweek by 218t century
standards, but was well above typical pre- and post-war utilization rates of around 35% (60 hours
per week). The year 1943 sees a surge in aggregate productivity (Figure [2), but a rapid decline in
capital utilization for the remainder of the war. This suggests that the observed productivity surge
was not merely high utilization masquerading as TFP. Instead, it appears that productivity growth
substituted for high utilization rates, allowing plants to decrease utilization. The bottom panel of
the figure reveals a similar trend in labor utilization, with the average production worker in the
median plant working nearly 50 hours a week in 1942; this declines to roughly 45 hours a week by

the end of the war.

2 Empirical Strategy

This section describes the paper’s empirical strategy, beginning with a conceptual framework that
motivates the estimation of “learning by necessity”. I then compare this empirical strategy with

the existing literature on learning by doing. Finally, I address the identification of demand shifts.

2.1 Conceptual Framework

This section outlines a simple theory of “learning by necessity”: how high demand, relative to ex-
isting production capacity, induces productivity growth. It is used to frame the empirical analysis.

For a more detailed treatment of a dynamic version of the model, refer to Appendix B.

7Wartime reports and the data suggest that the use of second shifts, night shifts, and Saturday shifts were the main
source of variation in capacity utilization both over time and across plants.

8Shift utilization is imperfectly correlated with hours per worker (with a coefficient of 0.23). Shift utilization may
seem like it measures labor utilization but it is better thought of a measure of capital utilization. For example, the Martin
plant in Omaha had very high average weekly hours per worker (51.3) in early 1942, because many of its workers
worked 7 days a week. However, it had very low capital utilization (37%) because the plant mostly worked 9-to-5, with
very few workers in a limited evening shift and no night shift. In contrast, workers in the Douglas plant in Santa Monica
worked 40 hours per week, but the plant had a high capital utilization (65%) rate because the plant spread its 15,000
workers nearly evenly over 3 shifts a day (operating 6 days a week).



Consider a plant p receiving orders to produce Yy, units of an aircraft model 7 in month ¢ us-
ing capital Ky, Capital is fixed so that K;,, = Ky, but the plant can choose its rate of capital uti-
lization Uy, +: utilized capital in period ¢ is Uy,p,+Kyup. In the appendix, I extend the model to allow
for costly capital adjustment, one period in advance. The empirical analysis incorporates labor as
as a second factor of production and the appendix model shows that that the plant chooses to move
the utilization of the two factors in tandem, so that no insights are lost in the single-factor model.

When using a technology zyp, the firm produces F (Upp,:Kimp,t|Zmpt) = Zmpt (Ump,tKmp) 178 inits

of the final good, with 0 < a < 1. Utilization incurs costs ¢ (U) per unit of capital, where J (.) is
increasing and convex and satisfies § (0) = 0. The utilization cost function represents maintenance
and depreciation costs that increase with utilization.

In each period, the plant can operate a traditional technology z! or upgrade to a modern tech-
nology zM > zT at a monthly fixed cost A,;y. This cost could be a financial fixed cost, the cost of
exerting managerial effort, or any other costly action that enhances productivity. I outline specific
actions undertaken to enhance productivity in World War II aircraft production in Section 4/ and
Appendix E. Each firm draws the adoption cost from a uniform probability distribution G (Ayp)
with support A,,, € [0, A]. For simplicity, I also assume that technology is entirely reversible in
each period, allowing for a static technology choice. It may seem peculiar that the firm cannot
adjust factors of production but choose technology freely, but these assumptions are both relaxed
in the dynamic model in the appendix. There, the firm makes a one-off and irreversible choice
of technology but can adjust factors of production in each period at a cost. In the simple model
presented here, fixed factors of production are necessary for meaningful factor utilization choices,
and the flexible technology choice helps clarify the concept of “learning by necessity”.

The plant chooses technology and utilization to minimize costs, period by period,

ump,trzmp,te{ZTrzM} ( 4 ) 4 P P

subject to satisfying demand,
Zmp,t (Ump,thp)l_a > Ymp,t- 1)

If plants receive a fixed payment per aircraft, cost minimization is equivalent to profit maximiza-
tion. A cost-plus-fixed fee contract gives weaker incentives to minimize costs (see Section 3.4), but
doesn’t eliminate cost-savings incentives entirely, because future procurement contracts depend
on plants’ relative performance. For simplicity, I maintain the cost-minimization assumption, but
note that incentives may be more subtle and complex, as evaluated in the literature on optimal
procurement (McCall|1970, [Laffont & Tirole 1988,Laffont & Tirole|[1993, Bajari & Tadelis|2001; see
Appendix D.



The problem boils down to a discrete choice of technology, whereby the firm chooses the mod-

ern technology if

1 1
1 Ymp,t T-a 1 Ymp’t T-a
Cmp,t = Kmp(S (Kmp < T > ) - Kmp(s (Krrzp < M > Amp/

where Cy,; are cost savings from choosing the modern technology. The two arguments of the

5 (.) functions are the required utilization rates from (1) when choosing technologies z” and z",

respectively. Log-linearizing cost savings in month ¢ around its value in period t — 1 givesﬂ

/ AN LT T

The term in brackets is positive if §”(.) > 0, therefore cost savings are increasing in demand.

Acmp,t = Kmp ump,t—l

Intuitively, high demand increases the marginal cost of utilization and more so on the steeper end
of the cost curve, where the plant finds itself if it uses the traditional technology. The plant adopts
the modern technology if Cy,p+ > App, which occurs with frequency G (Cmp,t). Therefore,

Elog zupt = G (Cupst) logz™ + (1 — G (Cip,s)) logz". €)

A Log-linearized version of this equation implies

1 zM
EAlog zyp,: & I log T ACpt- 4)
Combining (2) with (4) gives
EAlog zumpt =Y (Uppi—1) Alog Yiup i, (5)

where

1

1
o Kmpllmp,t_l ZM ZT T-a ZT T
Y (Unpit) = == 10g ( 21 ) 6 (Unpet) = (2 ) & | Unpa (i
A Taylor expansion of Y (Ump,t,l) around its value at the median plant, U;_1, is:

Y (Unpi-1) =Y (Ui—1) + Y (Up1) [Uppp—1 — Ui—1] -

I show in Appendix C that Y (U;—1) > 0 always, and that Y’ (U;—1) > 0 if (but not only if) 6" (.) >

9The two-dimensional linearization strategy used here draws on Boehm & Pandalai-Nayar (2022).

10



OH Combining this last equation with (5) motivates an estimating equation of the form
Alogzmps = P1810g (Yups) + B2 [Unpt—1 — Us-1] Alog (Yups) s

where f1 =Y (U;—1) and B = Y (Up—1).

For the practical task of estimation, I modify this equation in a few ways. First, I include fixed
effects and lags of the explanatory variable. I discuss their importance for causal inference be-
low. Second, with lags of the dependent variable, we can use the level of log Y, rather than
its first difference, which is useful because the instrument, discussed shortly, is more predictive
of the monthly level of demand than its month-on-month growth. Third, we measure utilization
Upi-1 — U;_1 at the plant level at the war’s onset, rather than with a single lag, because utiliza-
tion early in the war is less likely to be endogenous to current productivity growth. Fourth, we
transform the continuous variable U, into a binary dummy variable that takes on the value of
1 if the plant was above the sample median of capital utilization. This eases interpretation of the
coefficient, which becomes a comparison between plants that had high and low capital utilization.
The robustness exercises in the following section include a regression with the continuous value
of utilization. Finally, the specification is dynamic and allows for lags between the demand shock
and the time of technology adoption, for gradual technology adoption, or for gradual effects of

technology adoption on TFP. This is done through a local projections specification as follows:
AR10g Zyyp tn = amp + a + B2 10g Yiup s + BN (Upo > Uo) 10g Youp s + controls -+ slﬁnp,t, (6)

where a; and «,, are month and production line (plant-by-model) fixed effects. The operator A,
gives the growth rate of a variable from month ¢t — 1 to t + £, so that Ay 10g Zp 111 = 108 Zyp t1 —
log zyup,t—1. The variable 1 (Ump,o > Uo) equals 1 for plants with above-median utilization at the
beginning of the war and zero otherwise. All specifications include six lags of the the independent
variable Y}, and some include additional controls. The direct effect of initial capacity utilization
Upporl (Up,() > Uo) is omitted as it is absorbed by production line fixed effects ;.

There are two coefficients of interest. First, B-5P is the traditional “learning by doing” coeffi-
cient. It measures productivity growth in a plant following a 1% increase in demand in period ¢.
(6) is dynamic and controls for lags of the explanatory variable. Controlling for lags gives a nearly
perfect correlation between current production used here and “experience”, the explanatory vari-

able in previous studies.

Second, BLBN is the “learning by necessity” coefficient. It quantifies the differential impact of

19This condition holds for a quadratic cost function, for example. It also holds for cost functions that ensure that
utilization is bounded, e.g. costs go to infinity as we approach full utilization. Further, the condition 6" (.) is sufficient,
but not necessary.
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demand on productivity in high-utilization plants compared to those with lower utilization. In

contrast, the traditional learning literature imposes fLPN = 0.
The raw archival data report labor productivity, which I convert to TFP using a more general

production function than the one outlined above:

Y

Ymp,t =F (ump,thp,t/ Hmp,thp,t Zmp,t) = Zmp,t [(ump,thp,t)l_a (Hmp,thp,t)a] ’

where Ly, is the number of production workers and Hy,  is hours per worker. The parameter vy

allows for economies of scale, with v > 1 representing increasing, v < 1 decreasing, and v = 1

. Yo
constant returns to scale. With Ympt = | ot

71— denoting labor productivity, we can write:
mp,tLmp,t

AR10g Zyp i n = D10 Ympn — (1 — &) (Aplogkyp rn + Aplog Uy i) — (v — 1) Ay 108 Spup s
()

— ump,thp,t . 1 . _ 11—« 4
where ks = Ho T is (utilized) capital per hour worked and Syt = (Upp,tKimp,t)  (Hmp,tLmp,t)
is production scaleErI

2.2 Conventional Learning by Doing Estimates

The post-war learning-by-doing literature reports correlations between cumulative output and
output per worker as reflecting a “learning curve”. But these correlations aren’t necessarily infor-
mative of demand’s causal impact, because demand, experience, and productivity are all jointly
determined. Reverse causation isn’t merely a theoretical possibility: It is also very likely. Further,
in the parlance of modern econometrics, estimated learning curves suffer from substantial pre-
trends. This is illustrated in Figure |4, which shows regression coefficients in a standard learning-
by-doing regression with pre- and post-trends. (Log) labor productivity (aircraft per hour) are
regressed on experience (log cumulative production) and month and production line fixed effects.
The existing literature reports the coefficient at # = 0. Horizons i < 0 show the correlation be-
tween current experience and past productivity. The regressions show strong pre-trends meaning
that production lines accumulating more experience were already more productive in the preced-
ing twelve months. Higher cumulative production at time zero is likely the result of previously
high productivity. Horizons & > 0 show the correlation between current experience and future
productivity. If anything, productivity declines in the months after a plant gains experience.
Mishina| (1999) (pp. 148, 153) speaks to the challenges of estimating learning curves. He notes

that cumulative output follows an upward trend by definition, so that any trend decline in unit

17 jnclude factor utilization in “production scale,” following Basu & Fernald|(1997) and |Basu et al.| (2006) Results are

I—a o
robust to defining F (Upp,tKiup,t, Hinpt Linp,t|Zmp,t) = Zmp,t <Ump,tK;p t) (Hmp,tL:Lp t) , which allows economies of

scale for both utilized and unutilized capacity.
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costs, or trend increase in productivity, will be attributed to “learning”. This issue may even be
present when using cumulative instruments, e.g. macro variables accumulated over time, as in
Benkard| (2000). Modern time series econometric methods, which control for lags of the running
variable, are a step towards addressing this problem. However, even with two way fixed effects
and lags of the running variable, it is plausible that the military diverted demand to production

lines with high (anticipated) productivity. I therefore propose a an instrument for aircraft demand.

2.3 Identification Strategy

I instrument the monthly output of each production line with the aggregate output of all other
production lines producing the same broad aircraft type in that month. This approach draws on
historical evidence that demand for broad aircraft types (e.g. bombers vs. fighter planes) was de-
termined by strategic considerations, not relative productivity in their manufacture. This contrasts
with demand for specific aircraft models within a broad category (e.g. B-24 vs. B-17 bombers) or
across plants (Douglas vs. Boeing), where demand may well have been affected by plants’ relative
(expected) productive capacity. I divide aircraft into six broad types: bombers, communications,
fighters, trainers, transport, and other specialized aircraft. The instrument I, for demand Y s
of aircraft model m in plant p in month t is given by Lnpt = Zn#p Zye]Mm Yyrt, where M, is the
set of aircraft models of the broad type that includes model m.

Instrument relevance requires a correlation between production lines of the same broad air-
craft type. Relevance is borne out in F statistics reported in the figures of the following section.
The exclusion restriction requires that the national demand for a broad aircraft type affects the
subsequent productivity growth in the production line in question only through the correlated
demand directed to that production line.

The source of variation captured by the instrument is illustrated in Figure |5, which shows the
number of total aircraft delivered for four aircraft types. The four faced different demand fluctua-
tions, with known historical interpretations. Early war production was for lend-lease assistance to
US allies in Europe. This primarily took the form of fighter aircraft (e.g. for the Battle of Britain),
leading to a boom in fighter production in 1940-1941. Fighters were also used as escorts for US
merchant ships during this period. US direct involvement in the war began in December 1941. US
military strategy following Pearl Harbor anticipated a heavy reliance on aerial bombing, causing
an inflection in bomber aircraft in 1942 and a surge in demand the following yearE]

Demand for transport aircraft took off only later, supporting the island-hopping operations in

12The President’s program of January 1942 required that “Offensive planes [be] stressed, and the war department
immediately asked that the previous goal of 1,000 heavy bombers a month be increased to 2,000 at the earliest possible
date,” |US Civilian Production Administration| (1947b), chapter 46, p. 74.
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the Pacific and the invasion of Italy in 1943F__3] Demand for fighter aircraft rose again in mid-1943,
when it became apparent that both bomber and transport aircraft benefited from fighter escortsE]
Trainer aircraft were naturally needed in greater quantities in the early war years than later.

A threat to identification arises if these relative demand shifts were due to differential expected
productivity growth across broad aircraft types. But the historical literature indicates that strategic
considerations were paramount in determining procurement schedules for broad categories of

munitions. In September 1943, a report by the War Manpower Commissiorﬁ notes that (p. 2)

The primary purpose of the periodical overhauling of aircraft schedules is to shift em-

phasis from one model to another in the light of combat experience and military needs.
War Production Board| (1945) p. 11 explains:

In 1944, our war production had to meet front-line needs, constantly changing with
the shifting locales of warfare, the weaknesses and strengths demonstrated in combat,
and our inventiveness as well as the enemy’s. Less emphasis was placed on increasing
quantities of everything required to equip an army, a navy, and an air force, and more
on those specific items needed to replace battle losses and to equip particular forces for

particular operations.
The same document (p. 13) narrows in on aircraft production:

The complex causation of program changes is illustrated by the aircraft program. Each
quarterly aircraft schedule represented a cut under its predecessor. In part this re-
flected lower than anticipated combat losses... [In 1944, t]he demand for four-engine
long-range heavy bombers, transport vessels and heavy artillery ammunition rose dra-
matically during the year, while the need for training planes, patrol vessels, mine craft,

and radio equipment fell off in varying degrees.

In summary, procurement of broad categories of aircraft was driven by strategic needs, not
aircraft plants” expected productivity. Of course, procurement agencies carefully monitored plant-
level productivity and purchased aircraft within these broad categories from plants they viewed

as most able to deliver. But this source of variation is discarded, rather than captured by, the

13See Air Force Historical Research Agency, Reel 1009, p. 1608 “Airborne Missions in the Mediterranean” on the use
of C-47 transport aircraft for glider and paratrooper landings in operations Husky, Landbroke, and Fustan in Sicily. On
transport aircraft in the North Burma campaign, see Taylor, Joe G., 1957, Air Supply in the Burma Campaign, USAF
Historical Studies No. 75, USAF Historical Division, Maxwell Airforce Base, reel K1009.

4Major Lesher, Lee A. (1988). “The Evolution of the Long-Range Escort Doctrine in World War II” United States
Air Command and Staff College. An important inflection point was a failed strategic bombing mission on Schweinfurt,
Germany in August 1943, that exposed the need for fighter escorts in bombing campaigns.

15War Manpower Commission, “Manpower Problems in the Airframe Industry” Sep 18, 1943, RG221, 111, Box 1
National Archives College Park.
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instrument. Further, technological improvements and new varieties of aircraft may have moved
demand across aircraft models within broad categories (from “heavy” B-17 to “very heavy” B-29
bombers, for example), but not across the broad categories we consider (B-17 bombers to P-39

fighter aircraft), as they were hardly good substitutes in military operations.

3 Learning by Doing and Learning by Necessity

This section summarizes the main results. We begin by restricting L8N = 0 in (6) to consider

the average response of productivity to demand, as in traditional learning-by-doing regressions.
We then turn to an unrestricted version of (6), which allows an interaction between demand and
capacity utilization: learning by necessity.

Impulse responses are based on two-stage least squares. The second stage is estimated using
local projections (Jordal[2005), as in (6). In the first stage, (log) aircraft demand and its interaction
with initial capacity utilization are instrumented with the (log of the) leave-one-out instrument

Inp,+ and its interaction with the utilization variable.

3.1 Learning by Doing

The learning-by-doing local-projections impulse responses are shown in Figure 6| These are esti-

BLBN = 0. Panel [6al gives the response of labor productivity: aircraft per

mates of (6), imposing
hours worked. Shaded areas in this and subsequent figures give 90% and 95% confidence bandsE]
Regressions include time and plant-by-model fixed effects and are in growth rates relative to pro-
ductivity at time t — 1. Hence they reflect the relative cumulative growth in labor productivity
at each horizon in a production line receiving 1% higher demand, as predicted by the instrument
described in the previous section. The specification controls for six lags of the explanatory variable
(log aircraft produced), and dummy variables equaling one if the production line produced more
than 25% or 50% of total aircraft of its broad type (e.g. bombers) in that month Labor produc-
tivity increases by around 0.4% per each percent increase in demand, within the first 12 months.

Estimates become very noisy beyond the reported horizon@

16The instrument is strong, by standard criteria, with an F-statistic of 25 in the 12-month horizon regression. We can
reject a bias due to weak instruments greater than 10% according to a[Montiel Olea & Pflueger(s (2013) test. F-statistics
for subsequent regressions are reported in the figure notes. An Anderson-Rubin test gives a p-statistic < 0.01 at the
12-month horizon in this and all subsequent LBD and LBN regressions.

17Plants that are dominant in a specific month are non-compilers in the first stage, because production in less signif-
icant remaining plants isn’t very predictive of output in these dominant ones. These are uncommon occurrences: The
monthly median observation produces 4% of its broad type of aircraft that month, and the gpth percentile observation
produces 25%.

18Figure A.3 in the appendix shows the OLS version of the baseline IV regression. OLS estimates could be biased
upwards or downwards, particularly when looking at the response to demand “shocks”, i.e. controlling for past pro-
duction. On one hand, the War Production Board may have directed demand to plants it expected to deliver aircraft
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The production drive was associated with facility expansions; we control for this by calculating
TFP as the residual from a constant-returns-to-scale Cobb-Douglass production function with a
capital share of 20%, as in (7) with « = 0.80 and y = 1. The capital share was chosen to match
the average ratio of capital costs to the sum of capital and labor costs in aircraft plants during the
war All results are robust to using a capital share of 1, as is common in the macro literature, or
to simply controlling for the capital to labor ratio, as we will shortly see. Figure [bb| shows a TFP
response of similar magnitude to that of labor productivity.

Figure A.4 in the appendix shows the pre-trends of labor productivity and TFP before the shock
to demand. There are signs of a slight pre-trend in labor productivity in the run up to the shock,
but this is eliminated when considering TFP.

Figure |6c| shows the response of production to the 1% increase in demand. The initial shock
to aircraft demand leads to a persistent surge in production. The responses in Figure [| should
therefore be considered the response of labor productivity and TFP to an increase in demand with
a half-life of slightly over a year.

Capital Kj,,; measures active floor space. This already accounts to some extent for capital uti-
lization, but TFP in Figure @ also adjusts for capital utilization Uy, measured as outlined in
Section |1} The impulse response reflects an increase in TFP above and beyond cyclical increases
in productivity arising from higher rates of utilization as in [Basu et al. (2006). Figure A.5 in the
appendix shows similar results without accounting for capital utilization.

Although structures reflected more than 60% aircraft plants’ capital stock during the war, struc-
tures alone don’t produce airplanes and Thompson| (2001) has shown that capital deepening ex-
plains a large portion of shipyards” productivity growth during the war. Fortunately, the War
Production Board recorded every investment in plant expansion exceeding $25,000 in this period,
whether publicly or privately financed, and these investments are separated into “structure” and
”equipment”m TFP’s response to a demand shock is nearly identical when controlling for each
plant’s cumulative investment in equipment, as I report in Table A1 in the appendix. This is be-

cause investment in equipment is highly correlated with investment in structures (see Figure A.6

at higher productivity, which would lead to an upward bias in OLS estimates. However, it is clear from histories of
the war production effort that the War Production Board was more concerned about a plant’s ability to deliver a large
quantity of aircraft than plants” cost/productivity. This objective, together with the War Manpower Commission’s goal
of directing demand to lower-pressure labor markets, may have in fact shifted demand to lower productivity plants,
leading to a downward bias in OLS.

19Gource: Aircraft firm balance sheets from Mergent Archives, for the sample of available firms (Curtiss, McDonnell,
Nash, Northrop, and Republic). Labour costs are the sum of payroll and benefits. The cost of capital was calculated as
depreciation plus the value of property, plant, and equipment times the interest rate. The government offered aircraft
plants funding at 4% and this is taken as the interest rate, but doubling or tripling this interest rate to account for a risk
premium changes the calculation very little, because depreciation was an order of magnitude larger. |Hall (1990) and
Basu & Fernald| (1997) show that calibrating production function coefficients in this way is robust in the presence of
markups.

20War Production Board, War Manufacturing Facilities Authorized by State and County, RG179, 221.1, Box 986, NARA,
College Park.
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in the appendix)ETI

Labor productivity and TFP are measured in physical units (TFPQ) so that responses reflect an
increase in aircraft produced rather than changes in prices or markups. Model fixed effects reflect
narrowly defined models, which controls for (major) product quality changes. Plant-by-model
tixed effects also control for any (persistent) quality differences across plants producing the same
model. Given the enormous increase in the size and quality of aircraft over the war, estimates
shown here are likely lower bounds to quality-adjusted demand-induced productivity growthF_ZI

Recent research has warned of potential bias in two-way fixed effects regressions, particularly
if treatment effects are heterogeneous. An estimator of de Chaisemartin & D’Haultfoeuille| (2020)
corrects for this bias, but requires a set of groups whose treatment status remains constant through-
out the sample. Instead, I apply a modified version of Goodman-Bacon's (2021) recommendation
to compare production lines that were treated early with those that were never treated. When in-
teracting the instrument with a dummy variable equalling one in first half of the sample, results
are unchanged (albeit with a weaker instrument, see Figure A.7 in the appendix).

It is difficult to compare the results reported here to the existing literature for two reasons.
First, the impulse responses shown here are dynamic, in contrast to the static responses shown in
Thompson| (2001), for example. Second, to allow a causal interpretation, responses here are to a
shock to demand, rather than cumulative experience, as in the existing literature. Nevertheless, the
12-month response are of similar magnitude to the impact responses reported in Benkard| (2000)

and Thompson! (2001), and to the naive contemporaneous learning elasticity reported in Figure {4

3.2 Learning by Necessity

Turning to learning by necessity, I estimate an unrestricted version of (6). Aircraft demand Y
and its interaction with an indicator variable measuring whether a plant initially had high capital
utilization are jointly instrumented by the “leave one out” instrument and its interaction with the
indicator variable. Figurel?]plots the local projections impulse responses: the estimated BLEN coef-
ficients. This represents the response of productivity to a one percent increase in demand in plants
with initially high capital utilization relative to those with lower utilization. High-pressure plants
show larger increases in both labor productivity (top panel) and TFP (bottom panel). The magni-
tudes are substantial with both labor productivity and TFP growing by BIPN = 0.28 percentage

points more in plants that were initially more constrained at a 12-month horizon. This is on top of

21The figure also illustrates the importance of a physical measure of capital. Capital investments in structures cor-
relate with floor space only with a 9-month lag, after controlling for 2-way fixed effects, so investment data may give
incorrect measures of TFP, particularly at high frequency.

22Results might overstate productivity growth if demand pressures caused plants to cut corners and produce lower
quality aircraft. However, I show in Appendix D that there are few indications of systemic demand-induced quality
problems.
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the BIPP = 0.23 percent productivity growth seen in plants with lower utilization (Table A2 in the
appendix), themselves operating at utilization rates well above the pre- and post-war norms.

Demand shocks are identified through the instrument, but capital utilization isn’t randomly
assigned. Plant by model fixed effects absorb productivity differences in plants with differing
initial rates of capacity utilization. The remaining concern is that the interaction between capacity
utilization and demand shocks is endogenous. Put simply, the concern is that learning by doing
is stronger in high utilization plants because of a confounding factor that happens to be correlated
with initial capacity utilization. Capacity utilization is endogenous, of course, and was indeed an
important consideration in procurement decisions (Fairchild & Grossman| 1959 chapter VI). It is
reassuring that initially high- and low-utilization plants were similar on most dimensions (Table
A3 in the appendix). However, one correlate does stand out: high utilization plants were older on
average. This is because older plants were known entities at the onset of the war and they were the
first to receive contracts before they’d had a chance to expand their capacity. However, Figure A.8
in the appendix shows that results are, if anything, stronger when controlling for plant age and its
interaction with aircraft demand.

Investigating high pressure on labor, as opposed to capital, I use three metrics to evaluate labor
shortages. The first is labor utilization, measured at the plant level as average hours per worker
in a plant. The second is the wage rate in the plant’s labor market excluding plants in the aviation
industry, used to capture local labor market tightness. The third is the War Manpower Commis-
sion’s classification of the tightest labor markets@ Table A4 in the appendix shows that these
various metrics of capital and labor shortages are correlated but the correlations aren’t perfect.
Figure A.9 in the appendix shows similar learning by necessity estimates when considering labor

rather than capital utilization.

3.3 Robustness

So far we have assumed that production exhibits constant returns to scale, with v = 1 in (7).
Increasing returns may certainly have played a role, although our data excludes overhead labor
and floor space: the fixed costs that are a major source of increasing returns. Nonetheless, two
diagnostics indicate that the rise in productivity goes beyond scale effects. Figures [8al and
repeat the learning by doing and learning by necessity regressions, but now with controls for the
growth of each factor of production from horizon t — 1 to t + h. The regression controls for the

growth in (logs of) the capital to labor ratio, hours worked, floor space, and the capital utilization

23The War Manpower Commission classified each labor market in the US into four categories in each quarter, with 1
representing the tightest labor markets and 4 representing markets with labor surpluses (unemployment). Nearly half
of the production lines in this study were in counties of the first category and an additional 30% were in the second. The
dummy in question takes on a value of one of the plant was in a county classified in the first category.
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ratio, as in (7). Results are similar to the baseline specification, shown in a dashed line in the figure.
Controlling for each factor separately allows for greater flexibility in functional forms, but results
are similar when controlling for a single variable measuring scale S, as in (7) and defined in
Section The estimated coefficient on scale in this case indicates slightly increasing returns to
scale, with a value that fluctuates around v = 1.1, consistent with [Basu et al.| (2006).

Figures|8cland |8d|take a different tack. I run multiple regressions, where the outcome variable
TEP is a residual from the production function, using (7). In each regression, I impose a different
value of 7, the parameter governing returns to scale. For a wide range of assumed returns-to-scale,
we see productivity growth beyond what is explained by economies of scale. In fact, the estimated
response of TFP to demand shocks increases the greater are the assumed economies of scale. This
is because factors of production themselves decline following the demand shock, increasing the re-
quired growth in TFP needed to explain explain the increased production, if there are greater scale
economies. (The responses of factors of production can be seen in Figure A.10 in the Appendix.) It
is perhaps puzzling that plants decreased production inputs in face of high demand, but recall that
all responses are relative to other plants. Responses merely suggest that plants receiving demand
shocks expanded capacity at no greater pace than other plants (themselves scaling up as part of
the nationwide wartime expansion).

Aircraft demand was persistent and productivity may have responded to cumulative, not only
current, changes in demand, especially at longer horizons. Figure [9 addresses this issue in two

ways. First, [ estimate a multiplier-type impulse response, estimating a modified version of (6):

t4h t+h
AR 108 Zyyp 1 = amp + ar + B°P log <Z Ymp,f> + BN (U0 > Up) log (Z Ymp,f> + controls + s’fnp,t.
T=t =t

The coefficient L8P now gives the change in productivity from time t — 1 to t + / resulting from
a 1% increase in cumulative production over the same period. The results in the figure are from a
two-stage-least squares regression, where the (log of) I;;;+ now instruments for (log) cumulative
production (Zt;;ht Ymm> Similarly, B.PN estimates how much larger this response is for plants
with initially high capacity utilization. Figures©aland [9b|show multipliers of similar magnitudes to
the previous specifications, because demand for aircraft in “treated” plants remained consistently
1% higher for the first 12 months than in the “control” group, with the gap narrowing afterwards.
The log-log specification can be interpreted as the percent increase in productivity per one percent

increase in accumulated experience, as in traditional learning-curve estimates.

241 follow Ramey & Zubairy| (2018) and use the instrument at time f rather than the cumulative instrument. The
cumulative production of broad aircraft types over longer horizons is more likely to be endogenous to productivity in
plants producing those broad types than at higher frequency.
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Figures{9cland [9d|take a different approach: a difference-in-differences local projections regres-
sion proposed by Dube et al.| (2023). This includes leads of the explanatory variable, in addition to
lags, in a regression of the form:

t+h
Ay 108 Zunp tn = tmp + 4 BP0 10g Yoyt + BN (Upo > Uo) 10g Yuups + Y, v¢10g Yipp o + controls + e, .
(=t—L 0+t

This specification includes separate controls for aircraft production in each period between the de-

mand shock and the estimated productivity response. According to Dube ef al. (2023), responses

can now be interpreted as productivity growth following a 1% shock to demand, holding con-

stant any future increases in demand following the initial shock. The figures show that results are

attenuated but similar to the baseline specification.

Productivity spillovers across plants are plausible and these could bias estimates of the re-
sponse of demand to productivity. I use the the national demand for a broad aircraft type (exclud-
ing the plant in question) as an instrument for demand for the aircraft in a particular plant. With
productivity spillovers, the plant in question might benefit not only from demand directed to that
plant, but also from demand-induced productivity in other plants of that same broad type. This
could lead to an over-estimate of the effects of demand on productivity. The concern can be as-
suaged by controlling for the mediating factor of (average) productivity growth from month ¢ — 1
to t + h in peer production lines. Given the instrument used, the most relevant peer group is other
production lines producing the same broad aircraft types. Figure A.11 in the appendix shows that
results are barely affected by this control. The figure also reports regressions that control for the
average productivity growth in other production lines that relied on the same motor manufacturer,
or the production volume therein. These control for potential productivity spillovers through sup-
ply chains, with little change in results. Importantly, these results in no way reject the possibility
that there were productivity spillovers across plants. They merely suggest that spillovers were not
induced by the identified demand shocks.

Additional robustness exercises are shown in Tables Al and A2 in the appendix. Beyond the
robustness checks already reported, we can see robust results when controlling for cumulative
production; cumulative investment in equipment; weighting observations by the production line’s
cumulative wartime production to date, using a continuous measure of initial capital utilization;

or a time varying measure of (lagged) capital utilization.

3.4 External Validity

Is learning by necessity a peculiarity of the Second World War production drive? Appendix D

discusses the historical context and its external validity. Wartime price and wage controls sup-
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pressed inflationary pressures that might emerge in a peacetime setting. However, the aircraft
industry was exempt from price controls and airplane prices declined dramatically, making a prize
freeze unnecessary. Cost-plus-fixed-fee contracts provide weaker cost-cutting incentives than do
fixed-fee contracts that are the default in modern procurement (McCall|1970, Bajari & Tadelis2001;
see Appendix D. With a fixed-fee contract, cost savings contribute to contractor profits, but these
are passed through to the buyer under cost-plus-fixed-fee. The industry later faced caps on profit
margins, further eroding incentives to cut costs. Now cost savings reduced profits, which were a
fixed percentage of costs. However, firms still had an incentive to contain costs to expand quantity
produced and to secure future procurement contracts.

Separately, government-induced demand may be different from other demand surges. Firms
with market power may have weak incentives to reduce costs when facing high market demand
because increased production partly cannibalizes existing profits. In contrast, the government, a
monopsonistic buyer of military materiel, has greater power to dictate quantities produced and
negotiate contracts that incentivize productivity growth.

Wage controls were frequently renegotiated and wages increased by 20% in aircraft-producing
counties during the war. Table A4 in the appendix shows that wages were correlated with reported
labor shortages, indicating that the price mechanism was still at play, at least to some extent.

Standardized products are arguably a necessary precondition for mass production. All plants
in our dataset delivered standardized aircraft, but differed in the extent to which they adopted
mass production techniques. Standardized production was new to this industry, but was com-

monplace throughout the 20t

century, as in the pre- and post-war automobile industry, the post-
war aircraft industry, and “just in time” manufacturing later in the century. Standardization was
certainly catalyzed by the large wartime demand surge. However, the aircraft industry may have
been at a developmental stage that made it poised for this transition and had the distant cousin
of the automotive industry to learn from. It is difficult to assess whether the findings reported
here are applicable to industries that are already applying production techniques on the knowl-
edge frontier, are already producing standardized products, or have not yet matured to the point
of standardization.

Although the wartime aviation industry may have been poised for a transition to mass produc-
tion, there is no indication that learning curves were steeper in this setting. Estimates presented in
this study are comparable those found in the peacetime aircraft industry (Benkard, 2000), wartime
liberty ship building (Thompson, 2001), and truck manufacturing (Lafond et al., 2022), although
these all show static rather than dynamic estimates and employ different identifying strategies.
These studies don’t investigate “learning by necessity” and it is difficult to infer whether this phe-

nomenon depends on the industry’s developmental stage.
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I was unable to locate data on aircraft faults, but the historical narrative gives little to suggest
that there were systemic quality problems in airframe production or that aircraft manufacturers
“cut corners” to achieve production targets. Military modification centers, serving as the final
checkpoint for aircraft before deployment, were tasked to inspect and repair any faults in aircraft
plants” deliveries. If manufacturers traded productivity for quality, these centers would have ex-
perienced increased workloads. However, as demonstrated in the appendix (Table A5), there was
no correlation between modification center employment and productivity, suggesting that higher
productivity didn’t come at the expense of quality.

Patriotism may have motivated workers during the war and it is hard to evaluate whether
“learning by necessity” requires levels of worker motivation above those typically seen in peace-
time. It is difficult to adjudicate this question in our setting, but it is also easy to understate the
extent to which more mundane considerations persisted in wartime. Wartime histories summa-
rized in Appendix D show that worker absence, turnover, and strikes—all potentially inimical to
productivity growth-were at historical highs around the time aircraft production peaked.

With these caveats in mind, we now inspect some concrete actions taken by airframe manufac-

tures to investigate mechanisms through which productivity increased.

4 Mechanisms: What Plants Did to Increase Productivity

How, then, do capacity-constrained plants increase production in face of surging demand? A
voluminous historical literature has studied the productivity “miracle” of the wartime production
drive. Here, I focus here on three explanations widely acknowledged in wartime and historical
analyses (War Production Board|1945, US Civilian Production Administration|1947a} Nelson|1950,
Janeway| 1951, Jones & Angly|1951, [Herman| 2012, |Klein|2013). I focus on active decisions, more
aligned with the concept of learning by necessity, than on passive learning. Appendix E gives
more detailed historical case studies of these practices.

The first significant change was the move from “job shop” production methods to “line” pro-
duction methods. Craven & Cate| (1955) write that the “most conspicuous improvement [in the
aircraft industry] was the switch from handwork methods to those of mass production” (p. 385).
Mass production methods, long established in the automotive industry, were met with skepticism
in the aircraft industry. Klein/(2013) p. 71 claims that at the beginning of the war, “Nobody had yet
found a way to bring mass-production techniques to airplane building, and prospects for doing
so did not look promising”. Nonetheless, the enormous demand pressures of the war induced
technological adoption.

To evaluate this claim empirically, we assembled a new data set based on newspaper searches

for terms related to production technique upgrades. Search terms included the the aircraft firm’s
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name (with plant location verified in the body of the article) and terms indicating modern pro-
duction technology (MASS and PRODUCTION appearing within 5 words from each other; AS-
SEMBLY and LINE within 5 words; PRODUCTION and LINE within 5 words; AUTOMOTIVE).
A research assistant read each relevant article and a count variable was incremented by one at the
earliest mention of a new production technique. For example, an October 1941 Business Week ar-
ticle identified through this procedure states that “The Glenn L. Martin Co. factories in Baltimore,
MD have set up a mass-production technique new to aircraft manufacture — a belt-conveyor line...
The line has already cut man-hours on these subassemblies in half... to speed bomber production.”
The “Mass Production” count variable is then increased by one for the Martin Baltimore plant in
October 1941.

Sources included the digital archives of main national (business) publications (New York Times,
Wall Street Journal, Business Week, Fortune). Local newspapers were searched through the archival
platforms Chronicling America and Newspapers.com. Additionally, annual reports for aircraft
companies were accessed via Mergent Archives.

By our count, nearly half the aircraft plants adopted new production techniques, with the av-
erage plant adopting three new methods (Figure A.12a in the appendix). The higher frequency
methods used for the analysis of demand and productivity are less suited to analyze the evolu-
tion of methods, which changed at low frequency. Nevertheless, Figure [10| provides indicative
evidence linking technology adoption to the volume of production and capacity constraints. It
gives a scatter plot of the cumulative number of new production methods adopted in plant p up
to month t against the cumulative production of aircraft model m in plant p up to month t — 12
(one year earlier). The scatter plot is residualized from time, plant, and aircraft model fixed effects.
Notably, there is a statistically significant association between cumulative production (“learning”
or “experience”) and the subsequent adoption of mass-production methods, but only for plants
with high capital utilization.

Outsourcing was a second factor discussed in contemporary reports and indeed the share of
outsourced work grew from 10% to 40% of employment over course of the war (Figure A.12b in the
appendix). Aircraft plants of the 1930s assembled the entire aircraft in house. However, with the
introduction of mass production techniques featuring interchangeable parts produced at narrow
tolerances, it became feasible to farm out parts of the production process to feeder plants. For-
malizing this argument, Figure shows how the share of outsourced production responded to
increased demand in an estimation of (6), with outsourcing as the dependent variable. Plants with
high utilization rates outsourced 20 percentage points of their workforce more than low utilization
plants, in response to a 1% demand shock. The magnitude is notable considering that the average

outsourcing rate was 30%. The effect appears cyclical and transient. Further, while outsourcing
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was used to increase production volumes, it isn’t obvious that it increases productivity. The latter
requires the subcontractor to be sufficiently productive and free the “mother plant” to produce the
remaining components more efficiently.

Many studies claim that improved labor relations—the third factor I investigate-played a cru-
cial role in driving labor productivity. Labor motivation problems are well documented. The
median plant lost 7% of it workforce to absenteeism and 6% to quits in late 1943 (Figures A.12c
and A.12d in the appendix, based on new archival data on labor conditions in plantﬂ. Demand
pressures appear to affect labor: In the half year following a 1% demand shock, plants with low la-
bor utilization saw a 7 percentage point increase in absenteeism. However, Figure shows that
absenteeism increased by less in high hour-per-worker plants. It estimates @, with the absence
rate as the outcome variable and mean hours per worker over the course of the war as the utiliza-
tion measure. This counter-intuitive finding-that labor problems increased less in high pressured
plants—-may suggest that management actions, taken in plants under under duress, were enough to
offset these pressures. Appendix E documents specific measures taken by management to improve

labor relations when faced with high demand and labor dis-satisfaction.

5 Conclusion

A traditional view of the transmission of government spending posits that increased demand
boosts leads firms to soak up under-utilized employment or capital. The neoclassical view focuses
increased labor supply. Both theories suggest that cyclical demand does little to expand output at
high rates of utilization, nor can they affect productivity. This was also the common view at the
onset of the Second World War, where economists warned that the economy could not sustain the
planned war production drive, while the military insisted that it must. Using new archival data
from this period, we see that plants with rates of capacity utilization met the production challenge
through productivity gains. They did so not merely through passive learning, but through active
investments in new production methods, improving working conditions, and experimenting with
different supply chain management techniques.

The evidence in this paper is based on archival data on airframe production during the Sec-
ond World War. It is possible that wage and price controls dampened inflationary pressures that
might emerge in other settings, but aircraft prices declined dramatically during the war, indicating
that productivity gains were more than sufficient to counteract inflationary pressures due to high

demand. Demand pressures no doubt lead to inflation, but this study suggests a silver lining:

25Bureau of Labor Statistics, “Labor Statistics for the Aeronautical Industry,” Reel 2237, PDF pp. 2210-2284; and
Army Air Force Material Command, “Aircraft Program Progress Report,” several volumes, Reel 2237, PDF pp. 2285-
2648; both from the archives of the Air Force Historical Research Agency, Maxwell Air Force Base, AL.
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Businesses may find ways to enhance productivity when facing exceptional demand. Of course,
the findings are based on a particular industry and historical episode, and further research could
beneficially examine other periods and industries at different developmental stages.

The case for restrained anti-trust policy in face of learning dynamics (Dasgupta & Stiglitz|1988,
Benkard |2000) would appear even stronger with learning by necessity, with its non-linear rela-
tionship between demand and productivity. However, the war episode also demonstrates a lesser
trade-off between efficiency and market concentration than often presumed. Smaller producers,
not only market leaders, gained from robust demand conditions, which appear to have delayed
the inevitable march towards market consolidation in this industry.

World wars will hopefully remain a rarity, but there may be lessons from wartime for the age of
Covid-19 and wars in Eastern Europe and elsewhere. During the pandemic, some sectors showed
substantial excess capacity and shortages were seen in others. Geopolitical risks and sanctions
put additional supply constraints on firms worldwide. While such constraints have no doubt
contributed to recent inflation, the findings in this paper suggest that private sector firms can at

times find ingenious ways to overcome them.
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Figure 2: Capital, Labor, and Output for the US Aircraft Industry in World War II
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Note: The figures show aggregate inputs to and outputs of production in the airframe industry during World War
II. Capital is the aggregate quantity of physical capital used in production, proxied by active floor space in airframe
plants. Hours are aggregate hours of workers in direct aircraft manufacturing. Panel (a) measures output as number of
aircraft. Panel (b) measures output as aggregate aircraft weight. Values of all variables are normalized to 1 in January

1942. Source: [USAAF| (1952) Vol. 1 Tables 2 and 3, Vol 2. Table 5, [Civilian Production Administration| (1947), Table 1,
“Airplanes by Plant,” pp. 32-55 and the author. 34




Figure 3: Capital and Labor Utilization in Airframe Plants
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share of hours out of 24 x7. Panel (b) shows hours per worker in the median airframe plant. Source: USAAF|(1952) Vol.
2, Table 6 and the author.
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Figure 6: Responses to a 1% Shock to Aircraft Demand

1.5+
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Note: The figure shows the response of (a) log aircraft per hour worked, (b) TFP (adjusted for capital utilization), and (c)
production, to a one percent shock to aircraft demand. Responses are the ﬁ%BD coefficients of local projections estimates
of (@), with ﬁﬁBN = 0 imposed. Aircraft demand is predicted by the instrument described in Section [2} Shaded areas
show 95% Newey-West confidence intervals. First stage F-statistic at 12-month horizon = 24, 30, and 25 in the three
panels.
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Figure 7: Response of Output per Hour Worked and TFP to a 1% Shock to Aircraft Demand in
High Capital Utilization Plants (relative to Low)
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Note: The figure shows responses of (a) log aircraft per hour worked and (b) TFP (adjusted for capital utilization) to
a one percent shock to aircraft demand in plants with above median initial capital utilization relative to those with
below median utilization. Responses are the ‘B,LIBN coefficients of local projections estimates of (§). Aircraft demand
and its interaction with initial capacity utilization are jointly predicted by the instrument described in Section2Jand its
interaction with initial capacity utilization. Shaded areas show 90% and 95% Newey-West confidence intervals. First
stage F-statistic at 12-month horizon = 14 and 15 in the top and bottom panels, respectively.
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