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A B S T R A C T

Construction on low elevation coastal zones is risky for both residents and taxpayers who bail them out. To
investigate this construction, we analyze spatially disaggregated data covering the entire US Atlantic and Gulf
coasts. We find that the 1990 housing stock reflects historical avoidance of locations prone to sea level rise
(SLR) and flooding, but net new construction from 1990–2010 was similar in SLR-prone locations and safer
ones; and within densely built coastal areas, net new construction was higher in SLR-prone locations. These
findings are difficult to rationalize as mere products of moral hazard or imperfect information, suggesting
that people build on risky locations to benefit from nearby urban agglomerations. To explain our findings, we
develop a simple model of a monocentric coastal city, which we use to explore the consequences of sea level
rise. This model helps explain cities’ role in expanding flood risks, and how future sea level rise may reshape
coastal cities, creating significant challenges for policymakers.
1. Introduction

Low Elevation Coastal Zones (LECZ) are attractive places to live. In
2000 they were home to around 10% of the world’s population, a figure
expected to grow significantly by 2050.1 But this growing attraction of
LECZ poses challenges, as some of their terrain is susceptible to floods.
The problem of flooding is expected to worsen as glaciers melt and the
oceans warm and expand due to climate change. The UN’s Intergovern-
mental Panel on Climate Change, IPCC (Pörtner et al., 2019), forecasts
that mean global sea levels will rise by 43–84 centimeters by 2100. Sea
level rise (SLR) is affecting some LECZ more than others, and the US
Atlantic and Gulf coasts suffer from some of the fastest rates of local SLR
in the world (Dahl et al., 2017). Along with SLR, climate change may
also increase the severity of tropical storms (Berardelli, 2019), whose
impact is already acutely felt in the US. Since 2005, the US has suffered
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1 These estimates are from Neumann et al. (2015), who refer to LECZ as the contiguous and hydrologically connected zone of land along the coast and below
10 m of elevation. The coastal areas we study are generally low-elevation and close to the coast, as we define and discuss in Section 2.

2 Estimates of NFIP cost growth are by the authors, described in detail in Appendix B. The widening gap between claims and premia are discussed, for example,
in CBO (2017, 2019) and Bakkensen and Barrage (2021).

173 major weather and climate disasters, most of which were caused
by tropical storms, other severe storms, and flooding (NOAA, 2021a).

The severity of major flooding events, such as tropical storms,
creates an important role for the government, which deals with catas-
trophic events that private markets do not fully insure (e.g., CBO
(2017), Pralle (2019), and Bakkensen and Barrage, 2021). Recent gov-
ernment estimates suggest that roughly a third of the annual costs
imposed by tropical storms in the US is accounted for by public funds
(CBO 2019), with taxpayers’ burden further increased by the costs of
social insurance responses to storms (Deryugina, 2017). And the costs
of flooding are rising over time. For example, overall payouts on the
National Flood Insurance Program (NFIP) have increased at a rate of
roughly 4% per year in real terms since the 1970s, while a series of
official reports have highlighted a widening gap between claims and
premia.2
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Since both residents and taxpayers are exposed to rising flood risk,
our paper asks: does new coastal construction avoid risky locations? To
study whether this is the case, we use up-to-date high-resolution maps
(NOAA, 2021b), which identify SLR-proneness consistently, using a fine
vertical and spatial breakdown.3 This lets us pinpoint locations that will
be under water at high tide if sea levels rise by 1 foot, or approximately
30.5 cm, and are even today highly prone to flooding (Dahl et al.,
2017 suggest that many areas on US Atlantic and Gulf coasts could
experience 1ft SLR as early as 2045). To measure outcomes, we use data
on housing units from the Census and American Community Survey
from 1990–2010; specifically, we use the finest level of census data
available — census blocks. By virtue of their small size, these blocks
allow us to identify housing that is at risk of SLR in ways that are
impossible using coarser data, such as for counties.

These data reveal two new stylized facts. First, while the density
of coastal construction up to 1990 was negatively correlated with
SLR (and flood) risk, construction from 1990–2010 was, on average,
uncorrelated with such risk. Quantitatively, in 1990, 12% of the coastal
housing stock was in blocks prone to one-foot sea level rise. But for
(net) new housing built from 1990–2010, this share was 26%, bringing
the share of the stock in 2010 to 14%. Second, in areas that were
sparsely built in 1990, net new construction from 1990–2010 still
avoided SLR-prone locations; but in areas that were densely built in
1990, net new construction was positively correlated with SLR risk.
We note however, that even within the densest census tracts, new
construction focused on medium-risk SLR-prone areas, still avoiding the
riskiest ones.

To paint a richer picture of coastal construction, we use cross-
sectional data from around 1990 to show four auxiliary findings. First,
housing unit density peaks near – but not right at – the coast, and
it declines more steeply on the coast side. Second, census-designated
places near the coast are asymmetric – their Central Business District
(CBD) is closer to their coast side edge – while places further inland are
symmetric. Third, the asymmetry near the coast is more pronounced
for large places. Fourth, census blocks that are prone to SLR are much
more sparsely built; but conditional on SLR-proneness, blocks closer to
the coast are more densely built.4 Our empirical findings are robust to
controlling for Core-Based Statistical Area (CBSA) fixed effects, which
address potential concerns about variation in local sea level rise and
zoning regulations. They are also robust to controlling for distance to
the coast (except where that distance is the main variable of interest)
and to excluding census blocks, which were mostly shielded from pri-
vate residential construction, because they are either protected areas,
military bases, or parks. We find very similar patterns using satellite-
derived data on built area, which cover all types of construction rather
than just housing.

Our empirical findings are difficult to reconcile using only the two
common explanations for building on flood-prone areas: moral hazard
due to government subsidy, or imperfect information (or understand-
ing). These factors may be important, but they do not explain why
SLR-prone areas are typically avoided and built on only when land
is scarce. Our findings suggest that a third and previously unexplored
mechanism is at work: people build on SLR-prone coastal locations to
benefit from nearby urban agglomerations.

To account for our empirical findings, we develop a simple model of
a monocentric coastal city. In the model, coastal areas are characterized
by both an amenity, which declines linearly in the distance to the
coast, and a disamenity (flood-proneness), which declines convexly in

3 In contrast, commonly used data from Federal Emergency Management
gency were not consistently updated across areas. They also identify locations
s prone to ‘‘1 in 𝑇 years flood’’, which is harder to interpret, especially with
limate change.

4 In a related study, Wing et al. (2018) use a flood hazard model to study
2

hanging flood risk at a disaggregated spatial level. c
distance to the coast.5 The city founder chooses a location that trades
ff these two factors – close to the coast, but not right at it. This location
ecomes the city’s focal point – the Central Business District (CBD).6

Residents then choose where to live, and they prefer locations close
to the CBD, both because of their high net amenity value and because
of the shorter commute. Housing density peaks around the CBD, but
declines more steeply on the coast-side, because of the convex flood-
proneness. The city expands over time into previously empty areas
on both sides. On the coast side, this expansion involves building on
increasingly flood-prone land.

After explaining how our empirical observations are accounted
for in the model, we extend the model in several ways. Our first
extension allows for sea level rise. The second allows for a limited
set of high-elevation locations near the coast, which are safe from
flooding and command high prices. Third, we allow for costly and
irreversible conversion of land to housing from alternative uses, which
makes the developers’ decisions dynamic rather than static. Fourth, we
examine government subsidies to flood-prone areas. Fifth, we consider
the possibility that employment is spread across the city, rather than
being concentrated solely in the CBD. Finally, we consider the impact
of land use regulations.

We then simulate our model to explore challenges that low-
elevation coastal cities may face in the coming decades. These simu-
lations point to four potential concerns for low-elevation coastal cities.
First, the problem of housing in flood-prone locations looks set to
worsen, either because cities expand towards the coast, or because
of SLR, or because both happen simultaneously. This development
threatens to increase flooding costs for both residents and taxpayers.
Second, even if LECZ cities grow on aggregate, some neighborhoods
within them may experience economic decline, as increased flood risk
causes demand for housing to decline. This problem is exacerbated in
the case of economically stagnant cities. Third, SLR imposes additional
costs beyond increased flood risk, by further distorting the shape of
LECZ cities, which significantly lengthens the time costs of commuting
to work. Finally, these cities face a potential crisis if their CBD comes
under threat of being permanently submerged.

We view our model primarily as a qualitative tool for evaluating
coastal development. Our model considers a relatively benign case,
where people correctly anticipate events and have time to adapt the
city gradually. Further, the model does not consider idiosyncratic con-
ditions, which specific cities may face. With these caveats in mind,
our welfare analysis sheds light on the costs of sea level rise and of
government subsidies to SLR-prone areas, both of which concentrate
in the 1 km closest to the coast. At the same time, we find that path
dependence in the precise location of the CBD entails relatively lower
costs, at least as long as the CBD is not submerged.

The main contributions of our paper are threefold. First, we assem-
ble a new dataset on the location of housing and flood risk, which
covers thousands of kilometers of coast, spanning major urban centers,
small towns, and rural areas. The data, which cover two decades,
are at a highly disaggregated spatial scale. They include information
on housing from the census and land cover from satellite imagery,
as well as measures of SLR-proneness, flood damages, and regulatory
restrictions. These data allow us to explore construction in areas where
flood risks for residents and taxpayers are both high and rising, due
to climate change. Second, we use these data to study the distribution
of the coastal housing stock and show that new construction in recent

5 Our paper is related to the literature on the importance of urban amenities
Glaeser et al., 2001) and the attraction of coastal areas (Rappaport and Sachs,
003).

6 The dynamics we study, where a city forms around a historically de-
ermined location, which remains a focal point even when fundamentals
hange, echoes the findings of Bleakley and Lin (2012) on path-dependent

ity locations.
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decades focused in SLR-prone areas, especially near densely populated
areas. Our findings are novel and policy relevant. Finally, we develop
a simple model, which provides a parsimonious explanation for our
findings. We extend this model and use it to study how SLR may
reshape coastal cities and consider the costs of SLR and subsidies for
construction in SLR-prone coastal areas.

The literature on flood risk and housing markets has tended to
concentrate on estimating price effects for properties exposed to flood
risk (for a review see Beltran et al., 2018). Relatively less attention has
been paid to quantities, and most previous empirical studies of expo-
sure to SLR risk have tended to be coarser in their spatial resolution
(e.g., Burby, 2001; Brody et al., 2007; Dinan, 2017). In recent work,
Barrage and Furst (2019) analyze the relationship between new housing
additions and exposure to sea level rise for US coastal counties. Our
empirical analysis takes a much more fine-grained view, enabling us to
present a more nuanced picture of how exposure to flood risk is evolv-
ing along the US Atlantic and Gulf coasts. A related literature focuses
on policy aspects of managing flood risk, including the relationship
between land-use, regulation, and damages from flooding (e.g., Kousky
et al., 2013; Taylor and Druckenmiller, 2022), as well as institutional
aspects of flood insurance in the US (e.g., Kriesel and Landry, 2004;
Michel-Kerjan, 2010; Kousky and Michel-Kerjan, 2017).

Though attractive, LECZ are also prone to flooding, and there are
reasons to worry that they might be built over too densely. First,
the flood-proneness of LECZ creates moral hazard, which results in
overbuilding when taxpayers bear some of the costs of reconstruction
following floods (Kydland and Prescott, 1977) and of public construc-
tion of flood defenses. Second, flood risk may be under-appreciated by
residents because official flood maps do not fully reflect current and
future risks (US Department of Homeland Security, Office of Inspector
General, 2017), or because people are myopic (Burningham et al., 2008
and Pryce et al., 2011).7 Our paper posits a third reason why people
build in flood-prone coastal areas: to reduce commuting costs to jobs
in major city centers, which are often near the coast.

Our paper is also related to the literature on physical barriers to city
growth. Building on Saiz (2010), who studies ‘‘hard’’ physical barriers
to city growth, we characterize ‘‘soft’’ barriers, such as flood-prone
areas (in other contexts, different environmental hazards, such as areas
prone to wildfires, may play a similar role). Soft barriers are locations
that are not used for housing development in most circumstances
but are nevertheless built on as cities expand. Construction on soft
barriers may involve risks not only to residents but also externalities
(e.g., for taxpayers or the environment), which may necessitate policy
intervention. Also closely related is Harari (2020), who studies how
physical barriers distort the shape of cities and lengthen commutes.
Our paper differs in its geographic focus (the US as opposed to India),
and more importantly in its study of flooding and SLR, which further
distorts the shape of coastal cities. Another related paper is Magontier
et al. (2019), who study the political economy of coastal destruction in
Spain. We differ in our focus on market forces (rather than the political
economy), and in our study of the role of SLR.

A recent literature quantifies the economic cost of climate change
using structural models. For example, Balboni (2020) studies exposure
of Vietnam roads to SLR and finds that infrastructure investments that
ignore future SLR risks might lead to inefficient persistence in coastal
cities, and Desmet et al. (2021) use a spatially disaggregated, dynamic
model of the world economy to quantify the roles of migration and local
agglomeration for population dynamics and SLR cost. While our model
is more stylized, it opens a window into the previously unexplored
internal structure of coastal cities and their adjustment to climate
change, offering a parsimonious explanation for our novel findings.

7 Ortega et al. (2018), Gibson and Mullins (2020), Hino and Burke (2020),
nd Keys and Mulder (2020) explore the updating of house prices following
nformation on flooding and SLR.
3

o

Finally, our paper is also related to the literature on the adaptation
of cities to large-scale environmental shocks, such as Hornbeck and
Keniston (2017) and Kocornik-Mina et al. (2020). Our contribution here
is to explore how coastal cities evolve and how SLR reshapes them.

2. Data

2.1. The area and units of analysis

In our analysis we focus on areas within 10 km of the US Atlantic
and Gulf coasts. This choice of area reflects a tradeoff between our
focus on flood-prone and SLR-prone LECZ and the analysis of fine
spatial units. First, we are interested in low-elevation coastal zones,
and especially those that are prone to flooding and vulnerable to sea
level rise. The area that we study spans the coastal edges of the Atlantic
Coastal Plain and the Gulf Coastal Plain, both of which include many
low-elevation coastal locations. The area that we study is highly prone
to flooding: it held 1.7 percent of US housing units in 1990 (and about 2
percent in 2010) but accounted for 36 percent of the value of National
Flood Insurance Program (NFIP) claims from 1973–2019. This area also
experienced some of the fastest rates of local sea level rise in the world
during the 20th century, a trend which is expected to continue and
raise the frequency and severity of floods in these locations (Dahl et al.,
2017).

Second, we analyze small spatial units, where the intersection of
flood-proneness and construction can be pinpointed. Much of our anal-
ysis is at the level of census blocks — the smallest geographic units
used by the US Census Bureau. We complement our census block
data with a gridded dataset of 150 m × 150 m cells, which is the
pproximate size of the median census block. More details on this
lternative dataset are included below and in the Data Appendix. We
lso make use of more aggregated geographic units, including census-
esignated places (administrative cities or towns, which may make up
art of a metropolitan area), and census tracts (the finest disaggregation
or which we have data on damages from floods from the National
lood Insurance Program). The blocks and other geographical units that
e use are from the 1990 census, with later data matched onto them,
s detailed below and in the Data Appendix. All the census datasets
hat we use are sourced from the NHGIS data archive (Manson et al.,
019).8

Since, as we discuss below, SLR-prone land and NFIP damages are
eavily concentrated within one or two km of the coast, we decided
ot to explore the area further inland than 10 km.9 A map of the area
hat we study is shown in Appendix Figure A1.10 Since the coast is not

straight but winding, the area within 0–1 km of the coast is larger than
the area within 1–2 km of the coast, and so on. In our analysis we take
this into account, as we explain below.

8 To characterize the shape of coastal construction, we also obtain data on
ensus-designated places (Manson et al., 2019). These data are useful because
hey show not only the outline of places, but also (unlike metropolitan areas)
heir historical CBDs. We use these to calculate place asymmetry, as explained
n the Data Appendix.

9 The only exceptions where we show areas further inland than 10 km are in
few illustrative examples in our appendix, as discussed below. Our economic

nalysis consistently focuses on the area within 10 km of the coast.
10 We use the Database of Global Administrative Boundaries (GADM, 2018)

o define the coast. This shapefile includes sections of major rivers, such as
he Charles in Boston, East River and the Hudson River in New York City,
nd the Potomac in Washington, DC, as part of the coastline. But lakes and
pstream sections of rivers are typically excluded from the coast shapefile, and
onsequently Philadelphia, New Orleans, and Houston, are largely outside our
ataset. Overall, the area we study consists of parts of 18 states and the District
f Columbia, as listed in the Data Appendix.
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2.2. Housing and land cover data

Our housing data come from the US Census and American Commu-
nity Survey, observed in 1990 and 2010, which cover all housing unit
types.11 We harmonize all our census data to the geographical units
block boundaries) of the 1990 census, with 2010 data matched to
990 in proportion to area shares, as described in detail in the Data
ppendix. Our main dataset, composed of census blocks within 10 km
f the US Atlantic and Gulf coasts, includes some 544,071 observations,
overing a total area of 128,757 sq km. The median area of blocks in
ur data is 0.021 sq km (like a square with 145 meters on each side),
nd the median number of housing units per block in 1990 is 12. At the
evel of blocks, we observe the number of housing units and the median
rice of owner-occupied dwellings (housing units).12 We complement

the housing quantity data with house price data from the census, as we
discuss in the appendix.

As an alternative measure of the extent and intensity of devel-
opment in coastal areas, we use land cover data based on Landsat
Thematic Mapper (TM) satellite imagery (NOAA, 2021c). The Landsat
data come in the form of a raster dataset where each 30 m × 30 m
observation (or pixel) has been assigned to one of 25 land cover
categories.13 In our analysis, we focus on the four developed categories,
which represent different extents of constructed surfaces (including
buildings, roads, and parking lots).14 We aggregate the Landsat data
to 150 m × 150 m cells (the approximate size of the median census
block in our data), taking the midpoint values of the four developed
categories to arrive at a measure of the fraction of each cell’s land area
that is developed (i.e., covered in constructed materials). We observe
this variable in 1996 and 2010, the earliest and latest years for which
we have complete Landsat data.15

2.3. SLR data

Our data on sea level rise come from detailed maps of areas antici-
pated to be inundated for various future sea level rise scenarios, which
we obtained from NOAA’s digital coast platform (Marcy et al., 2011).16

The maps we use show inland extent of inundation for scenarios of
sea level rise from 0 to 6 ft. Importantly, the mapping process also
takes account of major federal leveed areas, which are assumed, for
the purposes of creating these inundation maps, to be high enough and
strong enough to prevent inundation, regardless of the SLR scenario

11 What we refer to as “2010” is more precisely data for 2006–2010 from
he American Community Survey.
12 Just over a fifth (22.4%) of blocks in our sample were empty – i.e., had
ero housing units – in 1990.
13 These categories include various classifications of open water, wet-

ands, agricultural land, forest etc., as detailed here: https://coast.noaa.gov/
igitalcoast/training/ccap-land-cover-classifications.html.
14 The four developed categories in the Landsat data are: “developed -
igh intensity” where constructed materials account for 80 to 100 percent
f the total cover at that location; “developed medium intensity” (50–79
ercent constructed material); “developed - low intensity” (21–49 percent);
nd “developed - open space”, where constructed material accounts for less
han 20 percent of land cover.
15 Our cells dataset includes over 6 million observations, or cells within
0 km of the Atlantic and Gulf coasts. The mean share developed in 1996
s 0.066. More than 70% of cells in our data have share developed = 0 in
996. By construction, the share developed measure is top coded at 0.9, but
here are fewer than 7,000 cells in our data with this value for developed share
n 1996.
16 While these maps reflect the state of understanding about SLR towards the
nd of our study period, is consistent with our goal of explaining construction
n recent decades on SLR-prone area assuming that people are individually
ational and forward looking. Imperfect knowledge and understanding may
urther exacerbate the costs of SLR in the real world.
4

(e.g., the SLR maps assume that New Orleans is safe even from 6-foot
of SLR.).

In our analysis we focus on the share of an area (e.g., a block), which
would be under water at high tide if SLR is 1 foot (approx. 30.5 cm).
Information on sea level rise was added to the blocks (and cells) by
intersecting the shapefiles for blocks (cells) with shapefiles of areas
expected to be inundated for 1ft of sea level rise using GIS software. We
then calculate the share of each census block (or cell) that is exposed
to 1ft of sea level rise, which we refer to as 𝑆𝐿𝑅1𝑓𝑡. We further define
low-risk areas as blocks (or cells) in our data where 𝑆𝐿𝑅1𝑓𝑡 = 0;
medium-risk, where 𝑆𝐿𝑅1𝑓𝑡 ∈ (0, 0.5]; and high-risk, where 𝑆𝐿𝑅1𝑓𝑡

(0.5, 1]. Of the blocks in our sample, 86% are low risk. Overall, the
ean share of 1ft SLR for the entire sample of blocks is 0.046, and the

rea-weighted mean share is around 0.19.

.4. Building restrictions data

Our dataset also includes information on areas where building
onstruction may be restricted. While such restrictions may be an en-
ogenous response by governments at different levels to the danger of
uilding close to the coast, we nevertheless examine the role that such
egulations may have in our setting. In the Data Appendix we discuss
hree different types of regulations: restricted areas, where housing
evelopment may be particularly constrained, and other zoning data;
tate ‘‘setback lines’’ close to the coast, beyond which construction
ay be more regulated; and local government regulations on building
ensity.

.5. Government subsidies and additional data

Data on historical damages from coastal flooding are taken from
he National Flood Insurance Program (NFIP), operated by FEMA,
hich subsidizes flood insurance provision. In particular, we use data
n insured losses from coastal floods, available at the census tract
evel, from 1973 to 2019. There are two points to note about NFIP.
irst, NFIP includes an implicit subsidy component.17 For example,
he Congressional Budget Office (CBO, 2017) notes that in 2016, “the
verall shortfall of $1.4 billion is attributable largely to premiums’
alling short of expected costs in coastal counties, which constitute
oughly 10 percent of all counties with NFIP policies but account for
hree-quarters of all NFIP policies nationwide . . . the net short- fall
easured over all coastal counties is $1.5 billion, whereas the net

urplus measured over all inland counties is $200 million.” A recent
nalysis concluded that while NFIP’s shortfalls cannot be attributed
o any single incident, it borrowed significantly following Hurricanes
atrina in 2005 and Sandy in 2012. In 2017, as NFIP reached its
orrowing cap of $30.5 billion, Congress canceled $16 billion of its
iabilities, to allow NFIP to borrow more in response to Hurricanes
arvey, Irma, and Maria (Peter G. Peterson Foundation, 2020). It is
lso noteworthy that by our estimates, claims made to NFIP grew at a
ate of around 4–5 percent in real terms from 1978–2019. While claims
ade under the NFIP do not reflect the totality of economic losses from

oastal floods (or in fact the totality of residential losses from flooding,
s some damage is uninsured), the NFIP data have the advantage of
eing available at a relatively fine level of geographic disaggregation –
he census tract level – which makes these data well suited to our task
f estimating how damages from flooding vary with distance from the
oast. We convert these claims data – and all cost data – to 2020 US

17 In 2012 the Biggert-Waters Flood Insurance Reform Act was introduced in
an attempt to phase out subsidies on the NFIP and bring the program towards
fiscal solvency. These reforms proved controversial, particularly with respect
to the impact on homeowners facing large increases in flood risk premiums.
The 2014 Homeowners Flood Insurance Affordability Act partially repealed

and modified the Reform Act (Bakkensen and Barrage, 2021).

https://coast.noaa.gov/digitalcoast/training/ccap-land-cover-classifications.html
https://coast.noaa.gov/digitalcoast/training/ccap-land-cover-classifications.html
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Table 1
(Stylized fact 1) Much construction near the coast took place in areas with SLR risk.

(1) (2) (3)
Housing units Housing units Fraction of housing units
in risky blocks in all blocks in risky blocks
(millions) (millions) (%)

1990 1.77 14.87 12%
2010 2.62 18.11 14%

Change (1990–2010) 0.85 3.24 26%

Notes: Column (1) reports numbers of housing units in census blocks whose centroids are within 10 km of the coast and
where at least some portion of the census block will be under water at high tide if sea levels rise by 1 foot (30.4 cm). Column
(2) reports numbers of housing units in all blocks whose centroids are within 10 km of the coast. Column (3) reports the
fraction of housing units in census blocks whose centroids are within 10 km of the coast that are also in blocks where at
least some portion of the census block will be under water at high tide if sea levels rise by 1 foot (30.4 cm).
T
( .
ollars using a GDP price deflator (Federal Reserve Bank of St. Louis,
020). We then aggregate the damages data across the entire period
vailable (1973–2019). To obtain a measure of damage per housing
nit, we divide the total damages by the number of housing units in
ach tract from 2014–2018 (Manson et al., 2019).

Information on public spending associated with coastal flooding,
hich we use to calculate the share of damages subsidized by the

axpayer, was largely sourced from a recent Congressional Budget
ffice report (CBO, 2019). This report estimates that $19.4 billion of

axpayer money is spent annually on mitigation of and relief from the
amages caused by hurricanes.

Government subsidies to flood-prone areas also come in the form
f constructing and maintaining flood defenses. The SLR data we use
ccount for existing flood defenses (major federal leveed areas) and as-
ume that these remain protected under any SLR scenario. Initiatives to
uild major new flood defenses raise concerns about costs to taxpayers,
ime to build, effectiveness as sea levels rise, and potential environ-
ental damage (See for example a discussion of possible flood de-

ense schemes for New York City: https://www.nytimes.com/2020/01/
7/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-
ot.html). Additional data sources used for our model simulation are
etailed in Appendix Table A8, and we discuss the parameter estimates
hemselves in Section 4.5.1.

. Empirical findings

This section documents two novel stylized facts about changes over
ime in coastal housing risk, and four auxiliary findings about the cross-
ection of coastal housing; we focus on the area which lies within 10
m of the US Atlantic and Gulf coasts, as discussed in Section 2. First,
e present the two stylized facts, which are the focus of our study.
econd, to set these in context, we describe three auxiliary findings on
he location of coastal housing in the cross-section. Third, we show one
dditional finding, pertaining to the mechanisms that underlie coastal
ousing construction. Finally, we return to the two stylized facts and
iscuss their robustness.

.1. Two stylized facts on changes in the risk of coastal housing

The first stylized fact is that while historic construction near the
oast avoided SLR-prone locations, more recent construction has
ot. This is shown in Table 1. In 1990, areas with medium or high
LR risk accounted for about 12% of the housing units in our area of
tudy. But from 1990–2010, 26% of net new construction took place
n medium or high-risk blocks. Consequently, the fraction of the 2010
ousing stock on SLR-prone locations was 14%.

The second stylized fact tells us where the risky new developments
ook place: Recent construction in SLR-prone areas took place in
ense locations, but not in sparse ones. Table 2 reports regression
stimates using the specification:
5

ℎ𝑢𝑛𝑖𝑡𝑠𝑖 = 𝛽11 + 𝛽12𝑆𝐿𝑅1𝑓𝑡𝑖 + 𝜖1𝑖, (1)
able 2
Stylized fact 2) SLR-prone areas were developed in dense tracts but not in sparse ones
Housing units per sq km (1990) (1) (2) (3) (4)

≤10 (10, 100] (100, 1000] >1000

Share 1ft SLR −3.16*** −3.18*** 2.26*** 6.76***
(1.07) (0.82) (0.80) (2.03)

Constant 4.16*** 7.59*** 5.72*** 4.62***
(0.32) (0.20) (0.12) (0.17)

Observations 24,927 149,461 283,208 86,471

Notes: The outcome in each case is the change in housing units at the block level
from 1990–2010. Columns divide the data by levels of housing units per square km in
census tracts (1990), excluding own block. Standard errors in parentheses are clustered
by CBSA, with non-CBSA blocks grouped into a single cluster. For reference, urban
population density is defined as at least 386 people (not housing units) per square km.
Results robust to controlling for log distance to the coast. Significance: ∗p < 0.1; ∗∗p
< 0.05; ∗∗∗p < 0.01.

where 𝛥ℎ𝑢𝑛𝑖𝑡𝑠𝑖 is the change in the number of housing units in census
block 𝑖, 𝑆𝐿𝑅1𝑓𝑡𝑖 is the share of the area of each census block, which
will be under water at high tide if sea level rise (SLR) were 1 foot,
or 0.305 m, and 𝜖1𝑖 is an error term, which is clustered by Core-based
statistical area (CBSA) here and in all the spatial regressions we report
below.18 In interpreting 𝑆𝐿𝑅1𝑓𝑡 we note that it matters not only for
a future with higher sea levels, but also for the present: areas with
high 𝑆𝐿𝑅1𝑓𝑡 are more prone to both frequent low intensity ‘‘nuisance
flooding’’ and to flooding from impactful events, such as tropical storms
(Dahl et al., 2017). Therefore, all else equal, living in areas with high
𝑆𝐿𝑅1𝑓𝑡 likely involves costs (a point which we revisit below), and can
be viewed as a disamenity. The regressions in Table 2 are estimated
separately for four groups of census blocks, grouped by the housing
density of the census tracts that contain them, where this density
excludes the own block’s density. As the table shows, in sparse census
tracts, the growth in housing units is negatively associated with SLR.
But in dense census tracts, new construction is positively associated
with SLR proneness. All this suggests that where there is plenty of space
to build, SLR-prone locations are avoided, in line with the evidence
discussed above; SLR-prone locations are, however, built on in dense
areas, presumably because no other local alternatives exist.

We highlight these two stylized facts because of their importance for
understanding the growing risk from SLR and flooding in coastal areas
from 1990–2010. Should these trends in coastal construction continue,
the costs of flooding will rise rapidly in the coming decades.

18 CBSAs include metropolitan statistical areas and micropolitan areas, and
we add one cluster for all non-CBSA observations in the sample. In earlier
versions of the paper, we obtained similar standard error estimates when
clustering by state, an approach used by Donaldson and Hornbeck (2016)
and others. We also explored using spatial clustering following Bester et al.
(2011), using 1 × 1-degree clusters. This gave slightly smaller standard errors
than those we report. Using Conley (1999) standard errors is more technically

challenging in our setting, due to the large number of observations.

https://www.nytimes.com/2020/01/17/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-not.html
https://www.nytimes.com/2020/01/17/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-not.html
https://www.nytimes.com/2020/01/17/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-not.html
https://www.nytimes.com/2020/01/17/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-not.html
https://www.nytimes.com/2020/01/17/nyregion/the-119-billion-sea-wall-that-could-defend-new-york-or-not.html
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Fig. 1. (Auxiliary Finding 1) Housing units concentrate near – but not right at – the coast. Panel (a) shows ln(housing units in 1990 per square kilometer) by distance to the
coast for 150 m bins. The figure in Panel (a) is based on our full sample of blocks whose centroids are within 10 km of the US Gulf and Atlantic coasts. However, given that
we partition the 10 km from the coast into 150 m bins, and take integers, the last observation, which is truncated (from 9.9–10 km from the coast) is excluded from the figure.
The figure in Panel (a) therefore uses information from 542,246 census blocks. In Panel (a) housing units are taken from census data at the block level, while land area in each
distance bin from the coast is taken from the Landsat gridded data. The gridded data are used for calculating area because for sparsely populated blocks or empty blocks, which
often cover a large area, the centroid is inadequate for capturing their distance distribution from the coast, as described in more detail in the Data Appendix. Panel (b) shows
regression coefficients and 95% confidence intervals from a regression of ln(housing units in 1990 per square kilometer) on 50 m distance bins. Standard errors in parentheses
are clustered by CBSA, with non-CBSA blocks grouped into a single cluster. Housing units per square km in Panel (b) is calculated using housing units and land area from census
data at the block level. The issue in relation to calculating land area noted above is less relevant here, since the regression restricts the sample to blocks with non-zero housing
units (422,311 blocks).
To put these stylized facts into context, however, it is useful to look
back at construction in coastal areas looked in 1990. With that objective
in mind, we now proceed to characterize four auxiliary findings on the
cross-section of coastal housing development.

3.2. Auxiliary findings on the cross-section of coastal housing

The first auxiliary finding we document is that housing unit den-
sity peaks near – but not right at – the coast. To show this, we
calculate the number of housing units in each 150-meter distance bin
from the coast, assigning the housing units in each census block to the
bin where its centroid falls. We then normalize the total number of
housing units in each bin by the area of that bin, which we approximate
using the cells.19 The results, in Panel (a) of Fig. 1, show that the
logarithm of housing unit density peaks around 2.475 km from the
coast, and declines asymmetrically, falling more rapidly on the coast
side.20 Specifically, housing density plummets close to the coast and
declines more slowly on the inland side. A similar pattern can be seen
in Panel (b) of Fig. 1, which restricts the analysis to census blocks with
housing units, and reports point estimates and 95 percent confidence
intervals from estimating the regression:

ln
(

ℎ𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝑖
)

= 𝛽21 + 𝛽22𝐁𝐢𝐧𝑖 + 𝜖2𝑖, (2)

where ℎ𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝑖 is the number of housing units per square km in census
block 𝑖, 𝐁𝐢𝐧𝑖 is a vector of indicators for 50-meter distance bins from
the coast, and 𝜖12 is an error term. The figure peaks around 3 km from
the coast, and declines on both sides of the peak, again with a steeper
decline on the coast side. As we discuss below, the steep decline near
the coast side of Panel (b) understates the sparseness of housing density

19 Census block centroids provide a good approximation of housing location,
since areas with dense housing are partitioned into small blocks. But block
centroids are less precise when it comes to measuring area, because areas with
sparse housing (or no housing) tend to be in large census blocks. Using cell
data to approximate land area in each distance bin is therefore more reliable,
since the cells are by construction evenly distributed, and of equal size.

20 The housing density is similar in its peak and in nearby distance bins, and
it displays some geographic variation. For example, in the US South, housing
density peaks closer to the coast, consistent with a higher amenity value of
the beach. But in each subsample that we examined, density falls steeply very
close to the coast and more gradually further away from it.
6

near the coast, since there are more empty blocks in the immediate
vicinity of the coast; for that reason, we prefer the specification in
Panel (a). We repeat the analysis of the two panels above in Panels (a)
and (b) of Appendix Figure A2, this time excluding restricted areas (as
discussed in the Data Section).21 The results are largely unchanged.22

Panel (c) of Figure A2 repeats the analysis of panel (a) of Fig. 1 but
using only block-level data, for area as well as housing units. Here we
use 50-meter bins, and the decline in density near the coast is even
steeper. Finally, Panel (d) of Appendix Figure A2 repeats the analysis of
panel (a) of Fig. 1 using cell-level data on built area instead of housing
units. Using the built area data allows us to examine the extent not only
of residential housing, but also of commercial and industrial areas, as
well as roads and other artificial structures. Here the distribution peaks
around 2 km from the coast, and once again the decline on either side
is asymmetric and similar in magnitude to that in Fig. 1.

In interpreting the above-mentioned housing distribution, it is worth
noting several additional empirical regularities. Commuting remains
an important aspect of cities, and the vast majority of housing units
that we consider are primary residences, where people live throughout
most of the year. Specifically, only around 1 percent of the housing
units in our sample are second homes.23 Since we do not have fine-
grained data on business activity, we assume in the discussion below
that peak housing density corresponds to the location of the Central
Business District (CBD). We note that given the limitations of our
data we cannot explore multiple employment centers within the city,
although we discuss this possibility below.24

21 As discussed in Section 2, we have no data on the location of all setback
areas where construction is more regulated. Their existence may contribute
to the steep fall in housing density within around 150 m from the coast but
is unlikely to drive the overall pattern where housing density peaks around
2–3 km from the coast.

22 Similarly, controlling for the Density Restriction Index (DRI) has little
impact on the patterns shown in Panel (b) of Fig. 1 (results available on
request).

23 While the share of second homes rises in the immediate vicinity of the
coast, it is still less than 7 percent even there. We also note that mobile homes
make up only around 5 percent of our sample.

24 The equivalent figures to Panels (a) and (b) for 2010 reveal a very similar
picture; the peak of the housing density moves 300 m inland in the 2010
equivalent of Panel (a) but stays constant in the equivalent of Panel (b). In
Section 4.5.2 we consider cases where the CBD moves over time.
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Table 3
Places near the coast are asymmetric, with CBD closer to the coast.

(1)
Asymmetry

Distance to coast bins (km) ∈ [0, 1) 0.14***
(0.03)

Distance to coast bins (km) ∈ [1, 2) 0.14***
(0.03)

Distance to coast bins (km) ∈ [2, 3) 0.08***
(0.02)

Distance to coast bins (km) ∈ [3, 4) 0.07**
(0.03)

Distance to coast bins (km) ∈ [4, 5) −0.01
(0.03)

Distance to coast bins (km) ∈ [5, 6) −0.00
(0.04)

Distance to coast bins (km) ∈ [6, 7) −0.04
(0.03)

Distance to coast bins (km) ∈ [7, 8) −0.02
(0.03)

Distance to coast bins (km) ∈ [8, 9) −0.05
(0.03)

Constant 0.54***
(0.03)

Observations 1,583

Notes: (Auxiliary finding 2) Census-designated places near the coast are asymmetric,
with CBD closer to the coast. This table reports results from a regression of place
asymmetry on 1 km distance bins from the coast. Standard errors in parentheses
are clustered by CBSA, with non-CBSA places grouped into a single cluster. Place
asymmetry is defined as the ratio of the distance |𝑋𝑅 −𝑋0| to the distance |𝑋𝑅 −𝑋𝐿|.

he sample here is restricted to places for which the mean distance to coast from the
entroids of blocks within that place is less than 10 km. The omitted category is [9,
0) km from the coast. Significance: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

Our second auxiliary finding is related to the first, namely that
ensus-designated places close to the coast are asymmetric. To
how this, we use data on places and their CBDs to estimate regressions
f the form:

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦𝑗 = 𝛽31 + 𝛽32𝐁𝐢𝐧𝑗 + 𝜖3𝑗 . (3)

ere 𝑎𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦𝑗 is the ratio |𝑥𝑅−𝑥0|
|𝑥𝑅−𝑥𝐿|

, where the numerator is the
istance from each place’s furthest point from the coast to its CBD,
nd the denominator is the distance from each place’s furthest point
rom the coast to its nearest point to the coast; 𝐁𝐢𝐧𝑗 is a vector of
ndicators for 1 km distance bins from the coast; and 𝜖3𝑗 is an error
erm.25 As Table 3 shows, places whose centroids are within 4 km from
he coast are asymmetric: the distance from their CBD to their inland
dge is roughly double the distance from their CBD to the coast side
dge. In contrast, places around 4–10 km from the coast are roughly
ymmetric. An example of this can be seen in Appendix Figure A3,
hich shows places in the Greater Boston area: those close to the coast
re asymmetric, while those further away are more symmetric.

The third auxiliary finding is that the asymmetry near the coast
s more pronounced for large places. We show this by using the
lace-level data to estimate regressions of the form:

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦𝑗 = 𝛽41 + 𝛽42𝑠𝑖𝑧𝑒𝑗 + 𝛽43ln
(

𝑑𝑖𝑠𝑡_𝑐𝑜𝑎𝑠𝑡𝑗
)

+ 𝛽44
[

𝑠𝑖𝑧𝑒𝑗 ⋅ ln
(

𝑑𝑖𝑠𝑡_𝑐𝑜𝑎𝑠𝑡𝑗
)]

+ 𝜖4𝑗 , (4)

where 𝑠𝑖𝑧𝑒𝑗 measures the size of place 𝑗, either as ln
(

𝑎𝑟𝑒𝑎𝑗
)

where
the area is in square kilometers or as the distance |

|

𝑥𝑅 − 𝑥𝐿|| in km;
𝐝𝐢𝐬𝐭_𝐜𝐨𝐚𝐬𝐭𝑗 is the mean distance from each place’s blocks to the coast;
and 𝜖4𝑖 is an error term. The estimates in columns (1) and (2) of

25 Our asymmetry measure, |
𝑋𝑅−𝑋0|

|
𝑋𝑅−𝑋𝐿|

, is for the most part, bounded on the
nterval [0,1]. There is a small minority of cases where the measure exceeds 1,
ince in reality 𝑋𝑅, 𝑋0, and 𝑋𝐿 are not all on one line. Nevertheless, excluding
hese few cases does not substantively affect our estimates.
7

able 4, which add the restriction 𝛽43 = 𝛽44 = 0, show that on average,
arger places (using either of the above measures) are more asymmetric.
olumns (3) and (4), which are unrestricted, show that the asymmetry

s more pronounced for large places when their CBDs are closer to the
oast.

.3. Auxiliary findings on mechanisms that shape the coastal housing dis-
ribution

Whereas the three auxiliary findings above tell us how economic
ctivity concentrates near but not right at the coast, here we present
vidence about why this is the case. Our fourth auxiliary finding is that
locks prone to SLR are much more sparsely built on, and among
he SLR-prone blocks, those further from the coast are even more
parsely built. To examine how much SLR-prone blocks are avoided,
e split the census blocks into three groups: high-risk, medium-risk,
nd low-risk, as discussed in Section 2. We then repeat the analysis in
anel (a) of Fig. 1 separately for each of the three groups of blocks. The
esults in Fig. 2 show that at every distance bin from the coast, low-
isk census blocks are about two to three times more densely built than
edium-risk blocks, while the medium-risk ones are, at most distance

ins, several times denser than the high-risk ones. These results are
onfirmed in robustness checks that we report in Figure A4, where
e repeat the analysis in Fig. 2 excluding the restricted areas (Panel

a)) and then using the fraction of cell area that is built, based on
ur gridded data (Panel (b)). When we look within each risk group,
specially the for the two riskier groups, housing density tends to
ncrease as we approach the coast. In other words, people seem to
nderstand SLR risk and avoid it, even as they value proximity to the
oast. This is consistent with the observation that as we approach the
oast, SLR-proneness rises steeply. As Panel (a) of Fig. 3 shows, the
roportion of low-risk blocks is consistently over 90% in the 3–10 km
rea from the coast. However, as we get closer to the coast within
he three km range, this proportion declines rapidly to less than 20%,
hile the proportion of medium-risk and high-risk blocks increases

ignificantly. Panel (b) of Fig. 3 reports the mean 𝑆𝐿𝑅1𝑓𝑡 by distance
o the coast. This share is lower than 5% in the area 1–10 km from
he coast but increases steeply to almost 45% as we get very close to
he coast. Appendix Figure A5 shows that these results are again robust
o excluding restricted areas. Together, this evidence suggests that the
menity of proximity to the coast, which increases gradually, is offset
y a convex disamenity due to flood risk as we near the coast.

To see why this matters, we demonstrate the steep rise in damages
rom flooding as approach the coastal areas in Fig. 4, which shows the
oint estimates and 95% confidence intervals from the regression:

n
(

𝑑𝑎𝑚𝑎𝑔𝑒𝑘
)

= 𝛽51 + 𝛽52𝐁𝐢𝐧𝑘 + 𝜖5𝑘, (5)

here 𝑑𝑎𝑚𝑎𝑔𝑒𝑘 is the total dollar sum of NFIP claims from 1973–2019
in 2020 USD), normalized by an estimate of the number of housing
nits from 2014–2018 in census tract 𝑘; 𝐁𝐢𝐧𝑘 is a vector of indicators
or 150-meter distance bins from the coast; and 𝜖5𝑘 is an error term.26

As the figure shows, claims in the distance bin closest to the coast are
about 2.5 to 3 log points (or about 12–20 times) higher than in the
areas around 4–10 km from the coast. While NFIP claims represent
only a fraction of the total costs of flooding over the past few decades,
this figure indicates that flood costs rise convexly as we approach the
coast.27

26 The use of the recent housing units measure mitigates the risk that NFIP
claims per housing unit will appear large near the coast because housing
expanded there, as we discuss below. The patterns we document are, however,
robust to using 1990 housing units in the denominator.

27 As we discuss in the Data Appendix, NFIP costs cover only a fraction
of total damages from flooding. The low uptake of NFIP flood insurance, as

well as the presence of demand frictions and selection biases, may introduce
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Table 4
Bigger places are more asymmetric, conditional on being near the coast.

(1) (2) (3) (4)
Asymmetry Asymmetry Asymmetry Asymmetry

Ln(|𝑋𝑅 −𝑋𝐿|) 0.015* 0.332***
(0.008) (0.053)

Ln(area) 0.028*** 0.178***
(0.005) (0.032)

Ln(Distance to coast) 0.114* 0.225***
(0.067) (0.069)

Ln(|𝑋𝑅 −𝑋𝐿|)*Ln(Distance to coast) −0.030***
(0.008)

Ln(area)*Ln(Distance to coast) −0.018***
(0.004)

Constant 0.497*** 0.166** −1.102** −1.749***
(0.067) (0.081) (0.451) (0.525)

Observations 1,583 1,583 1,583 1,583

Notes: (Auxiliary finding 3) Bigger census-designated places are more asymmetric, conditional on being near the coast. This
table reports results from regressions of place asymmetry on measures of place size, place distance to the coast, and their
interaction, all in logs. Place asymmetry is defined as the ratio of the distance |𝑋𝑅 −𝑋0| to the distance |𝑋𝑅 −𝑋𝐿|. The area
variable is the sum of the area of blocks that are within a place’s boundaries. The sample here is restricted to places for which
the mean distance to coast from the centroids of blocks within that place is less than 10 km. Standard errors in parentheses
are clustered by CBSA, with non-CBSA units grouped into a single cluster. Significance: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.
Fig. 2. (Auxiliary Finding 4) Areas that are highly prone to sea level rise (SLR) are less built. The figure shows the log of average block level density (housing units per square
kilometer in 1990, based on census data) by distance to the coast in 150 m bins, and share of area under water with 1 foot of sea level rise. The three risk categories are defined
by the share of each census block that will be under water at high tide if sea levels rise by 1 foot (30.4 cm): we label blocks as high risk if the share of 1ft SLR is > 0.5, as
medium risk where 0 < share 1ft SLR <= 0.5, and as low risk where share of 1ft SLR = 0. This risk reflects odds of flooding even today, without any SLR. As the figure shows,
at each distance from the coast, the riskier areas are more sparsely built.
Having characterized the four auxiliary findings, we now examine
the distribution of prices near the coast. Panel (a) of Figure A6 reports
estimates using the same specification as Panel (c) of Fig. 1, except
plotting the fraction of blocks in each 50-meter distance bin from the
coast, for which median house prices are missing. Median prices are
missing if blocks are empty or very sparsely populated, so that dis-
closing moments from the price distribution would reveal information
about individual housing units. The figure shows that median house
prices are missing for about 30 percent of the census blocks from

measurement discrepancies. Another concern is the SFHA designation, partic-
ularly for inland areas. Despite these limitations, we utilize NFIP data in this
study because it provides spatially disaggregated information at the census
tract level. Excluding restricted areas at this level of analysis is unnecessary
due to the larger scale of census tracts, which primarily focus on built areas.
8

around 1–10 km from the coast. In the 1 km closest to the coast,
however, the fraction missing rises steeply to almost 67 percent in the
blocks closest to the coast. Panel (b) shows that where median house
prices are available, they are also fairly flat around 1–10 km from
the coast, rising steeply in the 1 km closest to the coast. Interpreting
this pattern is not straightforward, because of the missing blocks; the
coverage within blocks (only 64.1% of housing units in 1990 were
owner-occupied); differences in housing characteristics within locations
and across them; and the use of the median. Nevertheless, at first
glance, the findings we document may seem surprising: blocks near the
coast are flood-prone and much sparser than others, and this sparseness
is not driven by restricted areas, as Panels (a) and (b) of Fig. 1 show; yet
where house prices are recorded there, they are high. We explain this
apparent puzzle below in the extensions, by noting that while locations
in blocks close to the coast are generally flood-prone and therefore in
low demand, there may be small higher-elevation areas within these
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Fig. 3. Flood risk helps explain why people do not build right on the coast. Panel (a) shows the fraction of census blocks in each risk category by distance to the coast in 50 m
bins. The three risk categories are defined by the share of each census block that will be under water at high tide if sea levels rise by 1 foot (30.4 cm): we label blocks as high
risk if the share of 1ft SLR is > 0.5, as medium risk where 0 < share 1ft SLR <= 0.5, and as low risk where share of 1ft SLR = 0. This risk reflects odds of flooding even today,
without any SLR. Panel (b) shows the mean share of block area that is subject to 1ft SLR, by distance to the coast in 50 m bins.
Fig. 4. Damages from flooding decline rapidly with distance from the coast. The figure shows the estimated coefficients and 95% confidence interval from a regressions of log
NFIP claims per housing unit, on 150 m distance bins from the coast. Standard errors in parentheses are clustered by CBSA, with non-CBSA units grouped into a single cluster.
The NFIP claims data are for the years 1973–2019, observed at the census tract level, and have been converted to 2020 US dollars. Housing units are also observed at the census
tract level, and are taken from 2014–2018 estimates. Full details of the data sources used are included in the Data Appendix.
blocks, where flooding is much less of a problem, and where prices are
high.

Returning to our first four auxiliary findings, we note that Auxiliary
Finding 4 helps explain Auxiliary Findings 1-3: conditional on risk,
people seem to prefer to live as close as possible to the coast, but as
we approach the coast risks increase steeply. This gives rise to the
distribution of housing density, which peaks near the coast and declines
asymmetrically, falling more steeply on the coast side than on the
inland side.

3.4. Robustness of the stylized facts on changes in coastal housing risk

Whereas the four auxiliary findings describe coastal area housing at
a point in time, mostly around 1990, our two (main) stylized facts de-
scribe how they changed from 1990–2010. Appendix Table A1 reports
regression estimates from specification (1) for the full sample, using
as outcomes 1990 housing units and the change in housing units from
1990–2010. Columns (1) and (2) of Panel A show that 1990 housing
units are strongly negatively correlated with 𝑆𝐿𝑅1𝑓𝑡, but for 1990–
2010 this correlation is close to zero. Subsequent columns show that
these relationships are robust to controlling for CBSA fixed effects and
restricting the sample to only urban (CBSA-located) blocks, and Panel
B shows estimates controlling for distance bins to the coast, as well as
9

(again) CBSA fixed effects. The final columns of Panel B, with a full set
of controls show a strongly negative correlation of construction and SLR
risk in 1990, and a positive though imprecise relationship for changes
from 1990–2010.

Next, we revisit the baseline estimates of Stylized Fact 2 as reported
in Table 2. We now add CBSA fixed effects and distance bins to
the coast, and restrict the sample to CBSAs, and report combinations
thereof. Appendix Table A2 shows that the results are robust: in sparse
census tracts, areas prone to SLR were avoided from 1990–2010, while
the opposite was true in dense census tracts. In Appendix Table A3
we return to the specifications estimated in Table 2, but this time
excluding restricted areas, and the pattern is again robust. Finally, in
Appendix Table A4 we repeat the analysis using the cell data on built
area, where this time ‘‘neighborhoods’’ are larger (1 square km) areas,
whose fraction built we calculate excluding the own cell. In sparse
‘‘neighborhoods’’ new construction was strongly negatively correlated
with SLR risk, while in the densest ‘‘neighborhoods’’ the correlation
is positive though imprecisely estimated. This imprecision may arise
because it is harder to detect the densest locations using the satellite
imagery data, which only measure whether each pixel is built and not
how densely it is built.

To further investigate the role of amenity in shaping Stylized Fact
2, we use winter weather as a demand shifter (Rappaport, 2007) and
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examine whether in areas that grew faster due to good weather there
was a difference in construction on SLR-prone locations between dense
and sparse census tracts. Specifically, we estimate regressions of the
type:

𝛥ℎ𝑢𝑛𝑖𝑡𝑠𝑖 = 𝛽61 + 𝛽62𝑆𝐿𝑅1𝑓𝑡𝑖 + 𝛽63𝑀𝑖𝑙𝑑𝑤𝑖𝑛𝑡𝑒𝑟𝑖

+ 𝛽64𝑀𝑖𝑙𝑑𝑤𝑖𝑛𝑡𝑒𝑟𝑖 ∗ 𝑆𝐿𝑅1𝑓𝑡𝑖 + 𝜖6𝑖, (6)

where 𝑀𝑖𝑙𝑑𝑤𝑖𝑛𝑡𝑒𝑟𝑖 measures higher January temperatures or an index
of mild winters more generally (see details in Appendix Table A5) and
𝜖6𝑖 is an error term. Columns (1) and (2) of Appendix Table A5 confirm
that locations with mild winters experienced faster growth in the
number of housing units from 1990–2010, consistent with Rappaport
(2007). More importantly, the rest of the table shows that this growth
was uneven: in sparse census tracts, the interaction of mild weather and
𝑆𝐿𝑅1𝑓𝑡 is weakly negative, while in dense census tracts it is strongly
positive. This suggests that growing demand for housing translates
into risky construction locations only where housing is already densely
built, and few alternatives remain. To illustrate the construction lo-
cations in dense, SLR-prone areas from 1990–2010, Appendix Figure
A7 shows four case studies of developments in the fringes of dense
tracts: Revere and Chelsea in Greater Boston, Massachusetts; Jamaica
Bay and Rockaway Peninsula in the borough of Queens, New York
City, New York; Miami Beach and Miami, Florida; and Clearwater
and Largo, Tampa Bay area, Florida. Construction in the two areas in
Florida is particularly pronounced, as we can expect from the findings
in Appendix Table A2.

Finally, we show in an extension to Stylized Fact 2 that in the
densest census tracts, new construction focused on medium risk
rather than high-risk areas. To show this, Table 5 reports estimates
from two regressions, which restrict the analysis to the densest group
of census tracts discussed above. Column (1) uses specification ((2)
), but with the change in housing units in each census block from
1990–2010 as the dependent variable and an exhaustive set of bins for
different percent SLR in each census block.28 Column (2) is the same,
except that the regressors are an indicator 𝐼𝑆𝐿𝑅1𝑓𝑡>0 (that is, medium or
high risk) and a continuous measure (𝑆𝐿𝑅1𝑓𝑡). Both specifications tell
a similar story: new construction took place in medium-risk areas more
than in low-risk areas, but the highest risk areas were still generally
avoided. Appendix Table A6 shows that these results are robust to
excluding restricted areas. Finally, Appendix Table A7 repeats the
analysis, this time using the cells instead of blocks (as discussed above),
and the results are again similar to those in Table 5.

4. Model

In this section, we introduce a model of coastal development that
reconciles the stylized facts and auxiliary findings discussed earlier.
The model is parsimonious and designed primarily to build intuition,
provide qualitative insights, and explore counterfactual scenarios. We
begin this section by outlining the model’s assumptions. We then char-
acterize the equilibrium and relate it to our empirical findings. Finally,
we extend the model to consider several counterfactual scenarios, and
cautiously explore potential welfare implications.

4.1. Baseline assumptions

The model is in discrete time, and periods are denoted by 𝑡. Spa-
tially, we extend the monocentric city model (Alonso, 1964; Mills,
1967; Muth, 1969), by placing it in the context of a coast, proximity
to which offers both benefits and costs. The key geographic locations
of the city are the CBD, denoted by 𝑥0; the coast-side and inland edges

28 In line with Stylized Fact 1, we note that in dense locations, blocks with
ow shares of SLR saw larger increases in housing unit growth than those with
o SLR (captured by the omitted category).
10
Table 5
(Extension of fact 2) SLR-prone areas developed in dense tracts were those with least
SLR.

(1) (2)

Share 1ft SLR ∈ (0.0, 0.1) 13.53
(8.66)

Share 1ft SLR ∈ [0.1, 0.2) 15.91***
(4.76)

Share 1ft SLR ∈ [0.2, 0.3) 8.26***
(2.49)

Share 1ft SLR ∈ [0.3, 0.4) 16.53**
(6.92)

Share 1ft SLR ∈ [0.4, 0.5) 10.40
(8.59)

Share 1ft SLR ∈ [0.5, 0.6) 4.54
(4.18)

Share 1ft SLR ∈ [0.6, 0.7) −0.33
(3.66)

Share 1ft SLR ∈ [0.7, 0.8) −2.60
(4.18)

Share 1ft SLR ∈ [0.8, 0.9) −2.85
(1.97)

Share 1ft SLR ∈ [0.9, 1.0) −2.79
(2.10)

Share 1ft SLR ∈ 1 −3.88***
(1.21)

Some SLR 15.83**
(6.65)

Share 1ft SLR −19.40*
(9.93)

Constant 4.24*** 4.24***
(1.41) (1.41)

Observations 86,471 86,471

Notes: This table reports coefficients from two regressions where the outcome is the
change in housing units at the block level from 1990–2010. The sample here is
restricted to blocks where tract housing density, excluding the own block, exceeds 1000
housing units per square km. The omitted category, 0 SLR, accounts for 95.5% of the
blocks with this level of tract housing density in 1990. Standard errors in parentheses
are clustered by CBSA, with non-CBSA units grouped into a single cluster. In column
(2), the variable 𝑆𝑜𝑚𝑒𝑆𝐿𝑅 is an indicator for blocks that have share 1ft SLR >0, while
𝑆ℎ𝑎𝑟𝑒1𝑓𝑡𝑆𝐿𝑅 is a continuous measure of the share of each block prone to 1ft SLR.

esults robust to controlling for log distance to the coast. Significance: ∗p < 0.1; ∗∗p
< 0.05; ∗∗∗p < 0.01.

of the city, denoted by 𝑥𝐿𝑡 and 𝑥𝑅𝑡; and the coast itself, whose initial
location is normalized to 0.29 Initially, the CBD location is chosen
by a historical city founder, and then the city persists for 𝑇 periods
(decades). In each period, developers choose where to build, taking into
account the preferences of residents, who choose where to locate.

The city founder is assumed to be myopic, and chooses a location 𝑥
to maximize their locational utility

𝑈𝐹 (𝑥) = −𝜃1𝑥 − 𝜃2𝑥
−𝜎 . (7)

As we discuss below, to rationalize our empirical findings, we assume
that 𝜃1 > 0, reflecting our observation that proximity to the coast has
n amenity value (air, views, bathing), which we assume is linear.30

For the same reason, we also assume 𝜃2 > 0 and 𝜎 > 0, reflecting a
onvex disamenity (higher risk of flooding).31 As discussed later, the

29 Later, when we explore SLR, we relax this assumption by allowing the
initial location of the coast to shift inland over time.

30 It is possible that across wider areas than the coastal band that we
study, the amenity component of the utility function also declines convexly
in distance to the coast. But the key assumption is that it is less convex than
the disamenity term, so for simplicity we assume a linear amenity term in the
vicinity of the coast, which is the area we focus on. As we discuss below, this
assumption is motivated by the convex increase in flood risk as we near the
coast.

31 To keep the model simple and allow for future extensions, we omit
risk aversion, although our specification can be seen as a reduced-form way
of capturing risk aversion. Moreover, the disamenity included in our model
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pattern of housing density increasing and then decreasing as we move
inland from the coast aligns with a demand-based explanation. We note
that for simplicity, the model is deterministic, and the risk of flooding
is captured by the last term of the utility function. We assume that the
founder’s chosen location becomes the city’s CBD, 𝑥0.32

There is a continuum
[

0, 𝑥
]

of competitive and forward-looking
evelopers, each of whom owns a plot of land of measure 1 in location
; we assume that 𝑥 > 0 is sufficiently high not to constrain the land
ide development. Each period, each developer can allocate their plot to
ousing, which yields a period price of 𝑝𝑡(𝑥), or to agriculture, which

has a period price 𝑝𝐴.33 The developers’ time preference is captured
by 𝛿 ∈ (0, 1), and in each period every developer maximizes their
present-discounted stream of future prices.

Finally, we assume that there is a continuum of perfectly mobile
residents with sufficient mass to populate the city. In every period
𝑡 = 1,… , 𝑇 , each resident may live in the city or outside it. If a resident
lives in the city, they inelastically supply one unit of labor, receive a
wage, and spend their income on consumption and housing, in which
case their utility is:

𝑈 (𝑐𝑡 (𝑥) , ℎ𝑡 (𝑥) , 𝑥) = 𝑐𝑡 (𝑥)𝛼 ℎ𝑡 (𝑥)1−𝛼 − 𝜃1𝑥 − 𝜃2𝑥
−𝜎 (8)

where 𝑐𝑡 (𝑥) and ℎ𝑡 (𝑥) denote private consumption goods and housing
in period 𝑡 and location 𝑥, and 𝛼 ∈ (0, 1) is the consumption share
of income. We assume that residents’ preferences satisfy standard as-
sumptions (𝑈𝑐 > 0, 𝑈ℎ > 0, 𝑈𝑐𝑐 < 0, 𝑈ℎℎ < 0). The residents’ locational
preferences are the same as those of the city founder. The budget
constraint of each resident in period 𝑡 is:

𝑝𝑡(𝑥)ℎ𝑡 (𝑥) + 𝑐𝑡 (𝑥) = 𝑤𝑡 − |𝑥 − 𝑥0| (9)

where the price of consumption is normalized to 1; 𝑤𝑡 is wage, and
|𝑥 − 𝑥0| reflects the time cost of commuting. Each resident also has
an outside option of living outside the city, with utility 𝑈̄ > 0. We
initially consider a city whose attractiveness to residents and developers
increases (at least weakly) relative to the outside option, or in other
words that 𝑤𝑡 increases (weakly) in 𝑡.

We solve the model as a Nash equilibrium, where developers take
into account the expected maximization of other developers and of the
residents.

4.2. Equilibrium

Here we summarize the equilibrium conditions of the model, a
visual illustration of which is discussed in Section 4.5.2.

City founder: maximization of the city founder’s decision implies,
using the first-order condition, that

𝑥0 =
(

𝜎𝜃2
𝜃1

)
1

𝜎+1
. (10)

We note that while our formulation of the model emphasizes a
tradeoff between the risk and reward of locating near the coast, other
historical factors relating to proximity to an agricultural hinterland

accounts for indirect effects of flooding on soil suitability for housing and the
impact of wind gusts.

32 The location of many cities on the US Atlantic and Gulf coasts was
established more than a century ago, so for simplicity we assume that their
location choices were myopic. We also ignore any productivity component
in the city founder’s locational choice, although adding this would not make
much difference to the model overall.

33 We follow the literature by labeling non-housing use as agriculture. In the
baseline model we assume that agricultural prices are fixed across time and
space, and that there is no cost of converting land across uses. We relax the
latter assumption in an extension in Section 4.4.2. One caveat that we do not
consider is salinity, which may affect some forms of agriculture, but not others
(e.g., fishing).
11
and access to national and international markets may have also played
a role in determining the historical locations of CBDs. Our analysis
focuses on cities for which this balance meant that the CBD location
is close to the coast.

Residents decide where to live and the share of consumption goods
and housing in their consumption bundle. In equilibrium they are
indifferent between all city locations, including the city endpoints, and
their outside option 𝑈̄ . Residents’ indifference between locations then
determines the price function, 𝑝𝑡(𝑥), for each period.

Developers decide which locations should be part of the city, taking
nto account the present discounted stream of future prices. Since
he baseline setup of the model is static, developers will build in all
ocations such that

𝑡(𝑥) ≥ 𝑝𝐴. (11)

Since (as we show below) prices decrease monotonically as we move
way from the CBD, and the disamenity asymptotes near the coast, the
oundaries of the city 𝑥𝐿𝑡 and 𝑥𝑅𝑡 are pinned down by the equations:

𝑡(𝑥𝑅𝑡) = 𝑝𝑡(𝑥𝐿𝑡) = 𝑝𝐴. (12)

ote that because of the assumptions discussed above, developers
an repurpose land costlessly in every period, severing any dynamic
ink between periods. Below we discuss an extension where hous-
ng construction is costly and irreversible, which introduces dynamic
onsiderations.

To complete the description of the equilibrium, we note that in each
eriod, supply and demand for housing determine the price of land in
ach location, 𝑝𝑡(𝑥) and the city’s population, 𝑝𝑜𝑝𝑡 = ∫ 𝑥𝑅𝑡

𝑥𝐿𝑡
1

ℎ𝑡(𝑥̂)
𝑑𝑥̂.

.3. Relating the model to the empirical findings

We now discuss how the model accounts for the two stylized
acts and four auxiliary findings that we documented. We begin with
uxiliary finding 4, that flood-prone areas are more sparsely built, but
olding flood risk constant proximity to the coast is seen as an amenity.
his motivates our assumption that 𝜃1 > 0. At the same time, Auxiliary
indings 5 and 6 show that the cost of flooding rises convexly with
roximity to the coast, motivating our assumptions that 𝜃2 > 0 and
> 0.

Next, we turn to Auxiliary finding 1, that housing density is single-
eaked and decreases on both sides of the CBD.

roposition 1. Define housing density 𝑑𝑒𝑛𝑠𝑡 (𝑥) ≡ 1
ℎ𝑡(𝑥)

, we get the
ollowing result:

or each period 𝑡 = 1,… , 𝑇 : if 𝑥 < 𝑥0 then
𝜕 ln

(

𝑑𝑒𝑛𝑠𝑡 (𝑥)
)

𝜕𝑥
> 0;

if 𝑥 > 𝑥0 then
𝜕 ln

(

𝑑𝑒𝑛𝑠𝑡 (𝑥)
)

𝜕𝑥
< 0. (13)

Proof. See appendix. ■

At this point we revisit the house price profile shown in Figure
A6, which was quite flat from 1–10 km from the coast. This pattern is
largely consistent with our model, as long as commuting costs account
for a small share of income, which is what we find in Section 4.5.1
below. In the model, each resident spends a share 1−𝛼 of their income
on housing, and this corresponds to the price of their "housing unit".
Proximity to the CBD grants individuals smaller, high-value land plots,
while locations closer to the city’s outskirts offer larger, more affordable
land. And indeed, as our first auxiliary finding suggests, locations
further from the CBD have fewer housing units per square km, or in
other words more area per housing unit, consistent with the model.
Nonetheless, we still need to address the issue of higher prices observed
in sparsely populated areas within 0–1 km of the coast. We revisit
this below where we consider a limited number of elevated coastal
locations.
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Another characteristic of coastal areas, as highlighted in Auxiliary
finding 2, is their asymmetry, with the CBD situated closer to the coast-
side edge than the inland edge. We show that this is the case in the
model.

Lemma 1. The city develops asymmetrically around the CBD: |𝑥𝑅𝑡 − 𝑥0| >
|𝑥0 − 𝑥𝐿𝑡|.

Proof. See appendix. ■

Our final static empirical result, Auxiliary finding 3, is that the
symmetry near the coast is more pronounced for large cities. And in
he model, the city’s asymmetry goes away if it is very small. This can
e seen if we consider the minimal wage required to sustain the city,
̃. As the wage falls to this minimum level and the city becomes very
mall, it is no longer asymmetric.

emma 2. Vanishingly small cities are symmetric: lim𝑤𝑡↘𝑤̃
|𝑥𝑅𝑡−𝑥0|
|𝑥𝑅𝑡−𝑥𝐿𝑡|

= 0.5.

roof. See appendix. ■

Turning to the first of our stylized facts, we assume that the 1ft SLR
rea is closest to the coast, in a range [0, 𝐷], where 𝐷 < 𝑥0. Historically,
ages were low and cities we small, so the SLR-prone area is avoided.
ut as a cities grew, construction began to encroach on the SLR-prone
rea.

emma 3. If 𝑤𝑡 is sufficiently low, the city avoids SLR-prone areas (𝑥𝐿0 >
). But if 𝑤𝑡 increases sufficiently, the city eventually expands into 1 ft SLR
reas (𝑥𝐿0 < 𝐷).

roof. See appendix. ■

This result leads to a different perspective on the geographic con-
traints of the city than Saiz (2010) and Harari (2020), in whose work
he city expands until it reaches ‘‘hard’’ edges. In contrast, our model
llows for ‘‘soft’’ edges, which residents and developers would like to
void, but which are developed regardless as the city expands.

Finally, we show that SLR-prone areas are developed in densely
uilt locations, but not in sparse ones.

emma 4. As long as the wage is low, the city is small and sparsely
opulated, SLR-prone locations are not developed; but as the wage increases
ufficiently, population density rises, and SLR-prone locations are developed.

roof. Follows immediately from Lemma 3. ■

This provides an intuitive explanation to Stylized Fact 2, where
xpansion into flood-prone areas occurs in densely built locations.34

.4. Extensions

Here we consider extensions of the baseline model including: sea
evel rise; irreversible housing construction; a limited number of ele-
ated locations near the coast; government subsidies to partly offset
he disamenity of proximity to the coast; multiple employment centers
ithin the city; and land use regulations.

34 This result does not prove that the share built on SLR-prone locations
ncreases monotonically.
12
4.4.1. Sea level rise
We model sea level rise as a change in the location of the coast, 𝑥𝑐𝑡.

In this case, each resident’s utility is

𝑈 (𝑐𝑡 (𝑥) , ℎ𝑡 (𝑥) , 𝑥) = 𝑐𝑡 (𝑥)𝛼 ℎ𝑡 (𝑥)1−𝛼 − 𝜃1
(

𝑥 − 𝑥𝑐𝑡
)

− 𝜃2
(

𝑥 − 𝑥𝑐𝑡
)−𝜎 . (14)

or simplicity, we focus on the case where sea levels rise linearly, in
city which slopes linearly from the coast to the CBD, although the
odel can be adapted to nonlinear SLR. We assume that once a location

ecomes submerged due to sea level rise, it becomes uninhabitable.
ea level rise also affects the attractiveness of non-submerged areas.
ocations on the coast-side of the CBD become less appealing because
he costs of the disamenity rise at a faster rate than the benefits from the
menity, as observed in the city founder’s problem. On the other hand,
ocations further inland may experience temporary benefits from sea
evel rise, as the amenity value of proximity to the coast outweighs the
ncreased disamenity from flooding. Assuming a fixed CBD, this may
ead to even greater asymmetry in coastal cities and result in higher
verage commuting costs. The issue of ‘‘misshapen cities’’ (Harari,
020) may be further aggravated by SLR.35

.4.2. Irreversible housing construction
The analysis thus far assumes a simplified scenario where devel-

pers can switch land use between agriculture and housing at no
ost, making each period independent. To relax this assumption, we
ntroduce a time cost associated with switching, creating a ‘‘dynamic’’
ersion of the model in contrast to the static baseline. To maintain
ractability, we assume that converting land from agriculture to housing
ncurs a cost equal to one period’s price and is irreversible (while
onversion from housing to agriculture is infinitely costly). Developers
olve their problem by comparing the present discounted value of prices
cross all time periods until 𝑇 (or until the plot becomes submerged
ith sea level rise). So the developer’s problem in city location 𝑥 and

period 𝑡 = 1,… , 𝑇 is:

𝑀𝑎𝑥
𝑡=1,…,𝑇

{ 𝑇
∑

𝑠=𝑡
𝛿𝑠𝑝𝐴, 𝑀𝑎𝑥

𝑠̂=𝑡,…,𝑇

[

∑

𝑡≤𝑠<𝑠̂
𝛿𝑠𝑝𝐴 +

∑

𝑇≥𝑠>𝑠̂
𝛿𝑠𝑝𝑠(𝑥)

]}

. (15)

his condition replaces expression (12). The introduction of these costs
ampens the incentives to expand the city, both due to the opportu-
ity cost of receiving the agricultural price for a period (instead of
eveloping) and because of the option value of developing later.

We note that the modeling assumption above relates only to ex-
ensive margin changes (whether land has housing or not), and not
o intensive margin ones (how many units of housing it has). Adding
rictions on the number of housing units is more analytically involved
see for example Henderson et al., 2020). We hypothesize that barriers
o increasing housing density as the city expands contribute to the
xpansion of the extensive margin towards the coast and amplify the
istortion caused by sea level rise.

.4.3. Government subsidies
While the model we use is deterministic (for analytical simplicity),

ncertainty plays a role in the lives of coastal dwellers. While in
rinciple this leaves room for private insurance markets, in practice
overnments are usually heavily involved in providing flood insurance
including re-insurance), since the shocks that households suffer are
ot idiosyncratic, but correlated over large areas. In providing such
nsurance, governments often end up subsidizing coastal residents. This
ay happen, for example, because of outdated flood maps, which
nderestimate rising flood risks, as well as ex-post bailouts. Indeed, as
e discuss in the data section, there is evidence that the US government

ubsidizes coastal development.

35 Considering what happens to the city when its CBD is under water is
beyond the scope of this paper.
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Here we explore allocating government subsidy in proportion to
the losses we document in Auxiliary finding 6 (in proportion to the
fitted values from equation (19) below). This allows us to explore how
subsidies affect city development, and how they interact with SLR.

4.4.4. Land use regulations
We consider two types of land use regulation: the first is aimed at

reducing construction on flood-prone areas, while the second restricts
land use within safer areas of the city (See for example Gyourko et al.,
2019 for a discussion of local land regulations). To model regulations
aimed at restricting construction in flood-prone areas, we consider
them as a tax on housing, which decreases in the distance to the coast.
The simplest case is a partial or full offset to any government subsidy
(see above), which requires no further elaboration. Next, we consider
the case of regulations that restrict housing supply in safer parts of the
city. A typical policy is a green belt placed at the inland edge of the
city. In an open city model where there are no migration frictions across
cities, the attractiveness of building near the coast, will not be affected
by the green belt. But in a closed-city version (e.g., Duranton and Puga,
2014), a green belt increases demand for housing in the sections of the
city where construction is allowed, resulting in development further
towards the coast. To illustrate this point, we revise our model by as-
suming exogenous population growth over time in a closed city model.
Both wages and rents adjust to ensure that the equilibrium population,
which is the aggregation of housing density over all developed land
parcels, grows exogenously at a rate of 5% or 10% per period, similar to
the growth rates in the open city model. The value of agricultural land
is still pre-determined and identical to that of the baseline model.36

.4.5. Additional extensions
In the appendix we consider two further extensions. One involves a

inite number of elevated locations near the coast, which are safe and
ence highly desirable; the other considers a case where employment is
ispersed throughout the city, instead of being concentrated in a CBD.

.5. Simulations

.5.1. Parameter estimation
Below we study a synthetic low-elevation coastal city and explore

ts evolution under different assumptions and scenarios. Coastal cities
ary, of course, in size and location, depending on local conditions
nd history. Our model therefore illustrates the conditions that may
revail in a city whose characteristics are similar to those we find when
veraging across distances from the coast across the area we study. In
he appendix we explain the choice of parameters we use to estimate
he model under different scenarios. These parameters are reported in
ppendix Table A8.

.5.2. Simulation estimates
We summarize some aspects of the simulated model for 1990 in

ppendix Figure A9. This figure shows the linear decline in coastal
menity and the convex decline in flooding disamenity as we move
way from the coast, with the marginal effect of both equating at the
BD. The figure also shows commuting costs rising in distance to the
BD. Finally, the bottom panel shows the housing density and the city
oundaries.

In Fig. 5 we report some of our findings from the simulations,
ocusing on the extensive margins of city expansion, corresponding to
ur initial question: where do people build on LECZ?

We initially consider the baseline simulation, with no sea level rise.
his scenario, which is described in panel (a) of Fig. 5, illustrates some
f the empirical findings that we discuss above: in 1990 the city is

36 In recent and related work Ospital (2023) studies the effects of excessive
egulation on wildfire risk in California.
13
relatively small, and hence only slightly asymmetric around its CBD.
As the city becomes bigger, it also becomes more asymmetric. The city
expands on both sides, and the expansion on the coast-side is towards
increasingly flood-prone areas, taking in the least-bad locations that are
still unbuilt. Panel (b) shows estimates from the dynamic equivalent of
this scenario, and the results are largely unchanged.

Next, we add baseline sea level rise in panel (c) of Fig. 5, using
the midway point between the two main scenarios in Pörtner et al.
(2019), for a city whose elevation is similar to Miami’s, with a CBD
2 meters above sea level. Now we can see that the city’s advance
on the coast side is slower, even without dynamic considerations,
because locations close to the coast become increasingly flood-prone
even before they are submerged. Nevertheless, the city expands towards
the coast, even taking in locations that are later submerged. In this
case switching land use and even an abandonment of part of the city
is (by assumption) not directly costly, but SLR still distorts the city,
by making it more asymmetric. Another aspect of this distortion is the
more rapid expansion of the city on the inland side, where the marginal
benefit of the approaching coast is, at least for a while, positive, as can
be seen from the city founder’s problem. The combined effect of the
slower expansion on the coast side and the more rapid expansion on
the inland side further distorts the city’s shape and lengthens typical
commutes.37 Finally, we observe a small area of the city where the
number of housing units declines by more than 10 percent relative to
the peak density across all previous periods.38 In the model this does
not cause problems to anyone other than the developer. But in reality,
neighborhoods with declining demand may lead to a host of economic
and social problems, although these lie outside the scope of our model.

In the dynamic version that corresponds to this scenario (Panel (d)),
the city expands less on the coast side, as the cost of development deters
some of the expansion in the face of SLR. On the inland side, however,
the expansion is very similar to the static model with moderate SLR.

In Panel (e) we consider the case of rapid SLR – 1.5 times the speed
of the baseline SLR. This faster speed may represent one of the three
factors: faster local SLR on the US Atlantic and Gulf coast than the
global mean, as discussed above; a city with a lower elevation CBD,
of about 1.33 m; or moderately faster global SLR than currently antici-
pated. Even in this case the city expands towards the coast as the coast
moves closer to the city, resulting in higher costs of flooding. The coast-
side expansion is, however, slower in this case, and stops altogether in
the dynamic version of this scenario (Panel f). In this case, especially
in the dynamic model where urban land cannot be reconverted into
agricultural land, there are even more declining neighborhoods. At the
same time, in both Panels (e) and (f) the city expands even more on
the inland side, because the faster-moving coastline brings the inland
locations closer to the coast, increasing their amenity value (net of flood
costs), at least for a while. This results in a further distortion of the
city’s shape, and even longer commutes. Finally, the fast SLR scenario
highlights the problem that the city ultimately faces: to survive SLR in
the long run, it needs to move its CBD, which could be very costly, and
again lies outside the scope of the model.

In Appendix Figure A10 we consider additional scenarios. The first
two panels show a city without rising wages, but with rapid SLR.
Here the city shrinks due to SLR, with the coast-side contraction more
sizeable than the inland-side expansion. In the static case (Panel (a)),
urban land is converted to agriculture on the coast-side as the coast ap-
proaches, while in the dynamic case (Panel (b)) those neighborhoods go
into decline. The next two panels of Figure A10 consider a government

37 The existence of multiple employment centers within the city, which we
do not model, may mitigate some of the distortion caused by longer commutes.

38 Using the 10 percent threshold allows us to visualize economically de-
clining locations. The demand-driven declines, caused by rising flood risk,
represent a larger fall in period prices than 10 percent, and with SLR these

locations eventually become uninhabitable.
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Fig. 5. The figure shows results of simulations, as described in the main text, and based on parameter values detailed in Table A8. Panel (a) shows results from the static model
with no SLR. Panel (b) is the same but for the dynamic version of the model. Panel (c) shows results from the static model with baseline SLR (0.0577 m per decade, CBD at
2 m elevation). Panel (d) shows the same for the dynamic model. Finally, panel (e) shows results from the static model with faster SLR (equivalent to a city with CBD at 1.33 m
elevation), and Panel (f) the equivalent results for the dynamic model. In the figure yellow denotes the city, green denotes agricultural land, blue denotes the sea, and red denotes
areas whose housing density declined at least 10 percent from the maximum level. The time period is on the vertical axis in 10 year time-steps, and the horizontal axis shows
distance to the coast in km.
subsidy to offset some of the flood costs with baseline SLR. In the static
case (Panel (c)), this leads to faster expansion on the land side in the
face of SLR, and even in the dynamic case (d), we see rapid expansion
towards the coast, in contrast to the case without subsidy, as discussed
above.

The bottom two panels of Figure A10, (e) and (f), consider the case
with an alternative commuting elasticity of 0.0729 as per Duranton and
Puga (2019). This lower elasticity accounts for the presence of multiple
employment locations within the city, reflecting the idea that people
may find jobs in various areas beyond the CBD and do not always
have to commute to the center. Here the city expands more than in
the baseline, although the cost of this expansion is lower since people’s
commutes are shorter.

In addition to the scenarios above, we also considered the case
where the CBD location is not chosen just once by the city founder
14
but is selected in each period to trade off the amenity and disamenity
of coastal proximity (results available on request). In this case, the
CBD and housing gradually shift inland as sea levels rise. This allows
cities to overcome the problem of SLR in the static case, or mitigate
them considerably in the dynamic case, where left-behind declining
neighborhoods are now also further from the CBD, and new extensive-
margin developments are costly. This version of the model, however,
does not account for the costs of building new buildings to replace
existing ones, and the coordination costs involved in moving a CBD.39

39 Alternatively, we also explored the case where the CBD is immobile but
located at the empirical peak of the housing density instead of the model-
predicted location. This leads at least in the short run, to cities skewed around
their CBD in the opposite way to what we observe in the data, since locational
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Finally, Figure A11 considers the case of a closed city with restric-
tive regulation. In Panel (a) we simulate decadal population growth of
5%, without a greenbelt restriction, and in panel (b) we add a green
belt extending inland from the 1990 inland edge of the city. Panels
(c) and (d) repeat the analysis with a decadal population growth of
10%. In both cases, the green belt pushes population further into the
flood-prone area near the coast.

In summary, these simulations highlight four problems of low-
elevation cities. First, the problem of flooding worsens over time, either
because cities expand towards the coast, or because of SLR, or because
both happen simultaneously. This development threatens to increase
flooding costs for both residents and taxpayers. The costs could be
exacerbated by government subsidies to flood-prone areas. Second,
even if LECZ cities grow on aggregate, some neighborhoods decline,
as increased flood risk causes prices and population to decline. This
problem is worse for cities that are economically stagnant. Third, SLR
further distorts the shape of LECZ cities, significantly lengthening the
time costs of commuting to work. Finally, LECZ cities face a potential
crisis if their CBD comes under threat of being permanently submerged,
so it is important to consider how moveable this center of economic
activity is, and at what cost.

4.5.3. Welfare analysis
The main rationale for the model is to provide a parsimonious

explanation for the stylized facts and auxiliary findings, and qualita-
tively explore different scenarios, as we do above. Our model considers
a relatively benign case, where people correctly anticipate events,
and the city adapts gradually. Further, the model does not consider
idiosyncratic conditions that specific cities may face. We also note that
time discounting crucially affects all our estimates, and in many cases
the losses increase over time. With these caveats in mind, we cautiously
proceed to explore some of the model’s welfare implications. We note
that in the model residents’ utility is fixed, so we measure welfare using
the value of landowners’ land, net of any transfers.

In Columns (1) and (2) of Appendix Table A9, we compute the
percentage changes in the present discounted value of land, between
the scenario without SLR and each of the two SLR scenarios (baseline
and fast SLR). In the city as a whole, the losses from SLR are around
1.5–2.4 percentage points, with higher losses with fast SLR and in the
dynamic case. Land within 1 km from the coast, however, bears the
brunt of these losses, falling in value by around 20–30 percent due to
SLR. The intuition for this result is that SLR submerges land near the
coast and changes the payoffs for inland locations, so those near the
coast lose out, while those further inland (where the marginal coastal
amenity is higher than its marginal disamenity) may gain, at least as
long as they are not submerged.

We next consider the economic loss from government subsidies,
which encourage the city’s (over) expansion, especially the coastal side.
Column (3) of Table A9 shows that even without SLR, the net loss
from subsidies in the city as a whole is around 1 percent in the static
and 2 percent in the dynamic case. The loss from the subsidy is again
unevenly distributed, concentrating mostly in the 1 km near the coast,
where it is around 6–7.5 percentage points. Columns (4) and (5) show
a similar loss from the subsidy with SLR, since the city adjusts by
expanding inland. We note, however, that this loss comes on top of the
loss from SLR itself, as discussed above. As discussed above, the model
does not account for risk aversion and the role of flood insurance that
may be difficult to obtain privately. At the same time, we note that the
ratio of the subsidy to (land values without subsidy) is higher than the
welfare loss, amounting to 5.3–6.4 percent for the city as a whole and
15–20 percent within 1 km of the coast, most of which is capitalized
into land values.

fundamentals and CBD location attract population to two different locations.
We therefore do not consider this case to be of much empirical relevance.
15
Finally, we examine the role of an immobile (path dependent) CBD,
which affects the city’s shape and the commuting cost. In Columns (6)
and (7) of Table A9, we report the percentage change in cumulative
land value in the model where the CBD is fixed in the first period
relative to a model where the CBD adjusts costlessly each period.
The loss here (0.16–0.25 percentage points) is small compared to the
previous cases. An important caveat to this finding is that it considers
only cases where the CBD is not inundated by SLR.

4.5.4. Policy implications
Governments could enact various policies to mitigate the problems

discussed above. First, to limit taxpayer exposure, governments could
consider taxing new developments in flood-prone areas, if there are
viable alternative uses to the land, which are not taxed. The difference
between the dynamic scenarios (where extensive margin adjustments
are costly) and the static scenarios suggest that with SLR, raising the
costs of extensive margin development restricts it to some extent.

Second, governments could offer the subsidy only to existing hous-
ing. One such policy is the UK government’s Flood Re, which pro-
vides subsidized flood insurance only to ‘‘grandfathered’’ housing,
built before 2009 (see https://www.floodre.co.uk/can-flood-re-help-
me/eligibility-criteria/). Comparing the outcomes in Panels (c) and (d)
of Fig. 5 (without a subsidy) with Panels (c) and (d) of Figure A9 (with
a subsidy), we see that the subsidy led to more coast-side expansion,
so withdrawing it could help limit government exposure.

Third, if withdrawing subsidies is unfeasible, governments could
attach further conditions to their subsidy. These conditions could
include stricter building standards, such as construction on stilts im-
posed by the US Federal government when compensating the victims
of Hurricane Sandy (e.g., https://www.ft.com/content/f95aa4e2-b3e6-
11e7-aa26-bb002965bce8). Or governments could restrict the number
of times a given property is bailed out, or offer other incentives to move
instead of rebuilding, as Canada has recently done (e.g., https://www.
nytimes.com/2019/09/10/climate/canada-flood-homes-buyout.html).
With SLR proceeding at pace, the costs to taxpayers of fixing neighbor-
hoods or even cities may at some point become prohibitive. An example
of how far things have deteriorated in another part of the world can
be seen in Indonesia, whose government is investing heavily in moving
its capital from flood-prone Jakarta (e.g., https://www.ft.com/content/
5a463614-c7e4-11e9-af46-b09e8bfe60c0)

Ultimately, of course, slowing down climate change and SLR could
also reduce the costs, especially those associated with large-scale urban
moves. This remains a central policy challenge.

5. Conclusions

This paper contributes to our understanding of housing construction
in LECZ. We begin by documenting two stylized facts and four auxiliary
findings. These reveal the distribution of housing stock density, which
peaks near the coast. They also show the asymmetry of the housing
density distribution and of places near the coast, an asymmetry which
is particularly pronounced for large places. We relate these findings
to the tradeoff between the amenity value of proximity to the coast,
conditional on flood-proneness. We show how new construction in re-
cent decades avoided flood-prone areas in sparse locations, but in dense
locations new construction took place on the least-bad flood-prone
areas.

We then develop a simple model of a monocentric city, which
combines the amenity value of proximity to the coast with a convex
cost of building very close to the coast. This model allows us to explain
the patterns that we see, and answer questions such as: why does pop-
ulation concentrate near (but not right at) the coast? Why are coastal
places asymmetric? Why does this asymmetry vary by place size? And
why does construction take place in flood-prone urban fringes?

Finally, we extend our model and use it to study how SLR may
reshape cities. This allows us to explore the evolution of future flood
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costs, as cities expand towards the coast even as the coast moves
towards them; the economic decline of areas even within expanding
cities, as SLR reduces demand for locations that become increasingly
flood-prone; the lengthening of commutes, as cities’ asymmetry around
their historical CBDs grows; and the threats to coastal cities that depend
on low-elevation CBDs.

By combining empirical evidence with a simple and highly adapt-
able model, our paper offers a path for researchers and policy makers
to consider the implications of a range of interventions in low-elevation
coastal cities, in an era when climate change poses increasingly impor-
tant challenges.
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