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Abstract
The latestGrandChamber decisionof theEuropeanCourt ofHumanRights in Sanchez v. Francemakes the
previousDelfi test absolutely unpredictable. This article explainswhy the uncertainty now concerns almost
every single aspect of this test, andwhy case lawhardly offers any guidance on themost basic questions. It is
argued that with Sanchez, the Strasbourg case law on liability for the speech of others online officially des-
cended into chaoswithout a proper senseof direction.Grand confusion about Sancheznowhas the poten-
tial to threaten legal certainty introduced by EU law, as illustrated by its application in Zöchling v. Austria.
Despite the Court’s proclaimed deference to national law and increased use of the subsidiarity principle,
it is striking that democratically adopted European legislation about digital services has been ignored for so
long in Strasbourg. Sanchez now raises a serious prospect that the ECtHR is on a collision course with the
EU’s newly adopted legislation, the Digital Services Act, that builds on the last 20 years of rules.
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1. Introduction
One of the central questions of the regulation of the Internet is who can be held responsible if some-
thing goes ‘wrong’ online and how.

Imposing strict liability upon intermediaries who facilitate discussions would lead to strict
control of individual speakers and their expressions. Such editorial control is incompatible with
the idea of the Internet as a space that enables individuals to meet and discuss online without
seeking any permissions to publish. Not imposing any liability upon intermediaries, on the other
hand, submits potential victims to the mercy and whims of intermediaries over how they handle
such non-editorial speech.

For the European legal tradition, neither is acceptable because it either empowers the state or
private power too much at the expense of the fundamental rights of individuals. The ECtHR has
thus so far embraced the Internet as a new medium with speakers who do not have editors,
while also refusing to accept that victims of online abuse are left powerless.2

Navigating the middle between the two extreme positions is proving increasingly difficult for
Strasbourg judges. After all, the heightened levels of hate and vitriol in society are most visible
online. Such developments cannot leave cold anyone conscious of the recent European history.
In addition, the societal debate increasingly favours quick, simple and radical measures instead
of slow, complex and limited responses.

However, we must be careful not to overreact by slowly undermining the very foundation of the
system we are trying to defend. Freedom of expression is not only a freedom for ‘good times’. If
such freedom cannot withstand the tides of extreme weather, it is not worth much as ‘one of the
essential foundations of [democratic] society’ or ‘one of the basic conditions for its progress and
for the development of every man’.3

This article is about one instance where we believe the Grand Chamber of the European Court of
Human Rights has got it wrong. Sanchez ruling offers a quick, simple and radical solution: hold
politicians liable, including in criminal law, for failing to remove hateful comments of others,
even if they did not incite or were not aware of them. Unfortunately, this solution is also very
easy to misuse against those who use their freedom of expression to fight hate by persuading, cam-
paigning or otherwise holding fearmongers to account. There are alternatives to Sanchez. One of
them, which is slower, more complex and limited but is less prone to abuse, is represented by
the model offered by the EU Digital Services Act, a law adopted several months before Sanchez
was handed down.

This article proceeds as follows. It first places the Sanchez v. France judgment into the perspec-
tive of the broader pre-existing case law and legislative landscape. Next, it analyses the key ele-
ments of the judgment, especially how it looks at the question of knowledge. Finally, we
articulate seven key concerns that follow from these developments.

2. Background
Long before the European Court of Human Rights was called upon to decide the first cases, the EU
legislatures adopted rules about when providers can be held liable for others.

2. M. Husovec, ‘Rising Above Liability: The Digital Services Act as a Blueprint for the Second Generation of Global
Internet Rules’, 38 Berkeley Technology Law Journal, available at http://dx.doi.org/10.2139/ssrn.4598426.

3. ECtHR, Handyside v. United Kingdom, Judgment of 7 December 1976, Application No. 5493/72, para. 49.
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A. Legislative landscape
In 2000, the European Union adopted an all-encompassing horizontal set of rules in the E-Commerce
Directive (ECD).4 These rules created a set of liability exemptions to clarify when providers of certain
digital services cannot be held liable for other people’s content or actions. Much of the application layer
of digital intermediaries, such as social media, marketplaces or discussion forums, thus started benefit-
ing from legal clarity: if they do know about the illegality of specific content, they cannot be held liable
together with third parties as long as they swiftly act upon becoming aware of such illegality.5 Thus
knowledge-based choreographies, under which victims usually notify illegal content and providers
evaluate it and take it down, became the norm. In addition, the framework prohibited indiscriminate
general monitoring of people and content. Thus the imposition of obligations on providers to generally
verify content, vet its creators or generally know about everything that happens on their services was
outlawed. The goal of the rules was to support freedom of expression and privacy online and embrace
decentralized non-editorial content. The EU and the United States inspired many other countries to start
granting conditional immunity – liability exemptions that require at least providers’ knowledge of
others’ actions to expose them to liability for those actions.6

Twenty years and numerous cases and controversies later, the legal framework was updated in
2022 via the Digital Services Act (DSA).7 The liability exemptions were preserved. To improve the
enforcement of the rights of victims, the DSA introduced new self-standing due diligence obliga-
tions that mostly try to discipline how companies run their notice-based content moderation systems
and design their services. They also create an ecosystem of actors that help victims to enforce their
rights and encourage standardization and responsible use of automation. In addition, for a subset of
companies – mid-sized platforms, but mostly for very large online platforms – the DSA creates a
new regime of risk management.8 Thus, 20 years later, the EU legislature continues on the
course of keeping the liability of digital services limited but rather focuses on how to increase
accountability of such companies around how they make the decisions and design their systems.
Such a systems-oriented approach exposes them to some a priori legal obligations, but not to liabil-
ity for individual pieces of illegal content.

This targeted and tiered approach is only possible because companies are a priori viewed as not
liable for what they distribute.9 Had they been strictly liable before they obtained knowledge, they
would need to vet all content from all users upfront all the time. This would basically make decen-
tralized non-editorial content very costly and thus unlikely. Thus specific knowledge of illegality is
one of the key differentiators between being a mere intermediary that stores content and being
potentially culpable along with perpetrators. Recently, the Court of Justice of the European
Union (CJEU) even increased the bar of knowledge to that of manifest illegality in order to discour-
age overblocking of innocent lawful content in YouTube.10

4. Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of infor-
mation society services, in particular electronic commerce, in the Internal Market, [2000] OJ L 178/1; on legislative
history, see M. Husovec, 38 Berkeley Technology Law Journal.

5. CJEU, YouTube, Cases C-682/18 and C-683/18, EU:C:2021:503, para. 111–113.
6. M. Husovec, 38 Berkeley Technology Law Journal.
7. Regulation 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market For Digital

Services and amending Directive 2000/31/EC (Digital Services Act), [2022] OJ L 277/1.
8. M. Husovec, 38 Berkeley Technology Law Journal.
9. Ibid.
10. See footnote 11.
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B. From Delfi v. Estonia to Sanchez v. France
The starting point of the Strasbourg (and Luxembourg) case law seems to be the specificity of the
Internet. As mentioned above, for the ECtHR, digital services facilitating user-generated content
must be subject to ‘graduated and differentiated’ regulation that differs from the regulation of edi-
torial media.11 The first Grand Chamber case, Delfi v. Estonia (2015),12 concerned the situation
where comments under news articles contained hate speech and other ‘clearly unlawful
speech’.13 The authors of these comments were anonymous, and once the comments were
posted, only the platform could remove them. It was common ground between parties that any
liability imposed on the platform for user-generated content constituted an interference with its
rights under Article 10.14

In its decision, the Grand Chamber set a broad margin of appreciation for Member States. It
devised a balancing test and ultimately expressed that professional news websites can be held
liable under national law if they failed to scrutinize content in the comments even before they
are notified about such comments by victims. The judgment seemed to have implied that the
Council of Europe’s Member States, many of whom were also EU members, would be free to
impose monitoring obligations on platforms concerning third-party content.

The follow-up case law of the Court did a lot to clarify and refine the approach, although Delfi
did not entirely disappear as a framework of reference.15 The general approach of the Court was
rewritten by numerous Chamber decisions that applied the Delfi test. The most important of
them is MTE v. Hungary (2016).16 In this case, the Court acted much more prescriptively to
give effect to Article 10 rights. It endorsed as ‘ECHR-necessary’ the liability model (but not the
details), adopted by both the ECD and DSA, which is based on the idea of shared responsibility
for the harms and wrongs in the digital ecosystem. For platforms hosting content, this shared
responsibility is known as the notice and takedown (or action) choreography.

InMTE, the Chamber of the Fourth Section of the Court rejected far-reaching monitoring duties
due to their chilling effect on the freedom of expression on the Internet. It ruled that ‘the
notice-and-take-down-system could function in many cases as an appropriate tool for balancing
the rights and interests of all those involved’.17

In contrast to Delfi, the comments in MTE did not amount to speech inciting hate and violence.
More importantly, the users were able to modify their comments once they were published. The
authors of comments thus had more agency to do the right thing on their own. In addition, the for-

11. See Committee of Ministers, Appendix to Recommendation CM/Rec(2011)7 (21 September 2011), para. 7: ‘A differ-
entiated and graduated approach requires that each actor whose services are identified as media or as an intermediary or
auxiliary activity benefit from both the appropriate form (differentiated) and the appropriate level (graduated) of protec-
tion and that responsibility also be delimited in conformity with Article 10 [ECHR] and other relevant standards devel-
oped by the Council of Europe’, cited by the ECtHR inDelfi, see ECtHR,Delfi AS v. Estonia, Judgment of 16 June 2015,
Application No. 45581/15, para. 113.

12. ECtHR, Delfi AS v. Estonia.
13. Ibid., para. 110.
14. Ibid., para. 181: ‘The Court notes that it was not in dispute between the parties that the applicant company’s freedom of

expression guaranteed under Article 10 of the Convention had been interfered with by the domestic courts’ decisions.
The Court sees no reason to hold otherwise.’

15. ECtHR, Sanchez v. France, Judgment of 15 May 2023, Application No. 45581/15.
16. ECtHR, Magyar Tartalomszolgáltatók Egyesülete and Index.hu Zrt v. Hungary (MTE v. Hungary), Judgment of 2

February 2016, Application No. 22947/13, para. 80.
17. ECtHR, MTE v. Hungary, para. 91 (presented as an application of the Grand Chamber decision in Delfi).
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profit criterion that weighed against the provider in Delfi, remained unaddressed.18 In Delfi, the case
concerned a large, professionally managed Internet news portal that ran on a commercial basis, pub-
lished news articles of its own and invited its readers to comment on them; the Grand Chamber
expressly stated that it did not concern other fora on the Internet, such as social media platforms.19

The test established in Delfi to determine the lawfulness of facilitator liability under Article 10
was subsequently reformulated in MTE as the following criteria:

(i) the context of the comments, (ii) the measures applied by the applicant to prevent or remove
the comments, (iii) the liability of the actual authors of the comments as an alternative to the
facilitator’s liability, (iv) the consequences of the domestic proceedings for the applicant, and
(v) the consequences of the comments for the injured party.20

MTE soon became the general approach that was endorsed by numerous subsequent cases, includ-
ing those filed on the basis of Article 8, such as Pihl v. Sweden (2017),21 Tamiz v. United Kingdom
(2017)22 andHøiness v. Norway (2019).23 In all these cases, the applicants tried to argue that a State
was in breach of its positive obligation under Article 8 as it failed to protect their right to reputation
by not holding intermediaries liable for third-party comments. Although just Chamber judgments,
all three cases support the reading that Delfi’s broadened margin of appreciation applies only when
speech includes hate or similarly clearly unlawful speech. The commercial character of the plat-
forms constantly seems to be de-emphasized and Delfi’s role of eliciting comments in the
context of its professional editorial activities is emphasized instead. Then comes Sanchez
v. France, which upends all prior case law.

C. Two Grand Chamber judgments
Grand Chamber decisions are intended to clarify the law. Unfortunately, the European Court of
Human Rights (ECtHR) has failed for the second time to provide conceptual clarity about the con-
straints that human rights law places upon the States’ ability to regulate the most important digital
services – those that carry user-generated content.

The first and initial failure of the ECtHR took place in 2015 when the Grand Chamber of the
Court decided Delfi v Estonia. That failure was relatively modest compared with the latest one.
InDelfi, the Court allowed states to impose liability for damages upon intermediaries, such as news-
paper portals, that facilitate online discussions between strangers, even if they were not notified
about manifestly illegal hate speech. Yet the Court did not require that the states do so. In other
words, in Delfi, the Court only stated that states may hold platforms liable for the speech of their

18. MTE and Index were joint applicants; ECtHR, MTE v. Hungary, para. 5, 8, 9, 10, 14.
19. ECtHR, Delfi AS v. Estonia, para. 116; Tamiz v. United Kingdom, Judgment of 19 September 2017, Application No.

3877/14, para. 85.
20. ECtHR, MTE v. Hungary, para. 69, 84.
21. Regarding user-generated comments on a blog, see ECtHR, Pihl v. Sweden, Judgment 9 March 2017, Application No.

74742/14; the case was held inadmissible by the Third Section.
22. Regarding user-generated comments on a blog post hosted on a blogging platform, see ECtHR, Tamiz v. United

Kingdom; the case was held inadmissible by the First Section.
23. Regarding user-generated comments, see ECtHR, Høiness v. Norway, Judgment of 19 March 2019, Application No.

43624/14; the Second Section found no violation.
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users in compliance with Article 10 of the European Convention on Human Rights (ECHR), but not
when they must do so based on Article 8 ECHR.

The Delfi decision lacked conceptual clarity and direction of travel. It was lamented by those
who disagreed with the Court’s broad deference to national legislatures to limit the protection of
speech interests. But it could have been excused as an early misstep caused by an attempt to be
very cautious not to prescribe solutions to the hate speech phenomenon from the bench.
Moreover, technically, the ruling should not have had much impact in the European Union
because the EU law curtailed the choice the Court gave to states.

But the dismay of civil society and general confusion felt after Delfi was so significant that a
former president of the ECtHR, Robert Spano, in 2017 wrote an article arguing that the decision
is an early start and ‘the case is to some extent unique and unsuitable as a basis for broad inter-
pretive conclusions over and above the facts presented by the case’.24 He argued that it repre-
sents a middle ground between supposed non-regulation and regulation of the Internet. He
emphasized that, ultimately, the ruling only speaks to the question of what states may do,
because ‘States are not precluded from adopting more stringent forms of intermediary liability
when confronted with the gravest forms of negative online comment’.25 Finally, he argued that,
despite the Court’s acceptance of civil liability regardless of one’s knowledge about the illegal
nature of third-party comments as compatible with Article 10, the Court recognized ‘the bene-
ficial value of the notice-and-take-down system as a suitable mechanism for balancing the
implicated interests’.26

Between 2016 and 2023, multiple Chamber judgments confirmed the ‘may’ reading of Delfi.27

The Court continuously refined and explained its position. By 2023, one could start seeing the con-
tours of the Court’s approach: for hate speech and other clearly unlawful speech, the Court gave the
States the ability to experiment, but for other cases, imposing liability on digital intermediaries
before they acquire knowledge about specific illegality would breach their right to freedom of
expression. After all, it was not their own speech for which they were held liable, but that of
other people.

Unfortunately, the Grand Chamber judgment in Sanchez v. France (2023) muddied the waters
again and arguably made things much worse.28 It completely flipped the established reading ofDelfi
and put into question the existence of any consistent legal test underlying the case law. The com-
bination of procedural deference and vague test is putting the ECtHR’s approach at risk of colliding
with EU law.

According to EU law, many of the services whose operators come before the Court constitute
protected hosting services: discussion forums, web hosting services, newspapers hosting comments
or operators of social media profiles. They all store other people’s information at their request. The
inability of the courts on the national level to properly apply the Union framework is the common
feature of cases like Delfi and Sanchez. In the former case, the Estonian courts erroneously misin-
terpreted the concept of neutrality and thus denied the exemption. In the latter case, the French
courts failed to appreciate that a user of a digital service can become a host of other people’s

24. R. Spano, ‘Intermediary Liability for Online User Comments under the European Convention on Human Rights’, 17
Human Rights Law Review (2017), p. 679.

25. Ibid.
26. Ibid.
27. ECtHR, MTE v. Hungary; Tamiz v. United Kingdom; Pihl v. Sweden; Høiness v. Norway.
28. ECtHR, Sanchez v. France.
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information, too.29 Arguably, on proper application of the EU law, based on what is known from the
rulings, neither of the two cases should have raised the questions they did. Both facilitators were
hosting services that should have enjoyed the liability exemptions vis-à-vis content of others
they were not aware of.30

It is therefore very worrying that in a recent case where the Austrian courts correctly interpreted
the EU law on liability exemptions, the ECtHR now intervened to inform national judges that they
did it all wrong because they did not go beyond the statutory framework and engage in further bal-
ancing. In Zöchling v. Austria,31 a judgment by a Committee,32 co-written by two judges from the
Sanchez majority, three judges unanimously appliedDelfi and Sanchez to demand more proportion-
ality assessment. However, the national law based on EU law was rather clear: for liability purposes,
for the time before the platform knows, there is no need to engage in such balancing. Sanchez thus
now raises a serious prospect that the ECtHR is on a collision course with the EU’s newly adopted
legislation, the Digital Services Act, that builds on the last 20 years of rules.

The Strasbourg Court does not display awareness of the context within which it is handing down
its decisions. We explain why, despite the technological and legal complexity of the matter, the
Court seems to have abandoned its deferential approach and, without examining the democratically
adopted legislation on the matter in most of the States,33 prescriptively plunged into the debate
about online liability without much care.

3. Sanchez v. France: Key elements
On 24 October 2011, Mr Sanchez published a post on his public Facebook wall. On the same day, two
users, S.B. and L.R., commented thereon in a manner that the Court considered as ‘clearly unlawful’.34
One of the comments referred to the partner of Mr Sanchez’s political opponent F.P., Ms Leila T. On 25
October 2011, Ms Leila T. became aware of the comments and confronted one of the authors, S.B.
Following this confrontation, S.B. deleted his comments and informed Mr Sanchez of his exchange
with Ms Leila T. On 27 October 2011, Mr Sanchez posted a ‘warning message’ on his Facebook
wall, urging his followers to ‘be careful with the content of [their] comments’.35 At this point, only
L.R.’s comment was still visible. On 23 January 2012, L.R. was interviewed and stated that he had
deleted those comments in which Mr Sanchez’s political opponent F.P. could recognize himself or
be recognized by others.36 On 28 January 2012, Mr Sanchez stated that he had only become aware

29. The only argument that could have stripped Mr Sanchez of the liability exemption is that his activity does not constitute
economic character to qualify as an information society service. See CJEU, Case C-484/14, Mc Fadden, EU:
C:2016:689.

30. The Estonian argument that the newspaper is not a neutral provided is plainly wrong according to now settled CJEU case
law. The Austrian Supreme Court held in 2016 that an owner of a page can qualify as a hosting provider (Case No.
6Ob244/16z).

31. ECtHR, Zöchling v. Austria, Judgment of 5 September 2023, Application No. 4222/18 (from three judges, two were in
the majority).

32. According to Rule 53 of the Rules of Procedure of the ECtHR, the Committee decides by a unanimous vote of three
judges. See https://prd-echr.coe.int/documents/d/echr/rules_court_eng.

33. Of 46 of the Council of Europe Members, 40 states are in the orbit of the EU legislation: 27 are Member States, 1
ex-member State (United Kingdom), 3 EEA countries and 9 candidate EU countries. The United Kingdom still
follows the EU E-Commerce Directive to a large extent.

34. ECtHR, Sanchez v. France, para. 177.
35. Ibid., para. 19.
36. Ibid., para. 21.
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of S.B.’s comment after its deletion and that he only found out about L.R.’s comments when summoned
for his interview. He stated that the large number of comments he received made it impossible for him
to continuously monitor his Facebook wall.37

A. The French decisions
On 28 February 2012, the Nîmes Criminal Court convicted Mr Sanchez under Section 23(8) of the
Law of 29 July 1881 and Section 93-3 of Law no. 82-652 of 29 July 1982 (‘the 1982 law’). In its
judgment, the Nîmes Criminal Court referred to a Constitutional Council decision,38 explaining that
holding a producer criminally liable for online content based on Section 93-3 of the 1982 law was
only constitutional if ‘it could be established that the producer had been aware of their content
before they were posted, or otherwise where he or she failed to act promptly to delete the comments
at issue before becoming aware of them’.39 A later decision of the Court of Cassation in another
case clarified that criminal liability could also be engaged with respect to comments where the pro-
ducer ‘failed to act promptly to delete the comment at issue upon becoming aware thereof’.40

The Nîmes Criminal Court rejected Mr Sanchez’s submission that he had no knowledge of the
impugned comments before their deletion without providing any evidence that would establish Mr
Sanchez’s knowledge of the comments.41 Instead, it argued that Mr Sanchez had been ‘responsible
for verifying the content of the comments’ on his Facebook wall and that he must have been aware
of the greater likelihood of attracting polemical content due to his political activities, reinforcing his
duty to monitor the comments he received’.42 Thus the Nîmes Criminal Court seems to have based
its conviction mostly on the idea that Mr Sanchez should have been aware of the comments his
initial post had attracted.

The Nîmes Court of Appeal upheld the Criminal Court’s judgment. In line with the lower
Court’s decision, it argued that since Mr Sanchez had decided to allow for user comments, he
‘became responsible for the comments posted’ on his wall.43 His position as a politician had
further required him to be ‘all the more vigilant’.44 The Court of Appeal addressed the question
of whether Mr Sanchez had actual knowledge of the comments, recalling Mr Sanchez’s statement
that he had been checking his Facebook page every day.45 However, its reasoning on why Sanchez
‘cannot claim not to have been aware of the remarks’ was largely based on the previously men-
tioned objective factors (the public and political nature of his account),46 reducing Mr Sanchez’s

37. Ibid., para. 23.
38. Constitutional Council, Décision no. 2011-164 QPC, 16 September 2011.
39. Ibid., para. 28.
40. Ibid., para. 41, citing Cour de Cassation, 31 January 2011.
41. Ibid., para. 28.
42. Ibid.
43. Ibid., para. 32.
44. Ibid.
45. Ibid.
46. Ibid. The term ‘objective factors’ refers to factors which are not related to Sanchez’s mens rea. They are objective in the

sense that they do not depend on his subjective understanding of the situation. Such objective factors are thus not
adequate to establish actual knowledge of the comments on the side of Sanchez. Rather, they seem to have been
invoked by the French courts to justify holding Sanchez liable regardless of his actual awareness of the comments.
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alleged actual knowledge to an ‘aggravating’ factor.47 Thus the Nîmes Court of Appeal, despite
briefly addressing evidence relevant to assessing Mr Sanchez’s actual awareness of the comments,
seemed to have followed the line of the Nîmes Criminal Court, holding that Sanchez should have
been aware of the impugned comments instead of focusing on evidence establishing beyond rea-
sonable doubt that he was aware of them.

In sum, the French courts seemed to have argued that Mr Sanchez had a duty to monitor the
comments he received and that he could be held liable even without actual knowledge,48 thus
endorsing a strict (objective) theory of criminal liability.49 The French courts focused their dis-
cussion on objective factors, such as the public nature of the account and Mr Sanchez’s political
activity, seemingly to justify this move away from requiring actual knowledge. This approach is
in stark contrast with how the CJEU instructs the national courts to review knowledge of other
people’s comments that would disqualify hosting providers from the liability exemption. The
CJEU requires that actual or constructive knowledge concerns specific illegal acts or
expressions.50

B. The ECtHR’s appraisal of Sanchez’s knowledge of the comments
The ECtHR Grand Chamber addressed the question of knowledge in different parts of the judg-
ment. It first discussed whether the fact that the ‘point in time from which the producer is
deemed to have knowledge of the unlawful remarks’ was not specified in the 1982 law was incom-
patible with the requirement that the legal basis of the interference be ‘framed in sufficiently precise
terms’.51 It held that this was not the case and that it was permissible to leave the determination of
said point to the domestic courts.52 The Court then turned to the question of whether a system of
prior notification was necessary for the law to be sufficiently precise and foreseeable in this
respect. It cited Delfi, stating that ‘[t]he lack of a system of prior notification to the producer
cannot (…) in itself raise a difficulty in terms of the lawfulness of the interference’.53

Turning to the steps taken by Mr Sanchez, the Court first stated that the warning message and his
conversation with S.B. demonstrated that Mr Sanchez had been aware that his post had attracted
problematic comments.54 Emphasizing that ‘the question whether Mr Sanchez had been aware of
the unlawful comments (…) goes to the heart of the matter’,55 it concluded that while the Nîmes
Criminal Court had not endeavoured to assess if Sanchez had actual knowledge of the impugned
comments, the Court of Appeal had clarified the matter sufficiently.56

47. The Court of Appeal first discussed said factors at length and then reinforced its conclusion by arguing that the applicant
could not argue that he had not been aware of the comments, ‘especially as he stated during the investigation that he
consulted [his Facebook wall] every day’ [emphasis added]; ibid., para. 32.

48. Note that the judgment of the Cour de Cassation on 17 March 2015 did not address any factual or legal questions related
to the applicant’s awareness of the comments; see ECtHR, Sanchez v. France, para. 34.

49. Strict (objective) liability is understood as a form of liability where the mens rea of the defendant is assessed based on
objective criteria, not their subjective state of mind.

50. See footnote 11.
51. ECtHR, Sanchez v. France, para. 140.
52. Ibid.
53. Ibid.
54. Ibid., para. 194.
55. Ibid., p. 199.
56. Ibid.
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In addition to the facts considered by the domestic courts, the Court reflected on the number of friends
Mr Sanchez had at the relevant time as well as the overall number of comments received in response to
his post of 24 October 2011. It held that since the post had only attracted around 15 comments, ‘the ques-
tion of the difficulties caused by the potentially excessive traffic on a politician’s account and the
resources required to ensure its effective monitoring (…) clearly does not arise in the present case’.57

AsMrSanchezwas held criminally liable for both S.B.’s andL.R.’s comments andwas ordered to pay
civil damages to Leila T., theCourt further had to address the question ofwhether thiswas justified, given
that S.B.’s comment, the only one directly referring to Ms Leila T., was deleted by the author himself
within 24 hours. The Court argued that since S.B.’s comments gave rise to further comments ‘echoing
the remarks of S.B.’, all comments constituted an ‘ongoing dialogue, forming a coherent whole’.58
Against this background, it concluded that the Court of Appeal’s decision to hold Mr Sanchez liable
for both S.B.’s and L.R.’s comments had been neither arbitrary nor manifestly unreasonable.59

C. Hate speech under the ECtHR
Another relevant feature of Sanchez is the qualification of the impugned comments as hate speech.
The Court examined this when it considered the requirement of necessity in a democratic society.

To determine when it might be necessary in a democratic society to hold an actor on the Internet
liable for the comments (in this case for hate speech) posted by third parties, the Court resorted to
the precedent in Delfi,60 requiring it to examine, inter alia, the context and nature of the com-
ments.61 In addition, it was important to analyse the nature of the comment, the size of the
entity, its connection to a profit-making activity and the likelihood that it would attract a large
number of comments or would be widely read.62

Discussing the context of the comments, the Court recognized that there was no universal def-
inition of hate speech,63 but it resorted to elements laid out in the case of Perinçek64 to conclude that
the comments at issue were indeed unlawful, which required it to consider:

(i) the existence of political or social tensions; (ii) whether the comments could be regarded as
a direct or indirect call to violence, or justifying violence, hatred and intolerance and; (iii) the
manner the statements were made or their capacity to lead to harmful consequences.65

The Court also referred to Le Pen v. France66 to state that remarks capable of arousing a feeling of
rejection and hostility towards a community could be deemed excessive and outside of the protec-
tion of Article 10.67 Thus when politicians take a stance on social problems, they should avoid
advocating for discrimination or resorting to ‘vexatious or humiliating remarks or attitudes’ that

57. Ibid., para. 200.
58. Ibid., para. 197.
59. Ibid.
60. ECtHR, Delfi AS v. Estonia, para. 163, 167, 168.
61. ECtHR, Sanchez v. France, para. 167; ECtHR, Delfi AS v. Estonia, para. 142, 143.
62. ECtHR, Delfi AS v. Estonia, para. 166.
63. ECtHR, Sanchez v. France, para. 169.
64. ECtHR, Perinçek v. Switzerland [GC], Application No. 27510/08.
65. Ibid., para. 154.
66. ECHR, Le Pen v. France, Application No. 18788/09.
67. Ibid., para. 150.
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might bring up reactions from the public which could threaten a peaceful social climate and under-
mine confidence in democratic institutions.68

Based on this idea, the Court considered that when addressing speech which could incite vio-
lence against an individual or a segment of the population, State authorities ‘enjoy a broader
margin of appreciation’ to assess the necessity of the interference.69 The same would apply to
expressions which justify hatred based on intolerance.70

In Sanchez, the Court held that, given the alleged cultural characteristics cited by the authors in
their comments, they targeted a defined group of persons, namely Muslims. Secondly, the com-
ments were associated with ‘insulting and hurtful language’.71 The Court acknowledged the
context of a political election and the parties expressing their discomfort, but it considered that pre-
cisely in this context, racist and xenophobic discourse could cause even greater harm.72

Thus the Court considered that ‘when [the comments are] interpreted and assessed in their imme-
diate context’ (meaning, being posted on a politician’s Facebook wall during an election campaign),
‘[they] genuinely amounted to hate speech, in view of their content and general tone, together with
the virulence and vulgarity of some of the language used’.73 Consequently, the Court concluded that
the comments were ‘clearly unlawful’.74 The Court did not explain why those hateful comments of
third parties should be attributed to Mr Sanchez, who never uttered them or instructed their
publication.

D. Professionals and politicians as facilitators
In Delfi, the Court emphasized that the case involved a large professionally managed Internet
news portal run on a commercial basis which was different to other fora on the Internet
where third-party comments can be disseminated.75 Thus previously, in Delfi and MTE, the
Court considered what could be called the ‘professional (or commercial) criteria’.76 This
meant that the Court gave significant weight during its balancing exercise to the imposition
of certain duties for online intermediaries based on the existence of a commercial structure
to comply with such requirements and their expertise in the field. At all times, the Court
addressed the role of the intermediary within the context of the comments, particularly their
classification as hate speech.77

In Delfi, the Court pointed out that the professional criteria imply that the entity in question, as it
carries out an economic activity, should be well informed on the relevant legislation and case law, as
they are able to assess the risks associated with their activities (those being activities which seemed
to involve its likelihood to attract comments and engagement).78

68. Ibid., para. 151.
69. Ibid., para. 156.
70. Ibid.
71. Ibid., para. 173.
72. Ibid., para. 175, 176.
73. Ibid., para. 176.
74. Ibid., para. 177.
75. ECtHR, Delfi AS v. Estonia, para. 115.
76. Ibid., para. 115; ECtHR, MTE v. Hungary, para. 73.
77. In Delfi, it was analysed within such context, see ECtHR, Delfi AS v. Estonia, para. 144; Also in ECtHR, MTE

v. Hungary, para. 73.
78. R. Spano, 17 Human Rights Law Review (2017), p. 671.
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In Pihl, the Court dismissed a claim of denial of justice over a blog post claiming that the appli-
cant was involved in a Nazi party by analysing the context of the comments: ‘the association [that
runs the blog] is a small non-profit association, unknown to the wider public, and it was unlikely
that it would attract a large number of comments or that the comment about the applicant would
be widely read’.79

InMTE, theCourt considered that the imposition of liability over a non-commercialwebsitemayhave
a detrimental consequence on freedomof expression,with a direct or indirect chilling effect.80 Therefore,
whenever the online intermediarywas a big enterprise, especiallywith the capacity to have great engage-
ment, it seems that the professional criteria entered into the analysis of third-party effects.

However, in Sanchez, the role of the applicant as a politician came under scrutiny by the Court
when addressing the necessity of the measure. The Court emphasized that Mr Sanchez’s Facebook
wall was not comparable to the large professionally managed Internet news portal run on a commer-
cial basis as in Delfi. However, it is considered necessary to clarify that duties and responsibilities
apply to politicians when they decide to use social media for political purposes.81 Thus in Sanchez
the Court seemed to create a new distinctive criterion.

In particular, the Court considered that ‘even though the applicant’s situation cannot be com-
pared to that of an internet news portal, the Court sees no reason to hold otherwise in the present
case’.82 In its discussion that duties and responsibilities may be required from a politician, the
Court emphasized the likelihood of inspiring hateful comments, considering that a politician can
attract a degree of notoriety and representativeness, especially in an electoral context.83 The
Court did not take into consideration the availability of any resources supporting the operations
in the context of his social media activity.

The judgment can be read as introducing a new public persona factor, even in the absence of any
commercial structure, since the notoriety and representativeness alone would appear to justify
increased criminal liability for third-party comments. Thus even shoestring budget public personas,
such as academics, activists or some influencers, could qualify under the new criterion.

Nonetheless, despite attaching greater responsibility to Mr Sanchez because of his status as a
politician, the Court indicated that Sanchez did not attract much attention since the post received
only about 15 comments. Thus the Court concluded that he could have monitored the content of
the comments.84 Moreover, the Court gave weight to the fact that Mr Sanchez had some skills in
operating social media,85 thus further merging the consideration about his politician status with pro-
fessional character.

4. Analysis of the Court’s approach: May or must?
The case of Sanchez provided the Court with an opportunity to determine the outer limits of liability
for the manifestly hateful comments posted by third parties on a Facebook ‘wall’, especially
because prior case law did not delve into the possibility of attributing the criminal liability of a

79. ECtHR, Pihl v. Sweden, para. 31.
80. ECtHR, MTE v. Hungary, para. 73, 86.
81. ECtHR, Sanchez v. France, para. 180.
82. Ibid., para. 140.
83. Ibid., para. 201.
84. Ibid., para. 200.
85. Ibid., para. 180.
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user to a platform.86 Before addressing the substance, it is important to note the prescriptive tone of
the judgment. As noted earlier, in Delfi, the Court tended to act cautiously in the area of third-party
liability for hate speech on digital platforms by allowing national experimentation.87 In contrast, the
Sanchez ruling makes it possible to discern a shift towards more prescriptive thinking. However, the
Court still made some attempts to appear deferential.

The Court is known to sometimes employ the ‘process-based review’, a mechanism of fore-
grounding the principle of subsidiarity. There are ample features of this approach in this case.88

Thus the Court did apply deference in its review towards domestic judicial and legislative pro-
cesses; however, paradoxically, this led to a more prescriptive tone in the substantive review of
the case.89

The central confusion about the nature of the Court’s approach stems from the following
statement:

The Court first observes that there can be little doubt that a minimum degree of subsequent moderation
or automatic filtering would be desirable in order to identify clearly unlawful comments as quickly as
possible and to ensure their deletion within a reasonable time, even where there has been no notification
by an injured party, whether this is done by the host itself (…) or the account holder [emphasis added].90

Taken on its own terms, the statement endorses regulatory models where liability must be
imposed on facilitators of online debate who lack actual knowledge of specific unlawful com-
ments because they fail to monitor the comments of third parties by humans or technology.91 A
similar endorsement can be found within the Court’s discussion of the lawfulness of the inter-
ference. For example, the Court reiterates that where third-party user hate speech is concerned,
it may still be compliant under Article 10 for states to ‘impose liability on the relevant Internet
news portals (…) if they fail to take measures to remove clearly unlawful comments without
delay, even without notice’.92

However, the fact that this prescription is couched within the discussion of lawfulness raises
the question of its relevance to the more substantive assessment of the Court. Moreover, the
Court outlined the principle that the power to interpret and apply domestic law is ‘primarily
for the national authorities, notably the courts’.93 It bears reminding that within the domestic
judicial process, the Constitutional Council was understood by the domestic courts as having
held that the criminal liability of a user ‘would only be engaged in respect of (…) comments
where it could be established that the producer had been aware of their content before they

86. The current jurisprudence ofDelfi,MTE, Pihl and Tamiz have dealt with the liability of platform intermediaries for third-
party comments.

87. See M. Husovec, Principles of the Digital Services Act (OUP, 2024 forthcoming), Chapter 3; R. Spano, 17 Human
Rights Law Review (2017), p. 679.

88. R. Spano, ‘The Future of the European Court of Human Rights – Subsidiarity, Process-Based Review and the Rule of
Law’, 18 Human Rights Law Review (2018), p. 473; The features in the judgment indicative of a process-based review
will be described henceforth as ‘process-based features’.

89. For the avoidance of repetition of an already widely discussed topic, see further ibid .
90. ECtHR, Sanchez v. France, para. 190.
91. This mostly means various filtering tools.
92. Ibid., para. 140.
93. Ibid.
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were posted, or otherwise where he or she failed to act promptly to delete the comments at issue
before becoming aware of them’.94

In light of this domestic understanding of appropriate knowledge standards, it is hard to read
Sanchez as a clear prescription to the states. Under a process-based review, such an example of
domestic judicial dialogue tends to be rewarded with deference,95 as it indicates that the domestic
courts have taken seriously their duty to interpret and apply the law, and ‘to dissipate (…) interpret-
ational doubts’.96

In a similar vein, within its discussion on lawfulness, the Court noted that domestic law left the
matter of the point in time from which the facilitator is deemed to have had knowledge of the unlaw-
ful remarks ‘to be decided by the relevant domestic courts on a case-by-case basis’.97 Within the
Court’s discussion of the necessity of the interference, a similar sentiment is found in its observa-
tions about the quality of the judicial process in reviewing the point in time from which the facili-
tator is deemed to have knowledge of relevant comments. Thus the Court stated the domestic courts
‘gave reasoned decisions’; they made a ‘reasonable assessment of the facts’; they specifically exam-
ined Mr Sanchez’s awareness of the unlawful comments; and the Court of Appeal ‘provided further
factual clarification’ about whether the applicant had ‘actually known’ about the relevant comments
at the time of the investigation.98

In comparison to the nature of the Court’s approach towards knowledge standards, the Court’s
approach towards the responsibilities of politicians is markedly more prescriptive. However, the
extent of the Court’s prescription is curtailed by the two features of the discussion regarding the
applicant’s status as a politician: the fact that aspects of a Delfi test still persist in relation to
the applicant’s status as a politician; and the use of process-based considerations to support the
Court’s analysis.

Sanchez is notably the first judgment in the area with a specific subsection entitled ‘existence of
responsibility and limits not to be exceeded’.99 The Court explicitly found it was ‘appropriate to
proceed with a proportionality analysis based on the degree of liability that may be attributed to’
a person of ‘notoriety and representativeness’.100 The fact that the Court attempts to structurally
embed the applicant’s status as a starting point for the proportionality analysis in Sanchez suggests
a desire for a prescriptive approach towards the responsibilities of politicians in the area of third-
party liability for online hate speech.

Consequently, the Court distinguished between the duties held by private individuals and local
politicians.101 Again, this distinction indicates a prescriptive approach, as it followed principled rea-
soning relating to the ‘certain resonance and authority’ of such persons.102 This stands in contrast to
the vague statements of principle pervading the Court’s discussion of knowledge standards.

However, the prescription regarding the special responsibilities of politicians must not be over-
stated. The same applies to the extent to which these became a starting point for the proportionality

94. Ibid., para. 28.
95. See, for example: ECtHR,MGN Limited v. United Kingdom, Judgment of 18 January 2011, Application No. 39401/04;

ECtHR, Von Hannover v. Germany (no. 2), Judgment of 7 February 2012, Application Nos. 40660/08 and 60641/08.
96. ECtHR, Sanchez v. France, para. 140.
97. Ibid.
98. Ibid., para. 199.
99. Ibid., para. 148–151.
100. Ibid., para. 201.
101. Ibid.
102. Ibid.
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analysis as a matter of substance. Even where the Court makes clear its decision to approach the
question of the applicant’s specific liability ‘in light of the “duties and responsibilities” attributable
to politicians who make their social media accounts public for political purposes, the Court con-
tinues by noting that the applicant ‘has some expertise in the digital services field’.103

Whatever the factual merits of this observation,104 it is still relevant to note that the Court
appeared unwilling to abandon entirely an examination of the extent to which a platform was pro-
fessionally managed.105 Similarly, when distinguishing between the liability that may be attributed
to persons of greater notoriety and representativeness, the Court related this distinction to the fact
that a national figure has a greater burden partly based on the ‘resources to which he or she will
enjoy greater access in order to intervene efficiently on social media platforms’.106 This suggests
some continuity with the position of previous jurisprudence, where the Court’s acceptance of third-
party liability in this context rested primarily on whether Mr Sanchez was comparable ‘to a large
professionally managed Internet news portal run on a commercial basis’.107

Similarly, the Court occasionally reverted to process-based considerations within its approach
towards the responsibilities of politicians on digital platforms, rather than informing its approach
through a purely principled basis. Thus the Court found procedural shortcomings in the domestic
treatment of the issue when outlining that the domestic courts ‘referred to the applicant’s status
as a politician and inferred from this that a special obligation was incumbent upon him’.108 It
stated that the Nîmes Court of Appeal should have referred to the fact that the specific duties
required from politicians are indissociable from principles upholding their rights ‘in order to
strengthen its reasoning’.109 Moreover, the Court’s conclusion on Mr Sanchez’s specific liability
was underlined by its consideration that ‘the Criminal Court and Nîmes Court of Appeal were
best placed to assess the facts in the light of the difficult local context and their acknowledged pol-
itical dimension’.110

Despite these process-based mechanisms for applying the margin of appreciation,111 it still
appears that the Court aligned with the position of the domestic courts as a matter of substance.
Indeed, the Court agreed that the ‘fact remains that the applicant was using his Facebook
account in his capacity as a local councillor and for political purposes’.112 Consequently, it
endorsed the Chamber’s finding that the election context could not serve to disguise or minimize

103. Ibid., para. 180.
104. Ibid.; The Court infers expertise from the website of Beaucaire town hall stating Sanchez was responsible for his party’s

Internet strategy.
105. ECtHR, Delfi AS v. Estonia, para. 115; ECtHR, Tamiz v. United Kingdom, para. 85.
106. ECtHR, Sanchez v. France, para. 201.
107. See ECtHR, Delfi AS v. Estonia, para. 115.
108. ECtHR, Sanchez v. France, para. 187.
109. Ibid., para. 188.
110. Ibid., para. 189.
111. See ibid., para. 189: ‘Referring back to its case-law in such matters, the Court would reiterate that national authorities

are better placed than itself to understand and appreciate the specific societal problems faced in particular communities
and contexts, or the likely impact of certain acts that they are called upon to adjudicate’. For reading on the role of
finding the domestic authorities better placed to deal with an issue within the Court’s margin of appreciation practice,
see, A. Follesdal, ‘Appreciating the Margin of Appreciation’, in A. Etinson (ed.), Human Rights: Moral or Political?
(Oxford University Press, 2018). See also, G. Letsas, ‘Two Concepts of the Margin of Appreciation’, 26 Oxford
Journal of Legal Studies (2006).

112. ECtHR, Sanchez v. France, para. 189.
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the fact that the relevant comments incited hatred on the basis of religion.113 Ultimately, this reveals
a prescriptive approach towards the treatment of responsibilities of politicians on digital platforms
under the Convention, albeit shrouded in some deference.

Thus we cannot for a certain answer whether the Court understands its Sanchez decision as
another ‘may’ in the path started by Delfi, or as a newly demanded ‘must’. There are several
strong reasons, however, why it seems that the Court intends its ruling to be read as a ‘must’,
i.e., a mandatory standard to protect the rights guaranteed by Article 8 ECHR.

5. Seven reasons for concern about Strasbourg jurisprudence on
intermediaries
The Court’s approach in Sanchez creates several reasons for concern.114 In this section, we high-
light the main seven.

A. Reason 1: Why Sanchez cannot be equated with Delfi
The Court assessed the proportionality of Sanchez’s impugned penalty by considering the Delfi
test.115 However, in Delfi, this test was applied to a situation concerning three types of actors,
namely: (i) an Internet news portal being the facilitator; (ii) anonymous authors of unlawful com-
ments; and (iii) victims of aforesaid comments.116 This formed a triangle, with specific capabilities
for each actor.117

Accordingly, the Court adjudicated based on the asymmetric capabilities of the Internet news
portal to delete third-party content, compared with the absent abilities of those anonymous third
parties to do the same.118 This asymmetry, coupled with the inability to identify the authors of
the unlawful comments were major factors, inter alia, in the Court’s finding that there had been
no Article 10 violation.119 Moreover, the Court couched the Delfi test within those idiosyncratic
features by excluding ‘other fora on the Internet where third-party comments can be disseminated’,
in particular, ‘a social media platform where the platform provider does not offer any content and
where the content provider may be a private person running the website or blog as a hobby’.120

In Sanchez, the Court similarly applied the established Delfi test, and ‘[saw] no reason to depart
from that approach’.121 However, the situation in Sanchez differed markedly from that in Delfi:

113. Ibid.
114. See also E. Tuchtfeld, ‘Be Careful What You Wish For: The Problematic Desires of the European Court of Human

Rights for Upload Filters in Content Moderation’, VerfBlog, 23 September 2023, https://verfassungsblog.de/be-
careful-what-you-wish-for/.

115. Ibid., para. 167; ECtHR, Delfi AS v. Estonia, para. 142, 143.
116. ECtHR, Delfi AS v. Estonia, para. 11, 12, 17, 18; similarly, see, ECtHR, MTE v. Hungary, para. 5, 6, 14, 15.
117. This has been noted by the third-party intervention by the European Information Society Institute, prior to the Grand

Chamber hearing; European Information Society Institute, ‘Third-Party Intervention by European Information Society
Institute (EISI) In re Sanchez v. France App. No. 455581/15’, 22 March 2022, https://husovec.eu/wp-content/uploads/
2022/03/Final-web.pdf, para. 3–6; For a summary, see ECtHR, Sanchez v. France, para. 120, 121.

118. Delfi put in place a notice-and-take-down mechanism, automatic filtering and direct notification, while the authors ‘lost
control of their comments as soon as they had entered them, and they could not change or delete them’; ECtHR, Delfi
AS v. Estonia, para. 13, 85.

119. Ibid., para. 149, 162.
120. Ibid., para. 116; ECtHR, Sanchez v. France, para. 179.
121. ECtHR, Sanchez v. France, para. 168.
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(i) Facebook, the company, and Mr Sanchez, as its user, were two independent facilitators of online
discussions; (ii) authors of unlawful comments were identifiable and even acted to remove their
comments; (iii) Mr Sanchez, Facebook and the authors of comments were all able to delete unlawful
comments.

By not discussing these facts, the Court failed to adequately compare the dissimilar parties and
their respective triangulation of capabilities between the two cases, which may require amending the
original criteria found in Delfi. Our third-party intervention argued that the Court should take these
capabilities into account, and there was room for such considerations in the original Delfi test, but
the Court did not address this. Nonetheless, by implementing the Delfi test without further explan-
ation nor ‘translation’ to fit the Sanchez dynamics, the Court superficially closed the matter by
stating that, ‘there should be a sharing of liability between all the actors involved’ and treated
Mr Sanchez as a platform like Delfi. We suggested similar language, but to undertake the compari-
son of capabilities.122 However, the Court mechanically applied Delfi without explicitly examining
the differences between the two cases to adjust the legal tests.

The Court’s usage of Delfi in the question of lawfulness of the interference in Sanchez is even
more problematic. In paragraph 140, the Court reiterates Delfi dictum by stating:

(…) Cases where third-party user comments take the form of hate speech (…) may entitle Contracting
States to impose liability on the relevant Internet news portals (…) if they fail to take measures to remove
clearly unlawful comments without delay, even without notice from the alleged victim or from third
parties [emphasis added].123

The Court did not engage with this dictum, which was introduced in the context of civil liability,124

in a manner which differentiated it from Sanchez’s criminal liability standard. Although the Court
itself underscored the importance of ‘clearly and precisely defining the scope of criminal offences’,
it did not elaborate on the different standards afforded to civil and criminal liability cases.125 This is
even though attribution of third-party acts to someone forms part of defining the offence. In his
dissent, Judge Ravarani highlighted this problem, by emphasizing that criminal law is to be inter-
preted strictly.126 Rather than discussing whether this civil liability dictum can be transposed to a
criminal liability context, the Court simply stated that it saw ‘no reason to hold otherwise in the
present case’.127 The above Delfi dictum should have been more carefully scrutinized against the
stricter standard afforded to criminal offences.128

122. Ibid., para. 185; We discussed this at length in our intervention and proposed that the Court ‘should always consider the
digital ecosystem in its entirety. Where more actors create the speech ecosystem, shared responsibility of various
speech facilitators along with the original authors of the comments should be the guiding principle’; see EISI,
‘Third-Party Intervention by European Information Society Institute (EISI) In re Sanchez v. France App. No.
455581/15’ (2022), para. 5–7, 31–33, 44.

123. Ibid., para. 140, citing Delfi; ECtHR, Delfi AS v. Estonia, para. 159.
124. ECtHR, Delfi AS v. Estonia, para. 21–31.
125. ECtHR, Sanchez v. France, para. 136.
126. Ibid., para. 218.
127. Ibid., para. 140.
128. On the element of foreseeability, dissenting Judge Bošnjak stated, ‘review of foreseeability should be all the stricter

when, as in the present case, a criminal conviction is at stake’; ibid., para. 234; in a similar vein, dissenting Judges
Wojtyczek and Zünd further noted that ‘the very principle of a criminal liability in some way on the deeds of a
third party is open to question [emphasis added]’; ibid., para. 234, 245.
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Lastly, the Court in Delfi adjudicated on the basis that the applicant was a ‘large professionally
managed Internet news portal run on a commercial basis’.129 It excluded from its assessment ‘other
fora on the Internet where third-party comments can be disseminated’, in particular, a ‘social media
platform where the platform provider does not offer any content and where the content provider
may be a private person running the website or blog as a hobby’.130 In Sanchez, the Court attempted
to address this carve-out by stating that while there can be little doubt that Sanchez’s ‘wall’ falls
within the category of ‘other fora on the Internet where third-party comments can be disseminated’,
it chooses to focus on Sanchez’s ‘duties and responsibilities’ within the meaning of Article 10,131

and when doing so, it simply applied the Delfi test, despite stating that Sanchez was different.132

In short, the Court failed to appreciate how attributing liability for others differs in criminal law from
civil law, how the resources of a large corporation differ from a political campaigning on social media
by a candidate, how being a platform differs from being a user on a platform (even if both facilitate
discussion) and how using a service does not equal knowing everything that happens within it.

B. Reason 2: Why do facilitators’ capabilities matter?
The capabilities of the various actors in Delfi and Sanchez were markedly different. By overlooking
how the digital ecosystem functions, not only did the Court fail to adequately ‘translate’ the Delfi
test, but it also missed the opportunity for reflection on how different actors possess different cap-
abilities and liabilities. The Court placed the onus solely on the user of the account and not the other
facilitators involved, namely the platform, in this case Facebook, or authors of the comments. Even
the Delfi test considered these two options. But the Court failed to do so in Sanchez.

The Court entirely overlooked that the technical capabilities of Sanchez were limited to the tools
provided by Facebook. Although Facebook itself now boasts a comprehensive notice-and-take-down
system,133 deploying both people and technology,134 Mr Sanchez, at the relevant time, did not have
comparable tools, such as an automatic filtering system, to manage the comments.135 In fact, the
Court itself recognized this and stated that monitoring of all these comments would ‘require availability
or recourse to significant, if not considerable [economic] resources’.136 Yet it insisted on exactly that.

The Court justified this by stating that ‘to exempt producers from all liability might facilitate or
encourage abuse and misuse, including hate speech and calls to violence, manipulation, disinforma-
tion and lies [emphasis added]’.137 It continued to state that there has to be a ‘sharing of liability’
between the actors involved, ‘allowing if necessary for the degree of liability and the manner of its
attribution to be graduated according to the objective situation of each one’.138

129. Ibid., para. 179; ECtHR, Delfi AS v. Estonia, para. 115, 144.
130. ECtHR, Delfi AS v. Estonia, para. 116; ECtHR, Sanchez v. France, para. 179.
131. ECtHR, Sanchez v. France, para. 180.
132. Ibid.
133. Meta, ‘Taking Down Violating Content’, Facebook Transparency Center (2023), https://transparency.fb.com/en-gb/

enforcement/taking-action/taking-down-violating-content/.
134. Meta, ‘How We Review Content’, Facebook News Room (2020), https://about.fb.com/news/2020/08/how-we-review-

content/.
135. ECtHR, Sanchez v. France, para. 185, 191.
136. Ibid., para. 185.
137. Ibid., para. 185, 186.
138. Ibid., para. 185.
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The recognition of shared liability could have also helped the Court draw outer limits of the
‘measures taken’ under the Delfi test. The jurisprudence on Article 10 recognizes that notice and
takedown is an ‘appropriate balancing tool’ for the rights of the platform, the content creator and
the victim.139 The Court in Sanchez, however, did not delve into whether the notice and takedown
choreography was available to Mr Sanchez, but instead, it focused on Mr Sanchez’s act of ‘making
access to the wall of his account public’ as one of the ‘measures taken’.140

The Court could have remained within the confines of the notice and takedown choreography as
an effective measure and subsequently assessed whether the measures taken were sufficient by
acknowledging the disparate tools available to the different actors in the social media ecosystem.
Moreover, by drawing such outer limits based on the respective actors’ capabilities, the Court
could have then more comprehensively assessed Mr Sanchez’s measure of posting a warning
message as an adequate step taken under the Delfi test.

C. Reason 3: Can people be attributed expressions they are unaware of?
The Court’s ruling in Sanchez failed to grapple with the most fundamental issue. The Court was not
ruling on the expressions of Mr Sanchez or his aides, but on those of unrelated third parties, and that
Mr Sanchez only failed to remove them after they were posted regardless of his subjective knowl-
edge of them. The ruling suggests that politicians operating on social media might be attributed
expressions they do know about, even if they did not instruct or incite them. The reason for this
is that the knowledge standard, which usually acts as the attribution device in such cases, has com-
pletely disappeared from the Court’s analysis, replaced by a peculiar analysis of an alleged ‘ongoing
discussion’.

On one hand, it was settled that French law requires a producer to have knowledge of the
impugned comments to be held liable for a failure to prevent their publication or to delete them
promptly.141 It is not obvious whether this necessarily entails knowledge or whether, in cases
where certain criteria are met, an irrebuttable presumption of knowledge would be permissible.
As noted earlier, the latter seems to be the French courts’ interpretation, as they almost exclusively
referred to objective factors rather than referring to whether Mr Sanchez actually knew of the spe-
cific comments. The Court itself claimed to deem ‘whether he had actually known about [the com-
ments] at that time’ as at the ‘heart of the matter’.142 Nonetheless, the Court addressed this key
element by affording deference and leaving it to be ‘decided by the relevant domestic courts on
a case-by-case basis’.143 How can such a key question be left entirely to the national court
whose decision is being reviewed?

There are numerous ways to determine knowledge, one of them being notification.144 According
to the decision, Mr Sanchez learned about both comments after they were already deleted by their
respective authors. S.B.’s comment was even deleted within 24 hours. What factors were then rele-
vant for the attribution of the other people’s expressions to Mr Sanchez? The Court’s judgment can

139. M. Husovec, Principles of the Digital Services Act, Chapter 3.
140. ECtHR, Sanchez v. France, para. 193.
141. ECtHR, Sanchez v. France, para. 133, 134.
142. Ibid., para. 199.
143. Ibid., para. 140.
144. Note, however, this was not discussed by the Court.
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be read as emphasizing the ‘objective factors’ considered by the French courts.145 But attributing
knowledge of the comments to Sanchez because of his warning message or skills with social
media are equally problematic. This is where the Court raises an even more problematic justifica-
tion. It states that the two comments presented a dialogue ‘forming a coherent whole’, and Mr
Sanchez was ultimately convicted for ‘failing to proceed with the prompt deletion of all the unlaw-
ful comments [emphasis added]’.146

The Court states that S.B.’s and L.R.’s comments were deemed to be ‘responding to and com-
plementing each other (…) as shown in particular by the systematic references to [the political
opponent]’ rather than forming a mere discussion thread.147 On this view, Mr Sanchez’s public
wall and his initial post serve as a stepping stone to a wider dissemination of hate speech; thus,
he is deemed responsible for allowing all posts to publicly subsist on his Facebook account and
for any interactions therein. Consequently, Mr Sanchez was responsible for S.B.’s comment not-
withstanding the fact that S.B. himself deleted his post less than 24 hours after publication
because the comments are not deemed to subsist individually as a ‘system of interactive monolo-
gues’, and therefore, deletion ‘does not suffice to negate the applicant’s liability’.148 In other
words, despite deletion in a reasonably short timeframe by authors, applicants like Mr Sanchez
could still remain liable for problematic comments if the Court finds them to form part of a ‘coherent
whole’.149

It is suggested that this interpretation of the facts falls amounts to ‘intellectual acrobatics’ as
noted by Judge Ravarani in his dissent, because the Court did not demonstrate how exactly the com-
ments at hand were forming one coherent conversation.150 Apart from the general statement that
L.R.’s comments ‘echoed’ S.B.’s remarks, the Court did not demonstrate this with reference to
the text of the comments.151 As a result, the line between a mere ‘system of interactive monologues’
and an ‘ongoing dialogue representing a coherent whole’ is never clearly established.152

Attributing S.B.’s comment to Mr Sanchez despite its deletion sets a dangerous precedent. It
would mean that in a situation where a user deletes 99% of all hateful comments in due time but
misses 1%, he or she could be still held liable for 100% of the comments because they form a
‘coherent whole’. In this sense, the Court adopted a new, potentially far-reaching theory of
liability for several comments that are related content-wise. There is no doubt that this principle
is capable of having chilling effects on freedom of expression and posing challenges for public
debate.

D. Reason 4: Who is a politician anyway?
The ruling is likely to create many practical problems for politicians.

145. Ibid., para. 28, 32, 199; see Part 2 for further discussion on the objective factors, such as the public and political nature
of his account and him consulting his page daily.

146. Ibid., para. 196, 197.
147. Ibid., para. 196.
148. Ibid., para. 197.
149. This exacerbates the chilling effect on freedom of expression which is further discussed in Reason 5.
150. ECtHR, Sanchez v. France, 196, 197, 218.
151. Ibid., para. 197.
152. Ibid., para. 196.
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The need to balance the ‘respect for the equal dignity of all human beings’ with the right to
freedom of expression under Article 10 in combating hate speech is not novel.153 Its engagement
with the issue in the context of social media platforms is particularly vital because the risk of
harm occurring online is ‘certainly higher than that posed by the press’ due to the speed of
online dissemination as well as its permanence.154 This is particularly pertinent in an electoral
context, where, as noted by the Court, the risk and impact of hate speech dissemination is
further heightened.155

However, the main problem with the Court’s ruling concerns its discussion of politicians’ duties
and responsibilities.156 According to the Court, these responsibilities include avoiding comments
that might foster intolerance,157 defending democracy with the ultimate aim being to govern,158

and exercising particular caution in discussing matters that foster the exclusion of foreigners.159

However, the Court did not explain how these duties directly link and translate to political actors
needing to promptly delete expressions made by unrelated other people on their public accounts.
The Court merely acknowledged that ‘in general’ politicians do have duties and responsibilities,160
and that ‘owing to [their] particular status and position in society, politicians can be expected to be
‘all the more vigilant’.161 In the absence of knowledge of specific expressions or an intention to
incite such expressions, it is unclear how politicians can be attributed what other people say or do.

The Court also stated that Mr Sanchez has a special obligation incumbent on him,162 based on his
degree of notoriety and representativeness.163 While the Court notes that notoriety and representa-
tiveness ‘[lends] a certain resonance and authority to [politicians’] words, deeds or omissions’,164
the degree remains opaque. What degree of notoriety and representativeness is sufficient for poli-
ticians to have special duties incumbent upon them? Is it even a matter of degree, or is it a blanket
rule that all politicians are subjected to? Does being a popular politician on its own justify the duty
to not only watch one’s own language but also that of anyone else? What are the limits of such
duties?

These are all key questions that the decision raises. The Court failed to discuss the resources
required to meet such responsibilities, and incentives for abuse of such duties. Although the
Court admitted that effective comment monitoring requires ‘significant, if not considerable,
resources’, the Court felt it could not exempt producers like Sanchez from liability, for fear of
‘[facilitating] or [encouraging] abuse and misuse’.165

Regrettably, the Court’s analysis of a politician’s duties and responsibilities not only risks con-
fusion for future cases but also undermines the application of the Delfi test. The judgment can be

153. Ibid., para. 63, 69, 149, 155; see also ECtHR, Féret v. Belgium, Judgment of 16 July 2009, Application No. 15615/07,
para. 73.

154. ECtHR, Sanchez v. France, para. 161.
155. Ibid., para. 153, 176.
156. Ibid., para. 150.
157. ECtHR, Erbakan v. Turkey, Judgment of 6 July 2006, Application No. 59405/00, para. 64.
158. ECtHR, Féret v. Belgium, para. 75.
159. Ibid.
160. ECtHR, Sanchez v. France, para. 187.
161. Ibid.
162. Ibid., para. 187, 26, 28.
163. Ibid., para. 187, 201.
164. Ibid., para. 187.
165. Ibid., para. 185.
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read as holding politicians to a particularly strict standard of diligence, without defining where the
line of special obligations begins and where it ends, therefore rendering it exceedingly difficult for
such actors to arrange their affairs. It also makes it difficult for politicians to decide how to operate
their social media accounts, how to respond to trolling, and generally the deletion of any comments.

E. Reason 5: Who else has a special responsibility?
Another problem is that it remains unclear to whom these heightened responsibilities apply. Many
non-politicians participate in the public discourse that might be of a political nature. Public figures
come in different shapes and sizes. They all wield some power over public discourse. These actors
include celebrities, activists, academics and influencers, but sometimes also random people whose
expressions strike a chord with the public sentiment of the hour.

The Court emphasized that a ‘degree of notoriety and representativeness [emphasis added]’ of a
person would be important to conduct a proportionality analysis on the degree of liability that may
be imposed on a person.166 It subsequently carved out different categories of persons, namely that:

(…) A private individual of limited notoriety and representativeness will have fewer duties than a local
politician and a candidate standing for election to local office, who in turn will have a lesser burden than
a national figure for whom the requirements will necessarily be even heavier, on account of the weight
and scope accorded to his or her words and the resources to which he or she will enjoy greater access in
order to intervene efficiently on social media platforms [emphasis added].167

Although the Court has recognized that there is the possibility of carving out exceptions rather
than sweepingly imposing liability on all political actors, it is unclear what the basic standard of
duties and responsibilities such actors are expected to carry out. It is also unclear whether the
outer limits are ‘minimal degree of subsequent moderation’ or ‘automatic filtering’,168 or
whether that is a base-level responsibility. While the Court indicated that responsibility
would escalate for a larger political actor, it remains unclear as to what the additional burden
entails and what actions such an actor with more resources would have to carry out. The
Court failed to anticipate that the issue of ascertaining the responsibilities of all actors, includ-
ing non-politicians within a larger platform, will inevitably become questioned after its ruling.
After the ruling, it becomes difficult for users to comprehensively determine the extent of their
own duties and responsibilities.

F. Reason 6: Is closing public debate a solution to hate speech?
The Court recognizes the importance of free speech as a foundational block for a democratic
society.169 For this reason, the States are afforded a ‘particularly narrow’ margin of appreciation
for interference under Article 10(2) with political debate.170 The comments in Sanchez related to
‘present circumstances where the political and social climate [in France] was troubled’.171

166. Ibid., para. 201.
167. Ibid.
168. Ibid., para. 190.
169. ECtHR, Handyside v. United Kingdom, Judgment of 7 December 1976, Application No. 5493/72, para. 49.
170. ECtHR, Sanchez v. France, para. 146.
171. Ibid., para. 176.
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Concurrently, however, the Court recognizes that the nature of the Internet results in wider and
more instantaneous dissemination of unlawful speech which brings along a higher likelihood of per-
manence, and that in an electoral context, ‘the impact of racist and xenophobic discourse becomes
greater and more harmful’.172

It is not unreasonable for the Court to attempt to curb hate speech in such a context. In previous
cases dealing with similar types of comments, the Court showed a tendency to accept interferences
with Article 10 as necessary when the relevant ‘statements were made against a tense political or
social background’.173 It considered challenges associated with the integration of Muslim immi-
grants in France as such a situation.174 Yet in other cases the Court equally acknowledged that
in a pre-electoral context, ‘it is particularly important in the period preceding an election that opi-
nions and information of all kinds are permitted to circulate freely’.175 Moreover, the Court
acknowledged the special importance of Article 10 for elected politicians.176 This shows that the
Court is no stranger to situations which require a certain sensitivity towards the societal and political
context of the relevant acts of speech. In Sanchez, the Court failed to tread a very thin line. It failed
to balance the need for protection against expressions of hate speech by political actors with the
need to afford political speech with ‘an elevated level of protection’.177 Mr Sanchez did not
express hateful sentiments in the incriminating posts. They were expressed by others, possibly
his supporters, who responded to his lawful speech.

The Sanchez ruling may lead to harmful consequences for democracy and public debate. Faced
with the threat of liability for third-party comments, political actors with a social media presence
may be inclined to err on the side of caution and engage in the over-removal of content. Such an
outcome would be regrettable, given the importance of the Internet and social media platforms
as a means of ‘enhancing the public’s access to news and in generally facilitating the dissemination
of information’ but also as a forum for public debate and engagement with such actors.178 This deci-
sion gives politicians a cover to remove the comments on their profiles that they do not like because
the criticism obviously makes them look bad. Thus politicians are even more likely to curate the
political narrative found on their profiles. Such behaviour inevitably excludes certain voters from
the public forum, thereby also encouraging users to self-censor their speech before publication.
This European approach contradicts the latest US case law that closely scrutinizes social media
activity of officials to assess whether they speak on the state’s behalf when blocking expressions
of others.179

Even worse, the liability might attract bad actors who will target their opponents with anonym-
ous unlawful speech to increase the costs of operating their social media profiles to connect with

172. Ibid., para. 153, 176.
173. ECtHR, Perinçek v Switzerland, Judgment of 15 October 2015, Application No. 27510/08, para. 205.
174. Ibid.; ECtHR, Soulas and Others v France, Judgment of 10 October 2008, Application No. 15948/03, para. 38, 39;

ECtHR, Le Pen v France (dec.), Decision of 20 April 2010, Application No. 18788/09.
175. ECtHR, Bowman v UK, Judgment of 19 February 1998, Application No. 24839/94, para. 42; ECtHR, Długołęcki v

Poland, Judgment of 24 February 2009, Application No. 23806/03, para. 30; ECtHR, Savva Terentyev v Russia,
Judgment of 28 August 2018, Application No. 10692/09, para. 70.

176. ECtHR, Féret v Belgium, para. 65; ECtHR, Castells v Spain, Judgment of 23 April 1992, Application No. 1798/85,
para. 42; ECtHR, Jerusalem v Austria, Judgment of 27 February 2001, Application No. 26958/95, para. 36.

177. Ibid., para. 148.
178. Ibid., para. 159.
179. See the US Supreme Court decisions,O’Connor-Ratcliff v. Garnier, Case No. 22-324 (2024) and Lindke v. Freed, Case

No. 22-661 (2024).
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potential voters. Sanchez offers a strategy on how to prevent opponents from using the megaphone
of social media. It is enough to coordinate campaigns that bombard particular actors with many
comments, some of which are unlawful. Such actions flood the space with nonsense, raise the oper-
ating costs to connect with potential voters, and ultimately might force political actors to entirely
shut down the debate – an outcome that is clearly not favourable to freedom of expression.

As a result, public figures with sizable social media platforms would be even more exposed to the
potential of liability, as a result of the excessive traffic on their accounts and the practical inability to
monitor all comments.180 But, because Mr Sanchez himself had about only 15 comments in response
to his post,181 the Court quickly dismissed ‘the question of the difficulties caused by the potentially
excessive traffic on a politician’s account and the resources required to ensure its effective monitor-
ing’.182 Yet the risk of liability remains high, and when faced with such a threat, politicians with
large followings may turn to restricting access to their posts, thereby limiting public debate and the
exchange of information and opinions. If, on the other hand, future cases potentially assign less respon-
sibility to politicians with large followings to address the problems of scale, paradoxically, they would
start favouring political incumbents, or treat more harshly local politicians than national politicians.
Thus, whatever the judges do to apply Sanchez, they are faced with bad choices.

Another ‘major factual element’ the Court focused on is Mr Sanchez’s public Facebook wall,183
which it construed as ‘directly linked to the deliberate choice of the applicant’.184 By actively
choosing to open up the visibility of his Facebook wall, according to the Court, Mr Sanchez
‘must [have been] aware of the greater risk of excessive and immoderate remarks that might
appear’ and the risk of dissemination to a wider audience.185 In doing so, he had opened himself
up to the possibility of liability. Access to information and public participation would be practically
impossible if politicians’ social media platforms were limited to certain people. It is not clear that
the Court considered these trade-offs.

The Court’s ruling could have severe repercussions of closing off public viewership and engagement
since the possibility of being held liable would be a considerable incentive for politicians, and perhaps
other relevant public figures, to discontinue offering openly accessible social media profiles.

G. Reason 7: Does Sanchez contradict EU law?
If the Court were to suggest that the Convention requires that liability be imposed for failing to
anticipate third-party comments by those who store them, it would be contradicting the expectations
under EU law.

In Delfi, the Court only said that in some areas of sensitive illegal content, such as hate speech,
States can experiment with different liability models. However, this leeway does not exist for 40
members of the Council of Europe that are in the orbit of the EU law imposing a set of liability
exemptions via the ECD and/or the DSA.186

180. The Slovak Government in their intervention gave estimates within the millions regarding interactions their domestic
politicians encounter annually; Ibid., para. 113.

181. Ibid., para. 200.
182. Ibid.
183. Ibid., para. 193.
184. Ibid.
185. Ibid.
186. See footnote 9.
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Did the Court suggest that they must do so in Sanchez? As indicated earlier, the judgment is
vague enough to allow scope for many interpretations, including that the Court intended to
suggest exactly that.

With various parts of the Grand Chamber judgment tilting towards a more deferential or pre-
scriptive approach, it is difficult to conclude whether Sanchez on the whole points in either direc-
tion. On the whole, the Court recognized that ‘national authorities are better placed than itself to
understand and appreciate the specific societal problems faced in particular communities and con-
texts, or the likely impact of certain acts that they are called upon to adjudicate’.187

The resulting confusion is best illustrated by a recent judgment, Zöchling,188 decided by a
Committee of three judges that interpreted Sanchez as requiring at least an assessment of
whether pre-knowledge duties of care to avoid liability would be proportionate. The three
judges, two of whom were in the Sanchez Grand Chamber majority, indeed appear to have utilized
the more ‘prescriptive’ Sanchez dicta.189

The case involved a small Internet news portal that published around six to ten articles per day,
and was subject to a civil lawsuit concerning comments under these articles.190 The company
behind the news site deleted the comments within a few hours after receipt of the request and dis-
closed the users’ data upon request. By the time they were removed, the comments had been visible
on the portal for 12 days. The users in question were blocked. The Austrian Court of Appeals faith-
fully applied the EU liability exemptions and CJEU case law. However, it did not apply Delfi cri-
teria, as the law was clear. According to the Court of Appeals, the news site did not lose liability
exemption until it obtained notification, hence it has no pre-notification knowledge of specific
unlawful comments. As a result, the company behind the website could not bear any liability.
While the Regional Court considered the application of the Austrian media law and its duties of
care, the Court of Appeal rightly considered this irrelevant. The Austrian media law cannot
impose additional liability on news sites acting as hosts of third-party comments because this
would have been against EU law. It is irrelevant whether the article which attracted the comments
‘intentionally stirred up antipathies’ or not, unless it can be argued that the article unlawfully incited
such comments.191

The Court did not carry out an exercise to examine whether the platform could be a ‘large pro-
fessionally managed Internet news portal’ or ‘other fora on the Internet where third-party comments
can be disseminated’.192 Instead, it relied upon Sanchez as a seemingly broader test. It held that the
rejection of the Austrian courts to consider whether it is proportionate to impose liability for the
comments of others for the period before the newspaper hosting them acquired knowledge about
specific unlawful comments violated Article 8.193 Thus, while adopting a stance of respect and

187. ECtHR, Sanchez v. France, para. 189.
188. ECtHR, Zöchling v. Austria.
189. Ibid., para. 10–13.
190. ECtHR, Zöchling v. Austria, para. 3.
191. In such cases, the hosting exemption would not apply due to loss of neutrality. This is because such incitement would

amount to intentional collaboration with the users.
192. ECtHR, Delfi AS v. Estonia, para. 115, 116.
193. ECtHR, Sanchez v. France, para. 190; ECtHR. Zöchling v. Austria, para. 13: ‘the Court of Appeal did not consider

possible measures to be applied by the company to prevent defamatory content on its portal or to remove such
content. It did not have regard to the Regional Criminal Court’s finding that offensive comments about the applicant
had repeatedly been posted under articles published on the company’s portal since September 2015 (see paragraph 6
above) so that the company could have anticipated further offences. It did not assess whether informing users that
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deference to national factual findings, and perhaps not fully cognizant of the EU law framework, the
Court prompted Austrian courts to scrutinize the balance and proportionality of the existing EU law.
This is in stark contrast with what Delfi’s deference to legislatures stood for. Moreover, Zöchling
gives the impression that courts must seriously engage with the question of whether any platforms
can be reasonably expected to employ humans and technology to prevent publication or to ensure
immediate removal of unlawful comments of others. In other words, this suggests an obligation to
engage in general monitoring that is explicitly prohibited by Article 8 DSA (and formerly Article 15
of the EU E-Commerce Directive).194

To be clear, one should not draw such big conclusions from a single Committee judgment that
was meant to apply ECtHR case law in a clear and settled area of law. However, inevitably, this is
what some of the courts in the Member States might do when trying to interpret Sanchez. Hence the
title of our comment. Expect Grand Confusion.

Thus, while Sanchez might be still compatible with EU law because of its ‘may’ reading, some
ECtHR judges themselves are already encouraging reading it as a ‘must’. Zöchling is asking courts
to consider options that are clearly against EU law, as interpreted by the CJEU in YouTube.195 The
Luxembourg Court requires awareness of the specific unlawful speech of others to trigger knowl-
edge, whether actual or constructive, to strip content hosts from the liability exemption.196 General
awareness is never sufficient to lose the hosting liability exemption.197 Monitoring and fact-finding
duties cannot be imposed unless they concern specific cases.198 Thus, as a matter of EU law, the
Austrian court cannot question the reasonableness of pre-knowledge efforts. But that is exactly
what the ECtHR asking it to do.

6. Conclusion
The Strasbourg case law on liability for the speech of others online officially descended into chaos
without a proper sense of direction. Intermediaries as digital facilitators were supposed to be,

unlawful comments were merely “undesirable” rather than prohibited (see paragraph 2 above) could be regarded an
effective measure to prevent hate speech.’

194. Strangely enough, the Court notes the existence of this prohibition but thinks that Austrian media law can override it,
which it cannot. ECtHR. Zöchling v. Austria, para. 15.

195. CJEU, YouTube, Cases C-682/18 and C-683/18, para. 112: ‘it is apparent from the wording, objective and scheme of
Article 14(1) of the Directive on Electronic Commerce and from the overall context in which it occurs that the situations
mentioned in Article 14(1)(a) – namely the situation where the service provider concerned has “actual knowledge of
illegal activity or information” and the situation where such a provider is “aware of facts or circumstances from which
the illegal activity or information is apparent” – refer to specific illegal information and activities.’

196. Ibid., para. 113: ‘the providers of the services concerned cannot, in accordance with Article 15(1) of that directive, be
subject to a general obligation to monitor the information which they transmit or store or to a general obligation actively
to look for facts or circumstances indicating illegal activity. Second, pursuant to Article 14(1)(b) of the Directive on
Electronic Commerce, those providers must, as soon as they actually obtain knowledge or awareness of illegal infor-
mation, act expeditiously to remove or to disable access to that information, and must do so with due regard to the
principle of freedom of expression. As the referring court has also pointed out, it is only in relation to specific
content that such a provider is able to fulfil that obligation.’

197. Ibid., para. 111: ‘As regards the condition laid down in Article 14(1)(a) of the Directive on Electronic Commerce, that
condition cannot be regarded as not being satisfied solely on the ground that that operator is aware, in a general sense, of
the fact that its platform is also used to share content which may infringe intellectual property rights and that it therefore
has an abstract knowledge that protected content is being made available illegally on its platform.’

198. Ibid., para. 113.
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according to the Court’s own words, subject to a ‘differentiated and graduated approach’ that treats
them differently from editorial media.199 As of late, there is no differentiation of actors and little
sense of expectations being graduated by anything predictable.200 Any argument about the duties
and responsibilities that are ‘differentiated and graduated’ has become purely rhetorical.

The only reason why not-so-clear case law led to less visible consequences in the Council of
Europe’s 46 Member States in the last decade is that national law has been harmonized since
2000 through liability exemptions in 40 of them. However, confusion about Sanchez now has
the potential to threaten legal certainty, as illustrated by its application in Zöchling.

Despite the Court’s proclaimed deference to national law and increased use of the subsidiarity
principle, it is striking that democratically adopted legislation about digital services has been
ignored for so long in Strasbourg. It is the law common to the absolute majority of states that
are members of the Council of Europe and has been on the books for two decades.

While laws like the EU Digital Services Act offer slower, complex and less radical solutions,
they are a product of democratic deliberations. They offer a truly graduated and differentiated
approach by distinguishing liability for wrongs of others from accountability for operating the
systems, and dosing obligations to operate such systems according to the size, function, and user
base of services. As one of us has argued elsewhere, there are many principles underlying the
DSA that the Court could borrow from.201
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