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Comment

Julian Cristia: Latin America fares poorly in international learning assess-
ments even when compared with countries of similar economic develop-
ment (see Berlinski and others 2011, figure 1). There is significant evidence 
showing that academic achievement affects important adult outcomes such 
as employment and wages and some suggestive evidence on its aggregate 
effects on GDP growth (Dougherty 2003; Hanushek and Woessmann, 2008). 
This scenario provides a powerful motivation to identify programs that can 
increase students’ learning.

This paper contributes to the quest for effective programs by evaluating 
the impacts of the Brazilian Public School Math Olympics (OBMEP) on stu-
dents’ learning. It uses linked data on students’ test scores, participation in the 
competition, and sociodemographic characteristics. The authors implement  
a difference-in-differences design augmented with a statistical technique 
aimed at increasing the similarity between schools participating in the pro-
gram and a comparison group (propensity score reweighting). Results suggest 
that the program produced a positive and significant effect on mathematics 
test scores for participating students in the ninth grade. These effects seem 
to be concentrated among high-achieving students and in schools that have 
participated in the OBMEP multiple times.

The evaluated program is quite different from other interventions that have 
been studied in education. Traditional interventions have aimed at provid-
ing certain inputs in the educational process (for example, books, materi-
als, furniture, upgraded infrastructure, and teacher training). The evidence 
on limited impacts of this type of input-based intervention coupled with the 
substantive effects on school attendance produced by conditional cash trans-
fer programs has fueled a shift toward studying the effects of interventions 
aimed at increasing student effort. In recent years there has been a wave of 
studies evaluating the effects of providing monetary incentives to students 
(Jackson 2010; Fryer 2011). The OBMEP program shares the same focus on 
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incentives as those studies, but it differs in providing nonmonetary rewards 
to top performers.

Because of this unique program feature (the provision of nonmonetary 
rewards to top performers), it can be expected that the intervention may 
produce behavioral changes mainly among high-achieving students. Conse-
quently, as opposed to many other interventions in education, this program 
could increase average performance but at the cost of increased inequality, 
given that the expected effects could be larger on top students. This expecta-
tion seems to have materialized in practice because program take-up is heavily 
concentrated among large, urban, high-performing schools and because, even 
within this set of schools, the effects seem to be concentrated in top students. 
However, if the program is highly cost effective, then it could free up resources 
to fund compensating actions and produce learning gains across the whole 
distribution. For example, it could be implemented in tandem with increases 
in class size in top-performing schools and reductions in low-performing ones.

Because the program is heavily tilted toward high-achieving schools, it 
creates a substantial challenge for generating unbiased estimates of its effects. 
The authors make a significant effort to document that the estimated differ-
ences in test scores between participating schools and a comparison group 
represent causal effects. But the resulting evidence does not rule out the possi-
bility of biases in the estimated results. First, the authors document that there 
are no significant differences between students in fifth grade in participating 
schools and the comparison group. Because fifth-graders did not participate 
in the competition, the absence of statistically significant differences may 
suggest no selection. However, the estimated coefficient is positive and quite 
large (about 60 percent of the baseline effect), and it is not statistically sig-
nificantly different from the main effect. Second, results indicate a positive 
and significant effect in reading. Though the authors suggest that this is evi-
dence of spill-over effects, another plausible explanation is that the estimated 
effects are biased. That is, “effects” on reading (a nontargeted outcome) may 
indicate that, in the absence of the program, participating students would have 
performed better than those in the comparison group.

Data on intermediate channels would have helped to assess the credibility 
of effects on final outcomes. For example, data on study time at home and 
time-on-task at school in mathematics and language would have suggested 
whether participating in the program indeed affected behavior and, in particu-
lar, whether the increases in study time were present both in math and other 
subjects. Unfortunately, the authors cannot explore potential mechanisms 
because there are no administrative data on them.



Roberta Loboda Biondi, Lígia Vasconcellos, and Naercio Menezes-Filho   1 7 3

To sum up, my view is that the reviewed paper has made significant inroads 
in assessing an important policy question but has met certain hurdles in terms 
of the existing variation in program (and it consequences on potential biases) 
and on the available data. Overall, the results provide some suggestive evi-
dence on positive program effects concentrated among top-performing stu-
dents, at low cost. This study could be an excellent starting point to design 
and implement a large-scale, randomized evaluation in collaboration with the 
agencies running the program. This follow-up study could exploit again the 
administrative data to obtain large sample sizes (and hence precise estimates) 
but include primary data collection on a subsample of treatment and control 
schools to shed light on intermediate channels. Under plausible assumptions, 
the costs associated with producing such an evaluation would be a small frac-
tion of the value of the expected benefits in terms of the better use of public 
resources that this new study could induce.
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