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1	� Background

Children’s privacy can receive culturally diverse 
interpretations and its implementation is often 
contested. To psychologists, it is vital to child 
development [1]. To clinicians, it is necessary for 
mental health. In the United Nations Convention 
on the Rights of the Child (UNCRC), it is a 
child’s right. Yet, there is little consensus on from 
or by whom children’s privacy should be pro-
tected. At issue are the dimensions of privacy 
(bodily, locational, communicational, decisional, 
and informational) [2], cultural understandings 
of privacy, and privacy’s embedding in different 
legal systems [3, 4]. In most countries, legal pro-
tections center on privacy from the state, although 
also from commercial actors. Meanwhile, the 

public typically thinks of privacy in interpersonal 
terms, relying on negotiating social norms to pro-
tect their privacy.

In the digital age, privacy from the state, 
businesses, and individuals is both enabled and 
threatened by digital technologies and new 
forms of data processing, notably by commer-
cial providers of digital products and services. 
Digital networks create new opportunities for 
interpersonal expression and exchange. These 
are highly valued by children and young people, 
although navigating digital spaces can make 
children’s activities more visible to others than 
they realize [5]. However, privacy infringements 
are intensified now that everyday digital activi-
ties are tracked, shared, aggregated, and often 
monetized [6].

Data processing influences both privacy and 
the outcomes that depend on privacy—identity, 
dignity, freedom of thought and speech, safety, 
sociality, and participation. UNICEF argues that 
technological innovation impacts multiple 
dimensions of children’s privacy and can have 
various negative effects [7]. Children’s bodily (or 
physical) privacy is violated when tracking, mon-
itoring, or live broadcasting or streaming tech-
nologies reveal a child’s image, activities, or 
location. Their communicational privacy is vio-
lated when surveillant governments, bad actors, 
or unintended audiences gain access to children’s 
posts, chats, or messages. Their informational 
privacy is violated when their personal data is 
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collected, processed, or shared unlawfully or 
beyond what children reasonably expect. Finally, 
their decisional privacy is violated when digital 
design or automated decision  making limits, 
directs, or biases children’s thoughts and choices 
[8, 9].

In public and policy debates over privacy, 
children occupy an uneasy position. Media head-
lines complain that children’s social media activ-
ities show they have no sense of privacy, also 
criticizing parents for publicly sharing images of 
their children. Parents, caregivers, and health 
advocates argue that children’s privacy should 
not be invaded by commercial interests such as 
advertising and marketing [10]. Yet children’s 
privacy gets short shrift in policy deliberations 
regarding privacy and data protection regulation. 
When it is discussed, it is often under the guise of 
keeping children safe rather than ensuring their 
right to privacy is honored [11]. Moreover, the 
same adults who defend their own privacy from 
the state and commerce may doubt that children 
need privacy, especially from their parents, not-
withstanding that parental actions are not always 
in their child’s best interests.

2	� Current State

Privacy is widely theorized as relational, being 
variously sustained or threatened through social 
interactions shaped by conventions of visibility, 
intimacy, publicness, surveillance, consent, and 
redress. In highlighting these normative contex-
tual factors, US legal scholar Helen Nissenbaum 
argues that privacy is “neither a right to secrecy 
nor a right to control, but a right to appropriate 
flow of personal information” [12]. How does, 
and how could, this apply in the digital environ-
ment, where children have little agency regarding 
the flow of their personal information (i.e., infor-
mation that identifies them, either directly or 
indirectly)?

Research shows that children care about their 
privacy online, making efforts to create and sus-
tain digital spaces that are both meaningful to 
them and privacy preserving, and finding tactics 
and workarounds when privacy settings are insuf-

ficient for their needs [13]. Yet the operation and 
consequences of the complex and opaque digital 
ecosystem in which children are increasingly 
immersed may remain beyond their comprehen-
sion, as they do for most adults. Hence, adequate 
policy responses are vital to protect children’s 
privacy.

Unlike the right to free expression, the right to 
privacy is not an enumerated right within the text 
of the United States Constitution. As such, in the 
United States, courts will not weigh an individu-
al’s right to privacy equally with another individ-
ual’s right to free expression or speech. Moreover, 
a parent’s right to raise their child as they see fit 
is recognized as a constitutional right under the 
due process clause of the 14th Amendment. Thus, 
any discussions centered on a child’s right to pri-
vacy are often outweighed both by parental rights 
to free expression and the parental right to dictate 
how the child is raised [14]. Laws that affect chil-
dren’s privacy either stem from a consumer or 
market perspective [15] (such as the 1998 
Children’s Online Privacy Protection Act 
(COPPA)), which requires parental consent for 
companies’ processing of the data of children 
younger than 13, or they are adopted at the state 
level (such as the California Age-Appropriate 
Design Code Act). Recent legislative proposals 
by US lawmakers focus on children’s online 
safety. While this may ultimately protect their 
privacy, it does not recognize children’s agency 
according to their evolving capacities, which is 
recognized in the rights-based privacy protection 
in the UK and EU [16].

In the UK, and Europe more widely, although 
the right to privacy and the right to the protection 
of personal data are closely interlinked, they are 
not identical in scope or implementation [17]. 
Whereas the right to privacy prohibits state inter-
ference with an individual’s personal sphere and 
the shaping and expression of identity (including 
sexual orientation) and family life, subject to 
some exceptions, the right to data protection pro-
vides a system of checks and balances for how 
information about an individual is processed by 
public and private actors [18]. The EU General 
Data Protection Regulation (GDPR), on which 
the UK data protection framework is also 
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grounded, acknowledges that data protection is 
closely linked to other fundamental rights, and 
that children’s data merits heightened protection 
because of their vulnerability. In the UK, such 
protections for children are articulated through a 
legally binding Age Appropriate Design Code 
(AADC), now also adopted and considered in 
various forms internationally, including in 
California, Maryland, New Mexico, Argentina, 
and Indonesia.

Contexts in which tensions  between child 
rights or between child and adult rights are par-
ticularly relevant are the family, health, and edu-
cational contexts.

2.1	� The Family Context

Courts in the US are reluctant to regulate family 
matters, and parents in the US have significant 
legal protections to control the upbringing of 
their children. Meanwhile, children in the UK 
benefit from the rights afforded to them through 
several UK laws, underpinned by the UK’s ratifi-
cation of the UNCRC, which recognizes the need 
to respect children’s evolving autonomy, capaci-
ties, and privacy, even when parents’ and chil-
dren’s interests conflict. The US has not ratified 
the UNCRC, mainly due to the concern that it 
will undermine parental authority to discipline 
children and, more generally, raise children as 
parents see fit. Consequently, until a young per-
son’s eighteenth birthday, parents have the 
authority to disclose a young person’s private 
information with minimal or no state intervention 
[19]. Even when courts recognize that young 
people have an interest in privacy, this interest 
traditionally ends where intrafamilial life begins. 
Consider the context of parents sharing informa-
tion online about their children (“sharenting”) 
[20]. While this may benefit parents socially and 
financially, it can jeopardize their child’s privacy, 
and allow third parties to collect and further share 
children’s data, including sensitive images or 
location information, in ways unintended or 
unanticipated by the parent and potentially harm-
ful to the child [21].

It is almost inconceivable to imagine courts in 
the US enjoining parents from posting publicly 
about their children, except in the most limited 
circumstances. Indeed, parents in the US often 
share images with unfettered restraint due to cul-
tural and legal expectations of parental autonomy 
and free speech. By contrast, the UNCRC, UK 
GDPR, and other laws applicable in the UK and 
Europe offer young people certain legal remedies. 
Under the European Convention of Human 
Rights, to which the UK is a party, conflicts 
between a parent’s right to family life and expres-
sion and a child’s right to privacy is assessed on a 
case-by-case basis by the European Court. This is 
done using the child’s best interests (UNCRC 
Article 3.1) as a guiding principle when balancing 
parents’ and children’s rights. Further, parental 
disclosures, labeled speech in the US, may consti-
tute personal data in the UK, affording children 
greater legal protections such as the right to ask 
for the erasure of images (“the right to be forgot-
ten”). However, in practice, it is difficult for chil-
dren to exercise their right to privacy, in particular 
against a parent, and especially when very young 
[22]. Furthermore, there are doubts whether shar-
enting falls within the household exemption, 
thereby rendering the GDPR inapplicable [23].

2.2	� The Educational Context

Data are collected from children throughout their 
learning lives—at school and in nonformal and 
informal learning settings—in ways that are 
intensified by the reliance on educational tech-
nologies for teaching, safeguarding, and adminis-
tration. The data collected are often sensitive 
(including race/ethnicity, family hardship, mental 
health, and disabilities) and can be analyzed to 
reveal further intimate details about each child. 
Whether data collection is mandated by the gov-
ernment or is a matter of school choice, it is likely 
that children’s data enter a global commercial 
ecosystem extending far beyond the school [24]; 
meanwhile the promised benefits (resulting from 
personalized learning or learning analytics) do 
not always materialize [25].
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In the United States, the federal law intended 
to protect the privacy of students’ educational 
records is the Family Educational Rights and 
Privacy Act (FERPA). Designed to prevent mis-
use of students’ records, FERPA prioritizes infor-
mational privacy and relies on parental consent as 
“the primary mechanism for disclosure” [26]. 
This puts the primary responsibility for protect-
ing children’s data on parents rather than busi-
nesses, although whether parents can provide 
meaningful consent in complex data-driven econ-
omies is questionable [27]. In December 2023, 
the Federal Trade Commission proposed changes 
to COPPA which could also affect education 
technology (EdTech) providers, including a pro-
hibition to use children’s information for com-
mercial use and additional safeguards [28].

In the United Kingdom, children’s personal 
data are protected by the UK Data Protection Act 
2018 and the UK GDPR.  Further, the AADC 
applies to EdTech services likely to be accessed 
by children on a direct-to-consumer basis (on the 
web or through an app) [29]. This ensures 
privacy-by-design, data minimization require-
ments, and data subject rights. In practice, how-
ever, the US and the UK share similar problems 
of compliance and enforcement, partly because 
children’s privacy at school is commonly a low 
priority and use of tech is often not a (real) 
choice, and partly because schools lack the 
expertise and resources to hold powerful EdTech 
companies to account [30].

2.3	� The Health Context

Privacy is core to the delivery of healthcare, 
which increasingly has a digital dimension. Data 
protection laws apply to health records, given the 
sensitive personal data they contain. In the United 
States, the Health Insurance Portability and 
Accountability Act (HIPAA) includes stringent 
information security standards. However, as with 
education, commercial technologies increasingly 
provide the infrastructure for health services 
delivery. While detailed consideration has been 
applied to children’s capacity to consent to medi-
cal treatment, their options to consent (or not) to 

the consequent data processing are limited, even 
though the data at issue may be highly sensitive. 
With innovation in digitally facilitated treatment 
[31], concerns are growing regarding whether 
digital health services respect children’s privacy 
and protect their data [32, 33]. In addition to data 
protection considerations, “confidentiality con-
cerns can be a critical barrier for young patients 
in seeking and receiving appropriate medical ser-
vices, and confidentiality protection represents 
an important evidence-based practice in adoles-
cent health care” [34]. Increasingly, these con-
cerns intersect: parents may be informed of their 
child’s treatment or learn of it through an insur-
ance statement, for instance, in ways that the 
child does not anticipate or is not in their interest, 
compromising confidentiality for young patients 
[34].

In the United Kingdom, young people aged 16 
and 17 are treated similarly to adults, presumed 
to have sufficient capacity to decide about their 
medical treatment and exercise their data protec-
tion rights, although assessing their capacity can 
be challenging [35, 36]. From the age of 13, chil-
dren deemed mature enough to make such deci-
sions can access online, and without parental 
consent, confidential sexual health services 
including contraception, testing for sexually 
transmitted infections, and advice on unplanned 
pregnancy [37]. This medical judgement is mir-
rored by data protection regulation: recognizing 
that children increasingly go online to access 
help or counseling services, the UK GDPR and 
the GDPR allow children under the age of con-
sent to do so without obtaining parental consent 
for the processing of their personal data.

3	� Future Research

Research on children’s privacy and data protec-
tion is actively developing across multiple sec-
tors. There are some pressing gaps in knowledge, 
including the effect of video cameras, smart 
monitoring, or facial recognition in homes, 
schools, and public spaces, or of sharing sensitive 
or biometric data with health services or law 
enforcement.
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Also important are knowledge gaps regarding 
how children of different ages and life circum-
stances understand and value their privacy, at 
home, with peers, and in relation to education, 
health, business, and other organizations. 
Research could examine whether unfolding pri-
vacy beliefs and practices affect children’s online 
identity expression or agency or help-seeking, 
and whether this varies by dimensions of 
vulnerability.

Efforts to protect children’s privacy raise new 
research questions in turn. How is existing legis-
lation enforced, and which new policies and 
practices are emerging to protect children’s pri-
vacy, and are they effective? What mechanisms 
would incentivize service providers to implement 
necessary safeguards? Also, are efforts to increase 
digital literacy, even to resist the datafication of 
children’s lives, proving effective?

Finally, research could examine whether the 
global nature of big tech is harmonizing cultural 
understandings of children’s privacy or provok-
ing divergent responses in different countries or 
contexts (such as law, education, health, or wel-
fare). Related, are strategies emerging to enable 
children to benefit from the data collected from 
them? Indeed, what role do and could children 
play in shaping future policy responses?

Such questions are especially pressing as arti-
ficial intelligence (AI) becomes more pervasive 
in contexts (education, health, transport), where 
dependence on technical systems means neither 
children nor parents have meaningful opportuni-
ties to give or withdraw consent or exercise other 
rights. However, the present chapter suggests a 
sufficient evidence base for clear recommenda-
tions, as below.

4	� Recommendations

•	 Government policies on privacy and data must 
promote children’s rights, facilitating their 
need for protection and participation, and pre-
vent discrimination and other harms arising 
from privacy violations and data exploitation 
in digital contexts. Governments  should also 
involve young people in the policymaking 
process, by giving children real agency in 

influencing decisions that affect them, includ-
ing policy and product design.

•	 There must be necessary safeguards in place 
for children’s privacy and data protection 
when data- and AI-driven technologies are 
used in public services affecting or used by 
children (notably education, health, and wel-
fare). In addition, these safeguards need to be 
regularly updated to keep pace with techno-
logical innovation.

•	 Since neither children nor families can realis-
tically be held solely responsible for navigat-
ing the complex, global, and largely 
commercial digital environment on which 
their lives increasingly depend, the govern-
ment must regulate or legislate robust stan-
dards of privacy by design and by default, as 
included in the UK Data Protection Act and 
AADC, and ensure that big tech provides 
child-friendly, age-appropriate mechanisms 
for privacy protection, transparency, com-
plaint, and remedy.

•	 Sustained media (data, digital, privacy critical, 
AI) literacies are vital from an early age. They 
should be implemented in school curricula, 
professional training (for teachers, clinicians 
and other professionals who work with chil-
dren), and parent/caregiver guidance. Such 
initiatives should be informed by children’s 
voices, reflect their concerns and experiences, 
and respond to real-world problems.

•	 A robust evidence base must be sustained that 
fills critical gaps, especially regarding younger 
children and those living in vulnerable or dis-
advantaged situations, provides an indepen-
dent evaluation of the effectiveness of 
privacy-related interventions, and consults 
children for their own experiences and views.
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