
1 

 

Urban Land Use Fragmentation and Human Wellbeing 1 

 2 

 3 

Dr. Christine Bertram 4 

Kiel Institute for the World Economy (IfW Kiel),  5 

Kiellinie 66, 24105 Kiel, Germany,  6 

christine.bertram@ifw-kiel.de 7 

phone: +49 431 8814 261 8 

 9 

Dr. Jan Goebel 10 

German Institute for Economic Research (DIW Berlin),  11 

Mohrenstraße 58, 10117 Berlin, Germany,  12 

jgoebel@diw.de 13 

 14 

Dr. Christian Krekel * 15 

London School of Economics (LSE),  16 

Department of Psychological and Behavioural Science,  17 

and 18 

London School of Economics (LSE),  19 

Centre for Economic Performance (CEP),  20 

Houghton Street, London WC2A 2AE, UK,  21 

c.krekel@lse.ac.uk 22 

 23 

Prof. Dr. Katrin Rehdanz 24 

Kiel University,  25 

Olshausenstraße 40-60, 24098 Kiel, Germany,  26 

rehdanz@economics.uni-kiel.de 27 

 28 

 29 

* Corresponding Author 30 

 31 

 32 

 33 



2 

 

Abstract 34 

We study how land use fragmentation affects the life satisfaction of city dwellers. To this end, 35 

we calculate fragmentation metrics based on exact geographical coordinates of land use from 36 

the European Urban Atlas and of households from the German Socio-Economic Panel. Using 37 

OLS and fixed effects specifications, we find little impact on life satisfaction when aggregating 38 

over land use types. Looking at particular types, however, we find that it is positively affected 39 

by lower average degrees of soil sealing, larger shares of vegetation, and more heterogeneous 40 

configurations of medium and low-density urban fabric, especially in areas with higher 41 

population density. 42 
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1. Introduction 56 

As the speed and scale of urbanisation is expected to increase in the coming years, it is of crucial 57 

importance to investigate the effect of urban environments on the quality of life of city dwellers. 58 

In 2018, more than half of the world’s population (55%) resided in urban areas, and this share 59 

is expected to rise to 68% by the middle of the century (UN 2019a). Cities are attractive as they 60 

generate positive agglomeration effects such as an effective division of labour, yielding 61 

productivity benefits and generating employment opportunities and higher incomes, and they 62 

are places where new ideas and technological innovations can thrive. Cities, however, also 63 

generate negative external effects such as congestion, noise, and air pollution. By one estimate, 64 

in 2016, 90% of city dwellers were breathing unsafe air, resulting in 4.2 million deaths due to 65 

air pollution (UN 2019b). Increasing urbanisation and a lack of affordable housing also put 66 

pressure on public open spaces such as green spaces, which provide space for social interaction 67 

and important ecosystem services (EC 2013). Many of these negative external effects are not 68 

traded on markets and some of the positive effects are public goods for which no markets exist. 69 

The net effect of urbanisation on the life satisfaction of city dwellers is thus unclear. 70 

Studies investigating agglomeration effects and urban amenities and disamenities have 71 

used various approaches for valuation such as stated and revealed preference methods including 72 

hedonic pricing.1 In recent years, the experienced-preference approach, also termed subjective 73 

wellbeing approach, has emerged as a widely applied approach for preference elicitation and 74 

non-market valuation (Welsch and Ferreira 2014, OECD 2018).2,3 However, rather few studies 75 

explicitly address urban environments or data sets customized to urban environments. One 76 

notable exception is MacKerron and Mourato (2009), who look at air quality in London using 77 

highly spatially disaggregated data. 78 

In this study, we analyse how urban land use fragmentation affects the life satisfaction 79 

of about 15,000 city dwellers in Germany using data from the German Socio-Economic Panel 80 
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Study (SOEP) and the European Urban Atlas (EUA 2006). While previous studies have only 81 

looked at the relationship between landscape composition (that is, shares of certain land use 82 

types, diversity, or evenness indices) and life satisfaction, we explicitly address spatial 83 

configuration and fragmentation. In particular, we analyse how landscape composition and 84 

configuration, represented by prominent landscape metrics calculated both aggregated across 85 

all land use types and individually for selected land use types, affect self-reported life 86 

satisfaction. 87 

We find that the level of fragmentation in the residential neighbourhood has surprisingly 88 

little impact on their life satisfaction. This holds, in particular, when looking at land use 89 

fragmentation at an aggregate level, across all types of land use. When looking at specific land 90 

use types, however, a slightly different picture emerges: life satisfaction of residents is higher 91 

in areas with lower average soil sealing and larger shares of vegetation, which holds especially 92 

in areas that are densely populated. Moreover, life satisfaction of residents tends to be higher 93 

in densely populated areas where medium and low-density urban fabric are arranged in a more 94 

heterogeneous and fragmented manner. 95 

This paints a diverse picture about the wellbeing impacts of urban growth strategies. 96 

Since urban expansion is often closely related to economic growth, the specific expansion 97 

patterns merit attention for spatial planning and policy-making. Generally, a consensus has been 98 

reached that the development of compact and green cities needs to be promoted since urban 99 

sprawl, i.e., scattered and unplanned expansion, typically has detrimental economic, social, and 100 

ecological impacts (Artmann et al. 2019). The need for the integration of green infrastructure 101 

in growing cities is evidenced by findings that further densification leading to higher degrees 102 

of soil sealing seems to be detrimental to subjective wellbeing. Especially in already highly 103 

densified areas, architectural elements that reduce feelings of density and break up soil sealing, 104 

such as small parks and gardens, green spaces, street tree cover, or vertical gardens (Magliocco 105 
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2018, Manso and Castro-Gomez 2015), have the potential to alleviate some of the adverse 106 

wellbeing impacts of densification. 107 

The remainder of this paper is structured as follows. Section 2 presents an overview of 108 

the related literature and this paper’s specific contributions. Section 3 provides a description of 109 

our data including our landscape fragmentation metrics and their interpretations. Section 4 110 

presents the empirical strategy, and Section 5 our findings. Section 6 concludes and discusses 111 

our findings in light of their relevance for recent discussions on urban growth strategies as well 112 

as landscape and urban planning and design. 113 

 114 

2. Literature Review and Contribution 115 

Few studies have looked at the effects of different types of urban land use on life satisfaction. 116 

In an urban context, green space is the most often studied land use type. In general, the 117 

observation is that more green space is positively related to life satisfaction, with the majority 118 

of city dwellers being undersupplied (Yuan et al. 2018, White et al. 2013, Ambrey and Fleming 119 

2014b, Smyth et al. 2008). Bertram and Rehdanz (2015) and Krekel et al. (2016) both observe 120 

a significant, inverted U-shaped effect of the amount of green space on the life satisfaction of 121 

people’s residential neighbourhood. Some of these studies also look at the effects of other urban 122 

land use types: for example, Krekel et al. (2016) consider forests, water bodies, and vacant areas 123 

in addition, finding that vacancy has a significantly negative effect on life satisfaction. 124 

The studies on the effect of urban land use mentioned so far, however, only look at the 125 

effect of the amount of a certain land use type or the distance to a certain land use type on life 126 

satisfaction. Yet, it may also matter for life satisfaction how different land use types are 127 

arranged and structured in a certain neighbourhood or city. Some of this is evidenced in the 128 

field of landscape ecology, where some studies investigate how landscape structure influences 129 

sub-aspects of life satisfaction and visual landscape preferences: for example, Lee et al. (2008) 130 
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investigate the relationship between neighbourhood satisfaction and landscape structure 131 

represented by different landscape metrics. They show positively significant relationships using 132 

pairwise correlations. Likewise, Dramstad et al. (2006) investigate the relationship between 133 

visual landscape preferences and landscape structure, also represented by different landscape 134 

metrics. They present mixed findings looking at pairwise correlations. Related to this, Palmer 135 

(2004) studies the relationship between scenic value and different landscape metrics, finding 136 

stronger correlations between shares of certain landscape types and scenic value than between 137 

landscape structure and scenic value. 138 

Besides landscape ecology, a stream of literature in psychology going back as early as 139 

1947 (Diamond et al. 1964, Hebb 1947) looks at how our environment affects our brain 140 

structure and function, suggesting that more ‘enriched’ environments which are more complex 141 

and provide more stimulation facilitate brain plasticity (see Kühn et al. 2017 for a recent paper 142 

on urban land use). However, while richness in urban land use may facilitate brain development, 143 

several studies in the epidemiological literature suggest that living in denser urban 144 

environments is associated with lower mental health and higher incidence of mental health 145 

conditions such as schizophrenia (Tost et al. 2015, van Os et al. 2003, 2010). 146 

From these studies, it is therefore not ex-ante clear whether a more heterogeneous and 147 

fragmented landscape in urban areas brings with it positive or negative wellbeing impacts. It is 148 

thus worthwhile to take a closer look at the potential effect of landscape structure or landscape 149 

fragmentation on life satisfaction. Particularly in growing cities, it is a debated question how 150 

new residential housing and other buildings should be integrated into the existing city structure 151 

and whether densification should be preferred over growth along the urban fringes – two very 152 

different urban growth strategies (OECD 2014). A similar question applies to urban growth at 153 

the regional level, and in particular, whether a more polycentric as opposed to monocentric or 154 

centralised as opposed to dispersed urban growth strategy yields stronger wellbeing benefits. 155 
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Using repeated cross-section data from the European Social Survey (ESS), Hoogerbrugge et al. 156 

(2021) suggest that polycentricism is positively and dispersion negatively associated with life 157 

satisfaction, but also that there is an interaction between polycentricism and dispersion (i.e. in 158 

more dispersed regions, residents experience more positive effects of polycentric structures than 159 

in more centralised regions). To our knowledge, however, there are only two studies that have 160 

investigated the link between landscape structure and life satisfaction within cities, at least to 161 

some extent. 162 

Brown et al. (2016) use data from the 2001 wave of the OECD Household Survey on 163 

Environmental Policy and Individual Change for 33 cities with more than 500,000 inhabitants 164 

distributed across five OECD countries and combine it with Corine Land Cover data. Their 165 

measure of urban structure – the Shannon’s Diversity Index (SDI) – is calculated over all land 166 

cover types for a five kilometres radius around a household’s post code centroid. They find a 167 

strongly negative effect of land cover diversity on residents’ life satisfaction for the pooled data. 168 

The land cover effects are, however, heterogenous among countries and insignificant for single 169 

countries, potentially due to the small sample sizes per country. More recently, Olsen et al. 170 

(2019) combine individual responses to the European Urban Audit Perception Surveys (2012 171 

and 2015) with city-level data from the European Urban Atlas for 66 cities in 28 countries. 172 

Using multilevel binary logit models, they find evidence that the amount of some land use types 173 

is associated with higher life satisfaction (arable land, pastures, and isolated structures) and 174 

some with lower (continuous urban fabric, industrial, commercial, public, and military areas). 175 

Land use evenness – measured by Shannon’s Evenness Index (SEI) – and land use diversity 176 

(SDI) have no significant effect on life satisfaction. 177 

We contribute to this literature in several ways: first, we extend the analysis by 178 

systematically investigating a wide range of land use fragmentation metrics. So far, either 179 

individual land use classes (e.g., the share of green space) or composite metrics (i.e., SEI and 180 
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SDI at the landscape level, aggregating over all land use types) have been used. However, 181 

indices such as SEI or SDI only represent the relative abundances of different land use types in 182 

a landscape and their evenness or diversity but not the spatial configuration and fragmentation 183 

of a landscape itself (McGarigal 2012).4 In fact, two landscapes with the same levels of SDI 184 

and SEI can have quite different levels of fragmentation (see Section 3.3 for a discussion and 185 

an illustration). To our knowledge, we are the first to consider additional landscape metrics 186 

which capture not only the composition but also the spatial configuration and fragmentation of 187 

landscapes and their effects on the life satisfaction of city dwellers. 188 

Second, we calculate landscape metrics both at the landscape level (i.e., aggregating 189 

over all land use types) and at the land use type level. Our selection of fragmentation metrics is 190 

borrowed from landscape ecology where metrics have been developed to quantify the structure 191 

of a landscape and to study, amongst others, the relationship between landscape structure and 192 

the ecological functioning of a landscape (Turner 1989). The same metrics have also been used, 193 

e.g., by Lee et al. (2008) and Palmer (2004), to study the relationship between landscape 194 

structure and neighbourhood satisfaction and scenic value, respectively.5 195 

Third, our study differs from earlier studies by exploiting nationally representative, 196 

highly detailed spatial panel data from the SOEP (years 2000 to 2014) that include the exact 197 

geographical coordinates of households, merged with highly detailed spatial cross-section data 198 

on urban land use from the EUA (year 2006), customized to represent land use fragmentation 199 

in compact urban areas around households and reflecting land use in the year 2006. This mirrors 200 

more accurately the life realities of people in their neighbourhoods than comparable studies. 201 

Brown et al. (2016) use post code data to locate respondents in cities and Corine Land Cover 202 

data for calculating landscape fragmentation metrics, which is much coarser than our approach 203 

and less suitable for analysing compact urban areas. Olsen et al. (2019) use EUA data but 204 

aggregated at the city level. Finally, both studies rely on household cross-section data, whereas 205 
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the SOEP provides us with household panel data, allowing us to control for time-invariant 206 

unobservable characteristics of respondents and of cities throughout our analyses. Importantly, 207 

as our land use data are time-invariant and limited to the year 2006, our variables of interest are 208 

estimated by respondents who move at least once during the observation period (that is, during 209 

the years 2000 to 2014), who are the only group for whom our variables on land use change 210 

over time. Looking at such within-individual variation is a deliberate design choice. We discuss 211 

issues pertaining to endogenous sorting at greater length in our empirical strategy but note here 212 

that about 80% of movers report to move primarily for reasons unrelated to their surroundings 213 

(such as job or family reasons). Moreover, regressing the likelihood of moving on our variables 214 

of interest, or excluding movers altogether and instead estimating our variables interest by 215 

stayers leaves our findings qualitatively unchanged. This suggests that endogenous sorting 216 

seems to be a quantitatively rather minor issue, at least when it comes to land use fragmentation. 217 

Our estimation sample includes 14,744 individuals living in the 35 major German cities with 218 

more than 100,000 inhabitants. Of these 14,744, there are between 3,856 and 2,119 movers 219 

(depending on specification) during our 15-years observation period. 220 

 221 

3. Data 222 

3.1. Life Satisfaction 223 

We use data on life satisfaction from the SOEP for the period 2000 to 2014. The SOEP is a 224 

nationally representative household panel in Germany that has been conducted annually since 225 

1984 and that includes, in its latest wave, longitudinal data on more than 11,000 individuals 226 

living in about 30,000 households. Most importantly, the SOEP records – annually since 2000 227 

– the geographical coordinates of households at the street-block level.6 This allows us to merge 228 

data on life satisfaction with data on urban land use based on precise geographical coordinates 229 

and to calculate landscape fragmentation metrics for different types of urban land use in a pre-230 
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specified treatment radius around households.7 To test for the sensitivity of our results, we 231 

calculate landscape fragmentation metrics for two treatment radii: 1,000 (to proxy for local 232 

neighbourhood) and 500 metres (to proxy for the more immediate neighbourhood). Following 233 

Olsen et al. (2019), we restrict our sample to households living within the administrative 234 

boundaries of the cities. In contrast, Brown et al. (2016) consider people living in so-called 235 

Functional Urban Areas which includes parts of the hinterlands if they have a functional 236 

relationship to the city, e.g. via commuting. The reason for choosing this delineation is that we 237 

are particularly interested in what influences life satisfaction in urban areas in which the effects 238 

of complexity and density do play a role but the direction of the effect is not clear (Kuehn et al. 239 

2017, Tost et al., 2015, van Os et al. 2010). 240 

Our outcome variable is life satisfaction, which is obtained from a single-item eleven-241 

point Likert scale question asking respondents: “How satisfied are you with your life, all things 242 

considered?”. Answer possibilities range from zero (“completely dissatisfied”) to ten 243 

(“completely satisfied”). In addition, we obtain data on demographic and human capital 244 

characteristics as well as economic conditions at the individual level, household characteristics 245 

and housing conditions at the household level, and neighbourhood characteristics at the city 246 

level.8 We routinely include these observables in our regressions to account for differences in 247 

time-varying observables between individuals and cities and to control for selection on 248 

observables within and between cities.9 249 

 250 

3.2. Urban Land Use 251 

Our data on urban land use originates from the European Environment Agency’s EUA and 252 

captures land use in the year 2006. The EUA is a cross-section dataset that records different 253 

types of urban land use based on satellite imagery capturing areas greater than a minimum 254 

mapping unit of 0.25 hectares for European cities and metropolitan areas with a population of 255 
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at least 100,000 inhabitants (EEA 2011). Our analysis is restricted to the 35 major German 256 

cities and metropolitan areas available in the EUA.10 A major advantage of the dataset is that it 257 

records information based on land use, which is much more precise than information based on 258 

land cover. In particular, the sampling process includes a validation stage examining if the 259 

classification by satellite imagery is in fact consistent with actual usage (EEA 2011).11 260 

The EUA provides one shapefile per city or metropolitan area recording up to 20 types 261 

of urban land use, which are categorised into (i) artificial surfaces, (ii) agricultural and semi-262 

natural areas as well as wetlands, (iii) forests, and (iv) water bodies. Artificial surfaces are 263 

further disaggregated into (v) urban fabric; (vi) industrial, commercial, public, military, private, 264 

and transport units; (vii) mine, dump, and construction sites; and (viii) artificial non-agricultural 265 

vegetated areas. Each sub-category then includes the corresponding types of urban land use. 266 

For example, urban fabric includes five types of fabric that differ in their average degree of soil 267 

sealing, ranging from continuous to discontinuous very-low-density fabric.12 268 

Urban fabric is by far the most dominant category of land use in urban settings (about 269 

30% of the landscape covered), and its structure and composition is thus expected to matter for 270 

life satisfaction. The category is also interesting in view of recent discussions about urban 271 

growth strategies that promote further densification as opposed to growth along the urban 272 

fringes. The category urban fabric consists of five types: (i) continuous urban fabric (average 273 

degree of soil sealing greater than 80%), (ii) discontinuous dense urban fabric (sealing between 274 

50% and 80%), (iii) discontinuous medium-density urban fabric (sealing between 30% and 275 

50%), (iv) discontinuous low-density urban fabric (sealing between 10% and 30%), and (v) 276 

discontinuous very-low-density urban fabric (sealing less than 10%). Figure 1 illustrates the 277 

distribution of the different types of urban fabric exemplarily for the capital city Berlin, the 278 

largest and most populated city in Germany.13 279 

 280 
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[Figure 1 about here] 281 

 282 

The main criterion for a patch of land to be categorised as urban fabric is (at least partial) 283 

residential use.14 The category covers built-up areas (i.e., residential structures and patterns 284 

such as buildings and entry ways) and associated land (i.e., other sealed surfaces such as roads 285 

and parking lots). It is important to note that the different types of urban fabric are distinguished 286 

only by their average degree of soil sealing and not by their type of building (e.g., single house, 287 

apartment building, or high rise), which we routinely control for throughout our regressions. 288 

That said, under continuous urban fabric (average degree of soil sealing greater than 80%), 289 

buildings, roads, and other sealed surfaces cover most of the area, whereas non-sealed or 290 

vegetated surfaces (i.e., gardens, planted areas, and non-planted public areas) are an exception. 291 

On the contrary, under discontinuous very-low-density urban fabric (average degree of soil 292 

sealing less than 10%), non-sealed or vegetated surfaces are predominant, and sealed surfaces 293 

an exception. The other types lie in between these two extremes. 294 

 295 

3.3. Landscape Fragmentation Metrics 296 

The landscape fragmentation metrics used in this study capture either the composition of a 297 

landscape or the spatial configuration.15 Those that capture the composition of a landscape refer 298 

to “features associated with the variety and abundance of patch types within the landscape, but 299 

without considering the spatial character, placement, or location of patches” (McGarigal 2012). 300 

Composition metrics include, for example, (i) the total area of a landscape, (ii) the proportion 301 

of the area covered by each patch type relative to the total landscape area as well as (iii) the 302 

number and (iv) relative abundance of different patch types. Metrics that consider the spatial 303 

configuration capture “the spatial character and arrangement, position, or orientation of patches 304 
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within the […] landscape” (McGarigal 2012). These metrics are influenced by, for example, 305 

the size and shape of single patches.16 306 

For the purpose of this study, we selected six landscape fragmentation metrics that 307 

reflect both landscape composition and spatial configuration. All selected metrics are 308 

commonly used in landscape research and have been shown to correlate with ecological aspects 309 

such as biodiversity and landscape aesthetics (Uuemaa et al. 2009). Since we do not have a 310 

prior as to which type of urban land use matters more for life satisfaction when it comes to land 311 

use fragmentation, we first calculate our landscape metrics jointly across all 20 types of land 312 

use available in the EUA (so-called overall fragmentation). We then calculate our metrics 313 

individually for each type of urban fabric (so-called fabric fragmentation). For both overall and 314 

fabric fragmentation, we employ treatment radii of 1,000 (local neighbourhood) and 500 metres 315 

(more immediate neighbourhood). There are three exceptions: first, Shannon’s Evenness Index 316 

(SEI) is calculated only at the aggregate level, i.e., only across all land use types and not for 317 

single land use types, as it includes information on the proportional abundance of all types of 318 

urban land use and can therefore not reasonably be applied to the patch level. Second, 319 

Percentage of Landscape (POL) is calculated only at the patch level as it would be constant if 320 

calculated across all land use types (the total area is given by the respective treatment radius). 321 

Finally, Mean Patch Size (MPS) is calculated only at the patch level as it is the reciprocal of 322 

patch density at the overall level and would therefore add no additional information at this level 323 

of analysis. We rescaled this measure by dividing it by 1,000 in order to obtain more meaningful 324 

coefficient sizes. Table 1 describes our landscape fragmentation metrics and shows how they 325 

are calculated. 326 

 327 

[Table 1 about here] 328 

 329 
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The proportional abundance of each patch type of urban land use within the respective treatment 330 

radius (POL) gives a good indication of the composition of the landscape around households. 331 

Patch Density (PDe) quantifies the number of patches of a certain patch type at the patch level 332 

or the number of patches across all patch types at the aggregate level. The interpretive value of 333 

PDe is limited as it conveys no information on the shape of patches. However, it provides 334 

information on the heterogeneity of a landscape. Increasing patch density at the aggregate level 335 

means that a landscape’s grain is becoming finer, indicating greater heterogeneity and 336 

fragmentation (Palmer 2004). Edge Density (EDe) measures the length of edge between one 337 

patch type and the other patch types relative to the total area within the respective treatment 338 

radius at the patch level or the length of total edge relative to the total area at the aggregate 339 

level. EDe takes the shape and complexity of patches into account and provides information on 340 

visual landscape complexity (Palmer 2004). 341 

The Largest Patch Index (LPI) calculates the percentage of the area within the respective 342 

treatment radius that is covered by the largest patch of a certain patch type at the patch level or 343 

the largest patch across all patch types at the aggregate level. It is thus a simple measure of how 344 

much a landscape is dominated by a certain patch type. MPS is another measure of landscape 345 

fragmentation: the larger the MPS within the respective treatment radius, the less fragmented 346 

is the landscape considered to be. MPS is derived from the number of patches but does not 347 

convey any information about how many patches are present. For these reasons, MPS needs to 348 

be interpreted in conjunction with POL and PDe. 349 

Finally, SEI is a measure of how evenly different patch types are represented within a 350 

landscape: increasing values of SEI indicate increasing evenness in the distribution of patch 351 

areas and thus decreasing dominance of a single patch type within the landscape. The value of 352 

SEI is confined to the domain between zero and one, where one indicates totally evenly 353 
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distributed relative abundances and values close to zero indicate dominance of one patch type.17 354 

Figure 2 provides a stylised illustration of two different landscapes. 355 

 356 

[Figure 2 about here] 357 

 358 

Comparing the two stylised landscapes, the metrics referring to the composition of the 359 

landscapes are notably equal for both landscapes. POL is the same for each patch type of 360 

landscape A and B as all patch types are equally abundant in both landscapes. Consequently, 361 

also SEI assumes the same value for both landscapes, which is one due to the equal relative 362 

abundance of each patch type in both landscapes. However, the spatial configuration of the 363 

patches and patch types varies considerably between both landscapes, which is reflected in the 364 

varying values of the configuration metrics PDe, EDe, LPI, and MPS in Table 2, which shows 365 

the values of these landscape fragmentation metrics calculated exemplarily for the two 366 

landscapes. 367 

 368 

[Table 2 about here] 369 

 370 

In particular, PDe and EDe are larger for landscape B than for landscape A, reflecting increased 371 

spatial heterogeneity and complexity. The values for LPI and MPS, in contrast, are lower for 372 

landscape B than A. This reflects less dominance by one patch (type) and stronger 373 

fragmentation of landscape B compared to landscape A. 374 

 375 

4. Empirical Strategy 376 

4.1. Model 377 
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We estimate a linear regression model, separately for each landscape fragmentation metric since 378 

some metrics are strongly correlated with each other. Equation 1 shows our baseline model: 379 

 380 

yit = β0 + Xit'β1 + δmetricit,kr + ηct + γt + μi + εit  (1) 381 

 382 

where yit is life satisfaction of individual i in year t; Xit is a vector of controls at the 383 

individual, household, and city level to account for differences in time-varying observables 384 

across individuals and cities and to control for selection on observables within and between 385 

cities; ηct, γt, and μi are city, year, and individual fixed effects to account for time-invariant 386 

unobservables at the city, year, and individual level; and εit is the idiosyncratic disturbance. Our 387 

regressor of interest is metricit,kr: it is the respective land use fragmentation metric defined for 388 

patch type k within treatment radius r, which is either 1,000 or 500 metres around a household 389 

and which varies over time t for individual i if individual i moves (recall that our land use data 390 

are time-invariant).18 In other words, our regressor of interest metricit,kr is estimated by 391 

individuals who move at least once during the observation period (that is, during the years 2000 392 

to 2014). This is also the reason why our city fixed effect ηct has a time subscript: from the 393 

perspective of an individual who moves, city characteristics do change. metricit,kr is calculated 394 

either jointly across all 20 types of urban land use (in case of overall fragmentation) or 395 

individually for each type of urban fabric (in case of fabric fragmentation). 396 

Our baseline specification is estimated using OLS after applying a standard within-397 

transformation to eliminate individual fixed effects (the FE within-estimator). We are thus 398 

looking at variation within cities and individuals. In addition to that, we always estimate 399 

comparison models without individual fixed effects (but including city fixed effects) to elicit 400 

the relative importance of unobservable individual characteristics. Robust standard errors are 401 

routinely clustered at the household level. 402 
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Note that we take the mean number of residents per square kilometre, as defined by the 403 

Federal Statistical Office’s 2011 Microcensus, into account, in order to elicit the relative 404 

importance of population density. In an urban context, the effect of urban structure on subjective 405 

wellbeing varies strongly depending on whether one lives in densely populated inner-city areas 406 

or in less densely populated areas at the urban fringes. We thus routinely control for population 407 

density when estimating our models and conduct heterogeneity analyses by splitting our 408 

estimation sample using the mean number of residents per square kilometre.19 409 

 410 

4.2. Possible Limitations 411 

The main limitation of our empirical strategy is that our data on urban land use are time-412 

invariant. We thus implicitly assume that urban land use and fragmentation around households 413 

remains constant over time. Although it is quite likely that it does not change substantially, this 414 

assumption nevertheless yields three issues – measurement error, endogeneity, and estimation 415 

issues – each of which we address below. 416 

 417 

4.2.1. Measurement Error 418 

Classical measurement error (resulting in attenuation bias) may occur if land use data are noisily 419 

recorded or land use and fragmentation changes over time but this change is uncorrelated with 420 

life satisfaction. Both is unobservable to us and may bias our estimates downwards, potentially 421 

making them lower bounds to the true estimates. 422 

 While there is little we can about the data quality of the EUA (recall, however, that the 423 

EUA is subject to various manual checks and considered to be high quality), we look into the 424 

second issue – changes in land use and fragmentation over time – in two ways: first, we use a 425 

“change layer” between land use in 2006 and land use in 2012 which has recently been 426 
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published by the EUA to calculate changes in land use over time.20 We find that these changes 427 

are quantitatively rather small, ranging between 0% and 2%, on average.21 Second, we restrict 428 

our model to the year 2006 only, that is, the year in which our land use data are recorded. The 429 

results from this restricted model are similar to those from our baseline specification which uses 430 

the entire observation period, that is, the years 2000 to 2014.22 Both exercises suggest that 431 

attenuation bias from classical measurement error seems to be a quantitatively rather minor 432 

issue. Note that the results also remain similar when restricting our model to symmetric time 433 

bins around the year in which our land use data are recorded (i.e., 2005 to 2007, 2004 to 2008, 434 

and 2003 to 2009).23 435 

 436 

4.2.2. Endogeneity 437 

Another limitation of having time-invariant land use data is that, when including individual 438 

fixed effects μi, the regressor of interest δ is estimated only by individuals who move. 439 

Otherwise, there would be no variation in metricit,kr over time, and it would drop out due to 440 

multicollinearity. 441 

A common concern in spatial applications is endogenous sorting. In our case, this may 442 

occur if individuals who are more satisfied with their lives are more likely to select into urban 443 

areas with particular types of land use, which, in turn, may make them even more satisfied (or 444 

vice versa), yielding a correlation between yit and εit. We find that almost 80% of movers report 445 

to move primarily for reasons unrelated to their surroundings (for example, for job or family 446 

reasons), suggesting that endogenous sorting may be less of an issue in our case.24 447 

 Still, moving could be seen as a two-stage process: once individuals move (primarily 448 

for reasons unrelated to urban land use in their surroundings), they may – once their move is 449 

being realised (say, from one city to another) – also optimise with respect to urban land use in 450 

their surroundings. The SOEP has no item that asks respondents about such specific locational 451 
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decisions. We thus test the sensitivity of our findings to moving behaviour in three ways: first, 452 

we regress the likelihood of moving on our land use fragmentation metrics. We do not find that 453 

land use fragmentation significantly and systematically predicts moving.25 Second, we exclude 454 

movers altogether, estimating our regressor of interest δ by stayers only (which implies that 455 

metricit,kr becomes metrici,kr). The results remain qualitatively the same as in our baseline 456 

specification. They also remain the same when excluding stayers altogether.26 Third, we always 457 

estimate two sets of models, one with individual fixed effects and one without: in the former, 458 

our regressor of interest δ is identified by movers only; in the latter, it is identified by all 459 

individuals (both movers and stayers). We find little evidence for systematic differences 460 

between both sets of models. Taken together, we cautiously interpret this as suggestive evidence 461 

that endogenous sorting may be a quantitatively rather minor issue. Finally, note that movers 462 

and stayers are unbalanced in terms of numbers. To further look into this unbalancedness, we 463 

match movers and stayers based on all observables at our disposal (one-to-one nearest 464 

neighbour matching without replacement) and then include only movers and their statistical 465 

clones from the pool of stayers in our estimation. The results from this balanced model largely 466 

corroborates the findings from our baseline specification.27 467 

 Another common concern in spatial applications is endogenous construction: happier or 468 

unhappier people may “create” changes in land use and fragmentation themselves, which, in 469 

turn, may influence their happiness. While we cannot empirically exclude endogenous 470 

construction, we have seen that changes in land use between 2006 and 2012 are rather small. 471 

Correlating these changes with changes in life satisfaction over the same time period, we find 472 

raw correlation coefficients of only -0.026 for our 1000m and -0.015 for our 500m treatment 473 

radius, both of which are insignificant and small. 474 

 Unfortunately, to the best of our knowledge, there exists no instrument for urban land 475 

use fragmentation that satisfies the exclusion restriction (i.e., influencing land use 476 
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fragmentation without directly affecting life satisfaction). δ should thus be interpreted as an 477 

association between the respective urban land use fragmentation metric metricit,kr and life 478 

satisfaction yit. Note that we routinely control for a rich set of time-varying observables at the 479 

individual, household, and city level as well as time-invariant unobserved heterogeneity at the 480 

city and individual level and year fixed effects to minimise endogeneity from reverse causality 481 

to the extent possible. 482 

 483 

4.2.3. Estimation Issues 484 

Our baseline specification includes individual fixed effects and is estimated using OLS after a 485 

standard within-transformation (the FE within-estimator). It should be noted that random 486 

effects estimation is, if its assumptions are valid, more efficient than fixed effects estimation. 487 

Potentially insignificant estimates may thus be due to inflated standard errors from choosing a 488 

less efficient model. 489 

 We test whether fixed effects or random effects estimation is more appropriate in our 490 

case using a standard Hausman specification test. It yields a χ² test statistic of 164.84, leading 491 

us to reject the null that differences in estimates between fixed effects (our baseline 492 

specification) and random effects estimation are not systematic, suggesting that fixed effects 493 

estimation is more appropriate. For completeness, we re-estimate our baseline specification 494 

using random effects estimation and the Mundlak “within-between” model (Mundlak, 1978). 495 

The results from these alternative estimations largely corroborate the findings from our baseline 496 

specification.28 A final estimation issue comes from the fact that we apply a linear model to a 497 

discrete, ordinal dependent variable. This measurement error, however, has been found to be 498 

minor in practice (see Ferrer-i-Carbonell and Frijters (2004) for panel as well as Brereton et al. 499 

(2008) and Ferreira and Moro (2010) for repeated cross-section data applications). 500 

 501 
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5. Findings 502 

We now turn to our estimation results. Table 3 presents our findings on overall fragmentation, 503 

i.e., calculating our landscape fragmentation metrics across all 20 types of urban land use, for 504 

a treatment radius of 1,000 metres around households. We present findings separately for 505 

pooled OLS and individual FE models (both include city and year fixed effects), respectively, 506 

for all urban areas on average and for urban areas above and below the mean population 507 

density.29 508 

 509 

[Table 3 about here] 510 

 511 

We do not find statistically significant effects of either landscape composition or spatial 512 

configuration within a treatment radius of 1,000 metres around households on household 513 

members’ life satisfaction.30 This finding is different from that in Brown et al. (2016), who do 514 

find a statistically significant, negative effect of landscape composition (SDI).31 The authors’ 515 

study design, however, differs from ours in at least three ways: first, major differences pertain 516 

to data and methods. The authors use cross-section data which do not allow them to control for 517 

time-invariant unobserved heterogeneity at the individual level by including individual fixed 518 

effects. Instead of relying on variation within individuals and, in doing so, taking out some of 519 

the selection effects, their variation relies on comparing (potentially quite different) individuals 520 

between each other. Moreover, they use data on land cover as opposed to use, which is prone 521 

to measurement error. Finally, they focus on urban areas with more than 500,000 inhabitants, 522 

while we focus on urban areas with inhabitants equal to or greater than 100,000.32 523 

Second, their study encompasses several countries with potentially quite different patterns of 524 

urban land use and hence potentially more variation in respective landscape composition and 525 

spatial fragmentation metrics. Interestingly, at the country level, their land cover effect is 526 
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insignificant as well. This could potentially be due to the small sample sizes per country and 527 

would require a more detailed analysis in the future. Third, major differences pertain to the 528 

level of spatial aggregation: Brown et al. (2016) use treatment radii of two to ten kilometres 529 

around a post code centroid, while we look at treatment radii of 1,000 or 500 metres around 530 

households, which is much more precise in terms of geographical location. At this high level 531 

of spatial aggregation, we do not find a negative effect of SEI on life satisfaction. 532 

Our findings are more in line with Olsen et al. (2019), who do not find an effect of 533 

landscape composition (diversity and evenness) on life satisfaction at the aggregate level either. 534 

Regarding landscape composition, they find evidence that the amount of some land use types 535 

(arable land, pastures, and isolated structures) is associated with higher life satisfaction and 536 

others (continuous urban fabric, industrial, commercial, public and military areas, roads, green 537 

urban areas, and herbaceous vegetation) with lower. In contrast, we do not observe a negative 538 

relationship between the share of continuous urban fabric and life satisfaction. Even though 539 

Olsen et al. (2019) use observations within city boundaries as we do for our analysis, their study  540 

is not directly comparable to ours either: again, they rely on cross-section data and calculate 541 

landscape metrics at the city level. Moreover, they use data from several European countries 542 

but have a lower number of cities per country than we have for Germany. 543 

So far, we did not find statistical evidence in support of urban land use fragmentation 544 

playing a significant role for the life satisfaction of city dwellers, at least in case of overall 545 

fragmentation across all 20 types of urban land use. Next, we look at fabric fragmentation: 546 

Table 4 is constructed analogously to Table 3 but presents landscape fragmentation metrics for 547 

the five types of urban fabric, again for a treatment radius of 1,000 metres around households.33 548 

The five types of urban fabric differ only in their average degree of soil sealing, not in the 549 

predominant building type or actual land use (remember that, to be classified as urban fabric, 550 

there must be at least traces of residential use). Generally, the higher the degree of soil sealing, 551 
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the lower the degree of non-sealed or vegetated surfaces such as gardens, parks, planted areas, 552 

and non-planted public open space, and vice versa. A caveat in our analysis of fabric 553 

fragmentation is that, in some regressions (for example, for discontinuous very-low-density 554 

urban fabric in inner cities where the population is greater than the mean Microcensus level), 555 

cell sizes become small.34 556 

 557 

[Table 4 about here] 558 

 559 

When looking at continuous, discontinuous dense, and discontinuous very-low-density urban 560 

fabric, we again do not find statistically significant effects of landscape composition and spatial 561 

configuration within a treatment radius of 1,000 metres around households on household 562 

members’ life satisfaction. That is, we do not detect significant effects for urban fabric with 563 

average degrees of soil sealing above 50% and below 10%.35 However, we do detect a pattern 564 

of significant effects for discontinuous medium-density urban fabric (MedUF) and low-density 565 

urban fabric (LowUF), i.e., urban fabric with an average degree of soil sealing between 10% 566 

and 50% (and, in turn, an average degree of non-sealed or vegetated surfaces between 50% and 567 

90%). 568 

We first look at the finding for Percentage of Landscape of patch type k (POLk), which 569 

reflects the composition of urban land use within a treatment radius of 1,000 metres. For both 570 

MedUF and LowUF, we find statistically significant, positive effects of POLk on life 571 

satisfaction in the OLS model, and in particular, on respondents living in urban areas with above 572 

average population density. Thus, respondents who have higher shares of these two types of 573 

urban land use in their surroundings report, on average, higher levels of life satisfaction. In case 574 

of LowUF, this positive association is also found in the OLS model when all respondents are 575 

pooled together. However, there are no statistically significant effects in the more restrictive FE 576 
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model, in which effects are identified by individuals who move or, in other words, by within-577 

individual variation rather than between-individual comparisons. 578 

Moving on to the landscape fragmentation metrics that reflect spatial configuration, we 579 

observe that Patch Density (PDek) has a statistically significant, positive effect on life 580 

satisfaction in urban areas with above average population density. In case of MedUF, this can 581 

be observed in both the OLS and the FE model, even though effects in the FE model are only 582 

significant at the 10% level. In case of LowUF, this can only be observed in the FE model and 583 

the effect is also only significant at the 10% level. Still, this overall positive impact implies that 584 

these respondents report, on average, higher life satisfaction if the two urban land use types 585 

MedUF and LowUF are structured in a more heterogeneous and fragmented manner in their 586 

surroundings. In contrast, we observe one case with a statistically significant, negative effect: 587 

in case of MedUF, PDek is negatively associated with life satisfaction in the FE model for 588 

individuals living in urban areas with below average population density. 589 

The findings for Edge Density (EDek) are similar to those for PDek: we observe a 590 

statistically significant, positive effect of EDek on life satisfaction in urban areas with above 591 

average population density. In case of MedUF, this holds for both the OLS and the FE model, 592 

whereas in case of LowUF, this only holds for the OLS model. Similar to the findings for PDek, 593 

the effect is only significant at the 10% level in the more restrictive FE specification. Similar 594 

to increasing PDek, increasing EDek means that the two urban land use types MedUF and 595 

LowUF would be arranged in a more heterogeneous and fragmented manner around 596 

households, which seems to be positively associated with life satisfaction. 597 

Looking at the landscape fragmentation metrics Largest Patch Index (LPIk) and Mean 598 

Patch Size (MPSk), we only find significant effects for LowUF but not for MedUF: in case of 599 

LowUF, LPIk is positively associated with life satisfaction. In the OLS model, this can be 600 

observed for all respondents on average and for those living in urban areas with above average 601 
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population density. In the more restrictive FE model, a significant effect can only be observed 602 

for respondents living in urban areas with below average population density. For MPSk, we 603 

observe strong, significantly positive effects for both the OLS and the FE model, across the 604 

board. 605 

At first sight, these findings seem contradictory: increasing LPIk and MPSk would imply 606 

that the landscape within a 1,000 metres treatment radius around households becomes less 607 

fragmented and more dominated by LowUF. In other words, one would expect effects that go 608 

into the opposite direction than those for PDek and Edek. Yet, as we only consider LPIk and 609 

MPSk at a patch level, increasing values for these landscape metrics for LowUF may also imply 610 

that larger areas around households are covered by this type of urban land use. The positive 611 

effects of LPIk and MPSk may thus plausibly reflect the positive effect of POLk on life 612 

satisfaction. This interpretation is supported by the strong correlation between POLk and LPIk 613 

(as well as MPSk). These results would thus underpin that lower degrees of soil sealing and 614 

larger shares of vegetation have positive effects on life satisfaction. 615 

In sum, we find evidence that the presence and spatial configuration of discontinuous 616 

medium-density urban fabric (MedUF) and low-density urban fabric (LowUF), which both 617 

reflect urban areas with a relatively low average degree of soil sealing and hence relatively 618 

larger shares of non-sealed and vegetated areas, are particularly important for respondents 619 

living in urban areas with above average population density. This group of respondents would 620 

benefit both from increasing the share and dominance of these two types of urban land use and 621 

from arranging patches in a more heterogeneous and fragmented manner. For the subgroup of 622 

respondents living in urban areas with below average population density, results are less clear 623 

and not as prominent. Seemingly, this subgroup would also benefit from increasing the 624 

dominance of LowUF but would react negatively to increasing heterogeneity and fragmentation 625 

in case of MedUF. 626 
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 627 

6. Discussion 628 

We studied how urban land use fragmentation affects the life satisfaction of about 15,000 city 629 

dwellers in Germany. In particular, we analysed how landscape composition and configuration, 630 

represented by prominent landscape metrics calculated both at the aggregate landscape level 631 

and at the individual patch level, affect self-reported life satisfaction. Previous papers looked at 632 

the relationship between landscape composition (that is, shares of certain land use types, 633 

diversity, or evenness indices) and life satisfaction, whereas our paper also explicitly takes 634 

spatial configuration and fragmentation into account. It further adds to the literature by using a 635 

different dataset and methodology, in particular the use of highly detailed, spatial panel data, 636 

which allows calculating landscape fragmentation metrics around households with high 637 

precision. 638 

We find that urban land use fragmentation has, overall, a surprisingly small impact on 639 

life satisfaction, at least at the aggregate level, when calculated across all types of land use and 640 

for the average city dweller. Of course, this may be different for different types of city dwellers 641 

(for example, there is evidence for differential impacts of green spaces on health, see Mitchell 642 

and Popham 2008) and for different measures of wellbeing or mental health. Using our data 643 

and methodology, however, we cannot provide conclusive evidence that ‘enriched’ 644 

environments are either advantageous, by providing complexity, novelty, and stimulation, or 645 

disadvantageous, by being a stressor, for human wellbeing. 646 

There may be various reasons for a little impact of aggregate urban land use 647 

fragmentation on life satisfaction: besides issues pertaining to data and methods, it may well be 648 

that people quickly hedonically adapt to changes in urban land use fragmentation in their 649 

surroundings, or more likely, that they do not even notice such changes (which are often minor). 650 

Another reason may be a difference between evaluative and experiential dimensions of 651 
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subjective wellbeing: our analysis only looks at life satisfaction, a cognitive evaluative 652 

dimension. It may well be that land use fragmentation has a differential impact on day-to-day 653 

experiential measures, such as feelings of happiness or sadness. Yet another reason, rooted more 654 

in standard economic theory, may be that wellbeing-relevant positive or negative changes in 655 

urban land use fragmentation are quickly internalised via real estate prices, implying that no 656 

residual wellbeing impact may be detectable. 657 

When looking at particular types of urban land use, however, a different and more 658 

nuanced picture emerges. We find evidence that life satisfaction is positively affected by lower 659 

average degrees of soil sealing and larger shares of vegetation, especially in areas with above 660 

average population density. Moreover, life satisfaction tends to be higher in areas with above 661 

average population density when the land use types discontinuous medium-density urban fabric 662 

and low-density urban fabric are structured in a more heterogeneous and fragmented manner. 663 

Note that, when presenting these findings, we pointed out coefficients with low significance 664 

levels and inconsistency of patterns across models to avoid reporting false positives due to 665 

multiple hypotheses testing. 666 

We deliberately focused our analysis on the sub-categories of the land use category 667 

urban fabric, which is the most dominant sub-category (about 30% of the total area covered in 668 

our estimation sample) and the most relevant when it comes to recent discussions about urban 669 

growth strategies, in particular whether urban growth should come via further densification in 670 

inner cities or via growth around the urban fringes. Given our findings on urban fabric, we can 671 

add some modest insights to this discussion: first, the finding that life satisfaction is positively 672 

affected by lower average degrees of soil sealing and larger shares of vegetation suggests that 673 

urban growth should, conditional on feasibility, rather come via growth around the urban 674 

fringes. This has clear, negative implications for growth-limiting factors such as green belts 675 

around the urban fringes. Second, the fact that life satisfaction tends to be higher in areas with 676 
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above average population density when the land use types discontinuous medium-density urban 677 

fabric and low-density urban fabric are structured in a more heterogeneous and fragmented 678 

manner suggests that architectural elements that reduce feelings of density and break up soil 679 

sealing may reduce some of the adverse wellbeing impacts of densification. For example, such 680 

architectural features could include small parks and gardens, green spaces, street tree cover, or 681 

vertical gardens (Magliocco 2018, Manso and Castro-Gomez 2015). 682 

Noting that the main criterion for a patch of land to be categorised as urban fabric is (at 683 

least partial) residential use, the five types of urban fabric differ in their average degree of soil 684 

sealing, not in the predominant building type or actual land use. Generally, the higher the degree 685 

of soil sealing, the lower the degree of non-sealed or vegetated surfaces such as gardens, parks, 686 

planted areas, and non-planted public areas, and vice versa. The sub-categories of urban fabric 687 

can thus be expected to capture to a reasonable extent the character of an urban area in the sense 688 

of how grey versus how green it is. Medium density urban fabric, for example, may be 689 

particularly prevalent in areas with single houses or town houses with private gardens while 690 

high density urban fabric is prevalent in densely populated inner city areas without much private 691 

green. Former studies, which have focused on the role of urban green spaces (Yuan et al. 2018, 692 

Krekel et al. 2016, Bertram and Rehdanz 2015, White et al. 2013, Ambrey and Fleming 2014b, 693 

Smyth et al. 2008) or on the role of other land use types (Krekel et al. 2016), have mostly 694 

ignored the land use categories urban fabric and have thus not been able to investigate the effect 695 

of the potentially rich vegetation within areas with residential use. 696 

However, we also need to put into perspective which elements of city structure the 697 

landscape metrics used in this paper capture and which elements they do not capture. The 698 

landscape metrics used in this paper represent categorical map patterns calculated based on a 699 

set of land use types arranged in discrete patches which make up a landscape. The patches per 700 

land use type are thus considered to be homogenous and no further aspect of variance within 701 
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patches can be analysed. Moreover, the scale of analysis of the land use data is predetermined 702 

by the land use classification and resolution provided within the EUA. In addition, the metrics 703 

calculated are all based on the same information, namely, the sizes, shapes, distributions, and 704 

configurations of patches within the landscape. While this is more than previously analysed in 705 

the literature, the information content of the metrics is clearly limited by the information 706 

entering the calculations. Related, the metrics do, to some extent, represent the same or similar 707 

information, as they are calculated based on related input data. Still, we selected only a few 708 

landscape metrics to convey distinct and informative key figures characterising the structure 709 

and fragmentation of the city areas in which the respondents live. 710 

Moreover, our study is clearly limited in the sense that we cannot say how urban land 711 

use fragmentation causally affects life satisfaction. We did our best to come up with the most 712 

precise calculations based on exact geographical coordinates of households and shapefiles of 713 

urban land use, and we did employ restrictive panel data methods, accounting for time-invariant 714 

unobservables at the city, year, and individual level as well as for a wide range of time-varying 715 

observables at the individual, household, and city level. Our effects were identified by movers, 716 

which was a deliberate choice as the majority of movers self-report to move for reasons 717 

primarily unrelated to their surroundings. Yet, moving may be a dynamic process, and there 718 

may be unobservables or observables we do not capture and that simultaneously affect both 719 

urban land fragmentation and life satisfaction. We thus cannot say that our estimates are causal. 720 

A promising area of research in the future is thus to complement good data and methodology 721 

with a good causal-design framework to establish causality. 722 

Our results can inform urban planning by shedding light on how urban structure, i.e., 723 

fragmentation and densification affect life satisfaction. As Olsen et al. (2019) point out, 724 

compact cities which are built more densely than others are considered more sustainable, but it 725 

is disputable whether they are also more liveable. Our results show that in areas with high 726 
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population density, the percentage of landscape covered by discontinuous medium-density and 727 

low-density urban fabric shares a positive relationship with life satisfaction: residents living in 728 

these areas would thus benefit from increasing the share and dominance of less densely built 729 

and more vegetated areas. In addition, these areas should be structured in a more heterogenous 730 

way, which also points to a preference for less densification in areas that are already highly 731 

populated. Areas with below average population density, however, leave room for further 732 

densification without affecting life satisfaction negatively. Seemingly, in these areas, 733 

respondents would also benefit from increasing the dominance of discontinuous low-density 734 

urban fabric but would react negatively to increasing heterogeneity and fragmentation in case 735 

of discontinuous medium-density urban fabric. Structuring these areas more compactly and 736 

homogenously would thus tend to benefit residents. 737 
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Tables 

Table 1: Description of Landscape Fragmentation Metrics 

Name (Abbreviation) Formula Description Level of analysis Category of metric Value domain 

Percentage of 

Landscape (POL) 𝑃𝑂𝐿𝑘 =
∑ 𝑎𝑘𝑗

𝑛𝑘
𝑗=1

𝐴
(100) 

Sum of the areas (𝑎𝑘𝑗  in 𝑚2) of all patches 𝑗 of 

patch type 𝑘, divided by total landscape area 

(𝐴 in 𝑚2), multiplied by 100 to convert to % 

Individual (patch) 

level only 
Compositiona 0 < 𝑃𝑂𝐿𝑘 ≤ 100 

Patch Density (PDe) 𝑃𝐷𝑒𝑘 =
𝑛𝑘

𝐴
(10000) 

Number of patches (𝑛) of patch type 𝑘, divided 

by total landscape area (𝐴 in 𝑚2), multiplied by 

10,000 to convert to ha 

Aggregate (landscape) 

and individual (patch) 

level 

Configuration 
0 < 𝑃𝐷𝑒𝑘

≤ 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑏𝑦 𝑐𝑒𝑙𝑙 𝑠𝑖𝑧𝑒 

Edge Density (EDe) 𝐸𝐷𝑒𝑘 =
∑ 𝑒𝑘

𝑚𝑘
𝑘=1

𝐴
(10000) 

Total length of edge 𝑒 (in 𝑚) involving patch 

type 𝑘, divided by total landscape area (𝐴 in 

𝑚2), multiplied by 10,000 to convert to ha 

Aggregate (landscape) 

and individual (patch) 

level 

Configuration 0 < 𝐸𝐷𝑒𝑘 ≤ ∞ 

Largest Patch Index 

(LPI) 𝐿𝑃𝐼𝑘 =
𝑚𝑎𝑥𝑗=1

𝑛𝑘 (𝑎𝑘𝑗)

𝐴
(100) 

Area of the largest patch of type 𝑘 (in 𝑚2), 

divided by total landscape area (in 𝑚2), 

multiplied by 100 to convert to % 

Aggregate (landscape) 

and individual (patch) 

level 

Configuration 0 < 𝐿𝑃𝐼𝑘 ≤ 100 

Mean Match Size 

(MPS) 𝑀𝑃𝑆𝑘 =
∑ 𝑎𝑘𝑗

𝑛𝑘
𝑗=1

𝑛𝑘

 

Total area covered by patch type 𝑘 divided by 

the number of patches of type 𝑘, measured in 

𝑚2 

Individual (patch) 

level only 
Configuration 0 < 𝑀𝑃𝑆𝑘 ≤ 𝑏𝑢𝑓𝑓𝑒𝑟 𝑠𝑖𝑧𝑒 

Shannon’s Evenness 

Index (SEI) 
𝑆𝐸𝐼 =

− ∑ (𝑃𝑘 ∗ ln 𝑃𝑘)𝑚
𝑘=1

ln 𝑚
 

Minus the sum, across all patch types 𝑘, of the 

proportional abundance (𝑃𝑘) of each patch type 

multiplied by the natural logarithm of that 

proportion, divided by the logarithm of the 

number of patch types (𝑚) 

Aggregate (landscape) 

level only 
Composition 0 ≤ 𝑆𝐸𝐼 ≤ 1 

Note: The subscript “k” denotes the respective patch type of urban land use. If the metrics are calculated at the aggregate level (overall fragmentation), the 

subscript “k” is dropped for PDe, EDe, LPI, and MPS.  
a Note that composition metrics are usually calculated for the whole landscape. For POL, this would imply calculating the proportional abundance of each patch 

type within the landscape. Here, we consider the proportional abundance of selected patch types separately from one another. 

Source for formulas, descriptions, and value domains: McGarigal (2015). 
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Table 2: Calculated Landscape Fragmentation Metrics for Stylised Landscapes in Figure 2 

 Landscape A Landscape B Level 

POL_red  25% 25% Patch 

POL_yellow 25% 25% Patch 

POL_green 25% 25% Patch 

POL_blue 25% 25% Patch 

    

PDe 4/ha 24/ha Landscape 

PDe_red 1/ha 6/ha Patch 

PDe_yellow 1/ha 12/ha Patch 

PDe_green 1/ha 2/ha Patch 

PDe_blue 1/ha 4/ha Patch 

    

EDe 200m/ha 830m/ha Landscape 

EDe_red 100m/ha 420m/ha Patch 

EDe_yellow 100m/ha 630m/ha Patch 

EDe_green 100m/ha 190m/ha Patch 

EDe_blue 100m/ha 490m/ha Patch 

    

LPI 25% 16% Landscape 

LPI_red 25% 6% Patch 

LPI_yellow 25% 6% Patch 

LPI_green 25% 16% Patch 

LPI_blue 25% 11% Patch 

    

MPS_red 2500 m2 416.7 m2 Patch 

MPS_yellow 2500 m2 208.3 m2 Patch 

MPS_green 2500 m2 1250 m2 Patch 

MPS_blue 2500 m2 625 m2 Patch 

    

SEI 1 1 Landscape 

 

Note: We assume a size of 1ha per landscape and 100m2 for the smallest possible patch.  
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Table 3: Overall Fragmentation, Treatment Radius of 1,000 Metres 

 

 Life Satisfaction 

 OLS + City Fixed Effects Individual Fixed Effects 

 Average Greater Census Smaller Census Average Greater Census Smaller Census 

       

Patch Density (PDe) 0.3739 (1.5306) 0.1276 (3.2834) -0.6026 (1.9305) 0.0007 (0.0016) -0.0015 (0.0036) -0.0008 (0.0031) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Edge Density (EDe) 0.0007 (0.0021) 0.0060 (0.0057) -0.0001 (0.0023) 2.4074 (2.5904) -2.4889 (6.1062) -0.0634 (4.1627) 

(Within) R Squared 0.2691 0.2615 0.2794 0.0859 0.0886 0.0853 

       

Largest Patch Index (LPI) 0.0005 (0.0009) 0.0008 (0.0017) -0.0005 (0.0013) -0.0031 (0.0036) 0.0055 (0.0088) -0.0039 (0.0048) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Shannon’s Evenness Index (SEI) -0.0065 (0.1875) 0.3422 (0.3669) -0.1399 (0.2140) 0.1429 (0.2581) -0.0032 (0.4811) -0.0560 (0.4586) 

(Within) R Squared 0.2690 0.2615 0.2794 0.0859 0.0886 0.0853 

       

Constant Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

Individual Fixed Effects No No No Yes Yes Yes 

City Fixed Effects Yes Yes Yes Yes Yes Yes 

Year Fixed Effects Yes Yes Yes Yes Yes Yes 

Observations 57 588 23 332 34 256 57 588 23 332 34 256 

Individuals 14 744 6 267 9 392 14 744 6 267 9 392 

Robust standard errors clustered at household level in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
 

Notes: Each estimate comes from a separate regression of Equation 1. The outcome is life satisfaction on a 0/10 scale. The treatment radius is 1,000 metres. The census is the 

mean number of residents per square kilometre (which is about 5,908), as defined by the Federal Statistical Office’s 2011 Microcensus. All regressions include city and year fixed 

effects and a constant. All figures are rounded to four decimal places. See Section 2 for variable definitions and descriptive statistics.  

Sources: SOEP, 2000-2014, individuals aged 17 or above; EUA, 2006, 35 major German cities with inhabitants equal to or greater than 100,000; own calculations. 
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Table 4: Fabric Fragmentation, Treatment Radius of 1,000 Metres 

 

 Life Satisfaction 

 OLS + City Fixed Effects Individual + City Fixed Effects 

 Average Greater Census Smaller Census Average Greater Census Smaller Census 

Panel A: Continuous Urban Fabric    

Percentage of Landscape (POLk) 0.0978 (0.1060) 0.1049 (0.1581) -0.0248 (0.1962) -0.0107 (0.1581) -0.2332 (0.2873) -0.0118 (0.4959) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Patch Density (PDek)  0.0015 (0.0011) 0.0020 (0.0018) 0.0000 (0.0020) 0.0010 (0.0018) -0.0010 (0.0036) 0.0021 (0.0050) 

(Within) R Squared 0.2691 0.2615 0.2794 0.0859 0.0886 0.0853 

       

Edge Density (EDek) 0.0002 (0.0002) 0.0003 (0.0003) 0.0000 (0.0004) 0.0000 (0.0003) -0.0005 (0.0007) 0.0001 (0.0011) 

(Within) R Squared 0.2691 0.2615 0.2794 0.0859 0.0886 0.0853 

       

Largest Patch Index (LPIk) 0.0013 (0.0207) 0.0023 (0.0333) -0.0050 (0.0276) -0.0435 (0.0338) -0.1245** (0.0594) 0.0029 (0.0621) 

(Within) R Squared 0.2690 0.2614 0.2794 0.0859 0.0889 0.0853 

       

Mean Patch Size (MPSk) -0.0001 (0.0031) -0.0013 (0.0056) -0.0012 (0.0038) -0.0043 (0.0052) -0.0144 (0.0099) 0.0005 (0.0090) 

(Within) R Squared 0.2690 0.2614 0.2794 0.0859 0.0887 0.0853 

Panel B: Discontinuous Dense Urban Fabric    

Percentage of Landscape (POLk) -0.0985 (0.1157) -0.2762 (0.2090) 0.0050 (0.1389) 0.2266 (0.1718) -0.0209 (0.3788) 0.2461 (0.3188) 

(Within) R Squared 0.2691 0.2617 0.2794 0.0859 0.0886 0.0853 

       

Patch Density (PDek) -0.0020 (0.0021) -0.0042 (0.0037) -0.0010 (0.0026) 0.0032 (0.0031) 0.0004 (0.0064) 0.0000 (0.0058) 

(Within) R Squared 0.2691 0.2616 0.2794 0.0859 0.0886 0.0853 

       

Edge Density (EDek) -0.0002 (0.0003) -0.0007 (0.0005) 0.0000 (0.0004) 0.0005 (0.0005) -0.0003 (0.0010) 0.0007 (0.0009) 

(Within) R Squared 0.2691 0.2616 0.2794 0.0859 0.0886 0.0853 

       

Largest Patch Index (LPIk) 0.0003 (0.0122) -0.0194 (0.0223) 0.0189 (0.0128) 0.0181 (0.0187) 0.0057 (0.0377) 0.0442 (0.0327) 
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(Within) R Squared 0.2690 0.2615 0.2795 0.0859 0.0886 0.0854 

       

Mean Patch Size (MPSk) 0.0020 (0.0023) 0.0011 (0.0041) 0.0038 (0.0028) 0.0020 (0.0038) -0.0023 (0.0076) 0.0064 (0.0068) 

(Within) R Squared 0.2691 0.2614 0.2795 0.0859 0.0886 0.0853 

Panel C: Discontinuous Medium-Density Urban Fabric    

Percentage of Landscape (POLk) 0.3809 (0.2521) 1.0943*** (0.3919) 0.2298 (0.3398) -0.1588 (0.3602) 1.0268 (0.6899) -0.7153 (0.6563) 

(Within) R Squared 0.2692 0.2622 0.2794 0.0859 0.0887 0.0853 

       

Patch Density (PDek) 0.0047 (0.0058) 0.0185** (0.0090) 0.0023 (0.0077) -0.0064 (0.0079) 0.0264* (0.0139) -0.0264* (0.0146) 

(Within) R Squared 0.2691 0.2618 0.2794 0.0859 0.0888 0.0855 

       

Edge Density (EDek) 0.0009 (0.0007) 0.0033*** (0.0012) 0.0004 (0.0010) -0.0006 (0.0011) 0.0038* (0.0021) -0.0026 (0.0020) 

(Within) R Squared 0.2691 0.2621 0.2794 0.0859 0.0887 0.0854 

       

Largest Patch Index (LPIk) -0.0021 (0.0130) 0.0037 (0.0214) -0.0039 (0.0164) 0.0101 (0.0226) 0.0314 (0.0462) 0.0048 (0.0425) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Mean Patch Size (MPSk) -0.0006 (0.0012) -0.0010 (0.0017) 0.0000 (0.0017) 0.0019 (0.0022) -0.0014 (0.0039) 0.0031 (0.0041) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

Panel D: Discontinuous Low-Density Urban Fabric    

Percentage of Landscape (POLk) 2.0338* (1.0922) 6.0219*** (2.1872) 1.5455 (1.2976) 1.3384 (1.6114) 2.9312 (3.6685) 3.3185 (2.2134) 

(Within) R Squared 0.2692 0.2621 0.2795 0.0859 0.0886 0.0854 

       

Patch Density (PDek) 0.0089 (0.0222) 0.0500 (0.0492) 0.0077 (0.0254) -0.0017 (0.0341) 0.1296* (0.0754) 0.0126 (0.0488) 

(Within) R Squared 0.2691 0.2615 0.2794 0.0859 0.0887 0.0853 

       

Edge Density (EDek) 0.0041 (0.0034) 0.0179** (0.0076) 0.0029 (0.0039) 0.0023 (0.0052) 0.0160 (0.0124) 0.0055 (0.0073) 

(Within) R Squared 0.2691 0.2619 0.2794 0.0859 0.0887 0.0853 

       

Largest Patch Index (LPIk) 0.0601** (0.0277) 0.1444*** (0.0508) 0.0386 (0.0339) 0.0539 (0.0495) 0.0581 (0.0923) 0.1600** (0.0784) 

(Within) R Squared 0.2693 0.2623 0.2795 0.0859 0.0886 0.0856 
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Mean Patch Size (MPSk) 0.0043*** (0.0016) 0.0089*** (0.0030) 0.0034* (0.0020) 0.0092*** (0.0027) 0.0108** (0.0051) 0.0164*** (0.0048) 

(Within) R Squared 0.2694 0.2623 0.2796 0.0862 0.0889 0.0860 

Panel E: Discontinuous Very-Low-Density Urban Fabric    

Percentage of Landscape (POLk) -17.2911 (17.6957) 3.5672 (49.4269) -19.1312 (19.4835) 14.9589 (21.4278) 40.0129 (33.5691) -15.1408 (25.9687) 

(Within) R Squared 0.2691 0.2614 0.2795 0.0859 0.0886 0.0853 

       

Patch Density (PDek) -0.0813 (0.1512) -0.1334 (0.3982) -0.0672 (0.1677) 0.1944 (0.2158) 0.1787 (0.4064) 0.0790 (0.2717) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Edge Density (EDek) -0.0277 (0.0412) -0.0159 (0.1039) -0.0271 (0.0467) 0.0528 (0.0404) 0.0751 (0.0468) 0.0165 (0.0573) 

(Within) R Squared 0.2691 0.2614 0.2794 0.0859 0.0886 0.0853 

       

Largest Patch Index (LPIk) -0.2229 (0.1944) 0.3179 (0.3772) -0.2973 (0.2186) 0.0761 (0.2620) 0.3421 (0.4932) -0.2652 (0.3049) 

(Within) R Squared 0.2691 0.2614 0.2796 0.0859 0.0886 0.0853 

       

Mean Patch Size (MPSk) -0.0082 (0.0066) 0.0121 (0.0112) -0.0115 (0.0075) 0.0008 (0.0090) 0.0085 (0.0172) -0.0100 (0.0104) 

(Within) R Squared 0.2691 0.2614 0.2796 0.0859 0.0886 0.0853 

       

Constant Yes Yes Yes Yes Yes Yes 

Controls Yes Yes Yes Yes Yes Yes 

Individual Fixed Effects No No No Yes Yes Yes 

City Fixed Effects Yes Yes Yes Yes Yes Yes 

Year Fixed Effects Yes Yes Yes Yes Yes Yes 

Observations 57 588 23 332 34 256 57 588 23 332 34 256 

Individuals 14 744 6 267 9 392 14 744 6 267 9 392 

Robust standard errors clustered at household level in parentheses; *** p<0.01, ** p<0.05, * p<0.1 
 

Notes: Each estimate comes from a separate regression of Equation 1. The outcome is life satisfaction on a 0/10 scale. MPS has been rescaled (divided by 1,000). The treatment 

radius is 1,000 metres. The census is the mean number of residents per square kilometre (which is about 5,908), as defined by the Federal Statistical Office’s 2011 Microcensus. 

All regressions include city and year fixed effects and a constant. All figures are rounded to four decimal places. See Section 2 for variable definitions and descriptive statistics.  

Sources: SOEP, 2000-2014, individuals aged 17 or above; EUA, 2006, 35 major German cities with inhabitants equal to or greater than 100,000; own calculations. 
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Figures 

 

Figure 1: Distribution of Different Types of Urban Fabric in Berlin, Germany 

 

Source: European Urban Atlas, Berlin, 2006, own calculations 
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Figure 2: Illustration of Stylised Landscapes (Landscape A on Left, Landscape B on Right) 
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Endnotes 

 
1 Particularly hedonic pricing studies have investigated the effect of landscape (dis-)amenities on housing prices 

(e.g., Klaiber and Phaneuf, 2010). Meta-analyses of hedonic pricing studies valuing urban open spaces can be 

found in Perino et al. (2014) and Brander and Koetse (2011). One of the few studies looking at the effects of spatial 

fragmentation and housing prices is Kuethe (2012). 
2 In this approach, self-reported life satisfaction – a cognitive evaluative measure of subjective wellbeing which is 

sometimes referred to as experienced utility (Kahneman et al. 1997, Kahneman and Sugden 2005) – is regressed 

on the non-market good alongside income and other covariates. The non-market good is then valued by calculating 

the marginal rate of substitution between the good and income. 
3 Regarding environmental factors, noise, air, and scenic pollution are the disamenities that have been most often 

studied (e.g., see Yuan et al. 2018, Zhang et al. 2017a,b, Ambrey and Fleming 2014a, Ferreira et al. 2013, 

Levinson 2012, Menz and Welsch 2012, Ferreira and Moro 2010, Luechinger 2009, MacKerron and Mourato 

2009, and Rehdanz and Maddison 2008 for air pollution; Weinhold 2013, Rehdanz and Maddison 2008, and van 

Praag and Baarsma 2005 for noise pollution; and von Möllendorff and Welsch 2017 and Krekel and Zerrahn 

2017 for scenic pollution). 
4 In this paper, patch types in a landscape are differentiated according to the different land use types described in 

Section 2.2. We use the terms patch type, land use type, and land use class interchangeably. 
5 See Uuemaa et al. (2009) for a detailed overview of the use of landscape metrics in landscape research. 
6 Geographical coordinates at the street-block level are very precise in urban areas. 
7 Calculations must be made on-site in the SOEP Research Data Centre at the German Institute for Economic 

Research (DIW Berlin). Access to the data is subject to rigorous data protection rules; it is never possible to derive 

household data from the geographical coordinates of households, as both are not shown to the researcher at the 

same time. See Goebel and Pauer (2014) for a detailed description of the data protection concept. 
8 Demographic and human capital characteristics include age, gender, marital status, health, migration 

background, and the highest degree obtained. Economic conditions include the labour force status, employment 

type, and household income. Household characteristics and housing conditions include the number of children in 

the household, number of rooms per individual, building type, and rental price. Neighbourhood characteristics 

include the local unemployment rate and average household income. 
9 Table W1a in the Web Appendix shows descriptive statistics on outcome and control variables for our estimation 

sample. 
10 These are: Augsburg, Berlin, Bielefeld, Bonn, Bremen, Darmstadt, Dresden, Düsseldorf, Erfurt, Frankfurt 

(Oder), Frankfurt am Main, Freiburg im Breisgau, Göttingen, Halle an der Saale, Hamburg, Hannover, 

Karlsruhe, Kiel, Koblenz, Köln, Leipzig, Magdeburg, Mainz, Mönchengladbach, München, Nürnberg, 

Regensburg, the Ruhrgebiet, Saarbrücken, Schwerin, Stuttgart, Trier, Weimar, Wiesbaden, and Wuppertal. 
11 The EUA is estimated to have a thematic accuracy of greater than 85% (EEA 2011). 
12 Table W1b in the Web Appendix gives an overview including fragmentation metrics of the different types of 

urban land use available in the EUA. 
13 Figures W1a and W1b in the Web Appendix illustrate this distribution for two other major German cities: Bonn 

and Stuttgart. 
14 City centres, downtown areas, and central business districts are classified as urban fabric as long as there are 

traces of residential use. 
15 Besides composition and spatial configuration metrics, there also exist other metrics of landscape fragmentation. 

In this paper, we restrict ourselves to the composition and spatial configuration metrics that are most frequently 

used in the literature on landscape research. 
16 McGarigal (2012) gives an overview of different approaches to capture the potentially complex spatial patterns 

of landscapes. For the purposes of this paper, using metrics based on so-called categorical map patterns are the 

most suitable approach. 
17 Tables W1c and W1d in the Web Appendix show means, standard deviations, and the number of observations 

for landscape fragmentation (Table W1c) and fabric fragmentation metrics (Table W1d), respectively, for all 

individuals and for movers only in our estimation sample. 
18 When looking at overall fragmentation, we aggregate across all k=20 types of urban land use so  that the subscript 

k becomes obsolete. When looking at fabric fragmentation, we consider the k=5 types of urban fabric, which are 

(i) continuous urban fabric (average degree of soil sealing greater than 80%), (ii) discontinuous dense urban fabric 

(sealing between 50% and 80%), (iii) discontinuous medium-density urban fabric (sealing between 30% and 50%), 

(iv) discontinuous low-density urban fabric (sealing between 10% and 30%), and (v) discontinuous very-low-

density urban fabric (sealing less than 10%). 
19 The mean number of residents per square kilometre is about 5,908 in our estimation sample. 
20 At the time when doing the calculations, the EUA had only one verified wave. 
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21 See Figures W2a to W2c in the Web Appendix. 
22 See Tables W5a and W5b in the Web Appendix. 
23 The results are available upon request. 
24 The SOEP includes a filter question that asks respondents about whether they moved in the previous wave, and 

a follow-up item that asks about primary moving reasons. These include notice given by landlord; buying a house 

or an apartment; inheritance; job reasons; marriage, breakup, or other family reasons; the size of the dwelling; 

the price of the dwelling; the standard of the dwelling; the standard of the location; the standard of the 

surroundings; and other reasons. We combine all categories except for the standard of the location and the standard 

of the surroundings into one category that we assume not to be directly linked to the surroundings of respondents. 
25 See Tables W6a and W6b in the Web Appendix. 
26 See Tables W7a and W7b as well as Tables W8a and W8b in the Web Appendix. 
27 The results are available upon request. 
28 See Tables W9a and W9b as well as Tables W10a and W10b  in the Web Appendix. 
29 Tables W2a and W2b in the Web Appendix presents findings for a treatment radius of 500 metres around 

households, whereas Tables W3 and W4 present findings including the complete set of controls, using, for 

illustrative purposes, Shannon’s Evenness Index (SEIi) and a treatment radius of 1,000 and 500 metres, 

respectively. 
30 We do not find statistically significant effects within a smaller treatment radius of 500 metres either, except for 

the Largest Patch Index (LPIi), which turns out to be significant at the 5% level. Note, however, that we are testing 

a large number of hypotheses, and the fact that we do not find a consistent pattern for this landscape fragmentation 

metric between urban areas above or below the mean population density as well as across models points towards 

a false positive. 
31 Shannon’s Diversity Index (SDI) and Shannon’s Evenness Index (SEI) are perfectly correlated with each other 

if the number of patch types remains constant. Our results regarding the effect of SEI are thus directly transferable 

to using SDI. Our results for using SDI in our regressions are available upon request. 
32 The authors employ the concept of functional urban areas developed by the OECD, which are comparable 

territorial and functional units with a minimum population size of 500,000 in which people live, work, access 

amenities, and interact socially. Hence, the total area covered is much larger than ours, including both core city 

and periphery, whereas our analysis is restricted to inner cities, excluding the urban fringes. 
33 Table W4 in the Web Appendix presents findings for a treatment radius of 500 metres around households. 
34 See Tables W1c and W1d in the Web Appendix. 
35 We ignore the singleton finding for Largest Patch Index (LPIi) under continuous urban fabric: there is again no 

consistent pattern for this landscape fragmentation metric between urban areas above or below the mean population 

density as well as across models, which may point again towards a false positive. 


