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Abstract 

Age assurance is a way to prevent children accessing content, products or services 
that are potentially harmful to them, ranging from gambling services or alcohol or 
tobacco or, increasingly, certain products and services online. Now that children’s 
lives are mediated by digital technologies, policymakers are deliberating over the 
legal, technical and practical challenges. These have been little examined from the 
perspective of children’s rights. By combining legal and social research methods, 
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this article examines the legal requirements for age assurance in Europe, assesses 
compliance by companies and reveals the consequences for family life. In law and 
practice, we show that age assurance is often ineffective in protecting children from 
online risk of harm. Further, as currently implemented it risks children’s other rights 
– to non-discrimination, privacy, to be heard, and their civil rights and freedoms, and 
remedy. We identify promising directions for the use of age assurance in child online 
protection, focusing on European policy, regulators and civil society actors.

Keywords 

age assurance – age verification – age appropriate – children – rights – Europe – law 
and regulation

1 Introduction

Age restrictions in some form have long existed concerning children’s ability to 
access content, goods and services. For instance, the sale of alcohol or the pro-
vision of gambling services to children are restricted under traditional laws. A 
robust regulatory regime to prevent children’s access has also existed for con-
tent ranging from the sale of offline pornography to cinema admission (iris 
plus, 2012). For the most part, such restrictions have been uncontroversial, 
building on cultural norms of child socialisation that have evolved over time, 
with their scope largely confined to the location where the relevant law applies 
and where the goods or services are distributed and used. However, the advent 
of widespread internet access operating across borders and jurisdictions has 
brought about an abrupt change (Reed, 2012; Nair, 2019). Increasingly, global 
commercial agents and online communities are reshaping norms and prac-
tices, disrupting the long-established co-existence of law and local community 
practices.

This article provides a comprehensive review of the legal, policy and practi-
cal considerations surrounding age assurance as it is currently being debated 
in relation to children’s internet use. We take a child rights perspective and 
focus on the European context, although the challenges and considerations 
we discuss may also apply elsewhere. Both the European Union and the wider 
Council of Europe have mainstreamed children’s rights frameworks, incor-
porating the United Nations’ Convention on the Rights of the Child (crc; 
UN, 1989) in Article 24 of the EU Charter of Fundamental Rights (EU, 2012), 
the EU Strategy on the rights of the child (ec, 2021a), and various aspects of 
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regulation including in relation to the digital environment; also relevant is 
the Council of Europe’s latest Strategy for the Rights of the Child (2022–27) 
(CoE, 2022). Nonetheless, although in principle, what applies offline also 
applies online, the regulatory and practical challenges remain considerable, 
as we discuss.

Although children comprise one in three internet users (Livingstone et 
al., 2015), and online opportunities for children have been much celebrated, 
the digital environment is implicitly, if not explicitly, built for adult users and 
remains poorly designed for children. Children’s voices are seldom heard and 
their needs rarely anticipated when digital products and services are devel-
oped (Lenhart and Owens, 2021). One consequence is that children encounter 
content, contact, conduct and contract risks online (Livingstone and Stoilova, 
2021; oecd, 2021), to the dismay of policymakers and the public. While regu-
lators seek to ensure children’s online safety, whether by applying offline laws 
online or developing new laws and regulations (Reed, 2012; Lievens et al., 2018), 
they face a challenge distinctive to the internet. Unlike when children enter a 
shop or cinema for age-restricted products, online it is not readily apparent 
which user is a child (Lessig, 1999). In such circumstances, how can children’s 
experiences be made age appropriate and rights respecting?

Although anonymity has long been the norm online, increasingly users can 
be identified by age, albeit with variable accuracy. Innovation in data-driven 
technologies means that considerable information is being collected about 
users, opening new means of identifying their age. The public, private and 
third sector actors broadly welcome the burgeoning safety tech market (O’Neill 
et al., 2020; Billinge et al., 2021; Perspective Economics and dcms, 2021). This 
includes various age assurance measures (such as age verification, age estima-
tion and self-declaration) to determine the age or age range of an individual, 
with varying levels of confidence. These may be required by law or deployed by 
businesses to suit their intended market. However, their effectiveness in pro-
tecting children and meeting other legal requirements is yet to be established 
(dcms, 2020; 5Rights Foundation, 2021). A rapid evidence review of families’ 
experiences with age assurance and parental control tools concluded that age 
assurance is rarely implemented effectively, even at the point of purchase or 
delivery (Smirnova et al., 2021; see also Nikitin et al., 2016; Gaiha et al., 2020). 
The International Telecommunication Union (itu) (2020, p. 9) observed that, 
‘with surveys showing that most children are using social media before the 
minimum age of 13 and age assurance services being generally weak or lacking, 
the risks facing children can be serious.’

As digital technologies become infrastructural for communication, edu-
cation, health, commerce, work and more, what are the implications for 
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children’s rights of the increasing deployment of age assurance? If certain con-
tent, services or products are associated with harmful outcomes for children, 
it may be legitimate not to give them access. However, the effect on all chil-
dren’s civil and political rights (UN, 1989) – notably, not only protection but 
also provision, privacy and participation – should be considered holistically. In 
short, use of age assurance simply to restrict or exclude children from online 
experiences, rather than as part of a child rights-respecting design and pol-
icy, is problematic. Children’s evolving capacities (Article 5, crc) must also be 
supported, meaning that digital design and policy should be age appropriate 
within the category of birth to 18. Further, children’s rights must be consid-
ered in relation to the human rights agenda: crucially, every user may need to 
undergo age assurance for children to be protected and fairly treated online. 
This has generated considerable resistance from digital rights groups to age 
assurance on the grounds of privacy and freedom of expression of adults, as 
well as from businesses resisting what they see as commercial interference and 
user friction (see Phippen, 2016; Yar, 2020). Such resistance matters to children 
for two reasons: privacy and expression are as much rights for children as for 
adults, and adult resistance may impede the implementation of child protec-
tion measures.

In applying a child rights lens to European law, policy and practice regard-
ing age assurance, we draw on and synthesise the insights from three com-
plementary methods. The first was a study of existing laws and regulations 
relevant to mandatory age assurance applicable to online content, online 
gambling and the online sale of alcohol and tobacco in the EU and UK (this 
involved a two prong approach comprising desk-based research and targeted 
consultations with selected regulators and national experts comprehensively 
to compile and analyse the relevant laws and regulations across all 27 EU 
Member States and the UK that apply to online gambling, sale of tobacco 
and alcohol online and the transposition/implementation of the Audiovisual 
Media Services Directive 2018; Caglar and Nair, 2021). The second was a review 
of methods in the EU for obtaining parental consent and maintaining chil-
dren’s rights (the methodology combined desk-based research with a simu-
lation of the user journey of children on websites and in apps from multiple 
jurisdictions; van der Hof and Ouburg, 2021). The third was a rapid review 
of the evidence on age assurance and parental control tools from the per-
spective of children and families. This followed the Preferred Reporting Items 
for Systematic Review and Meta-Analysis Protocol (prisma-p) guidelines to 
search five major multidisciplinary and subject-specific databases, identify-
ing 1,656 results of which 61 remained for analysis after screening against the 
review criteria (Smirnova et al., 2021).
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In what follows, we first consider the legal requirements for age assur-
ance in Europe. Second, we examine how age assurance tools are currently 
implemented in practice in light of these requirements. Third, we consider 
the meanings and practices of age assurance in the everyday lives of children 
and their families. Fourth, we ask whether age assurance is needed to guaran-
tee children’s rights online. Fifth, we examine whether age assurance systems 
themselves respect children’s rights. We conclude with recommendations for 
age assurance systems that prioritise children’s rights.

2 The Legal Requirements for Age Assurance

Legal requirements for age assurance fall into two broad categories – strict legal 
requirements or risk-based provisions (Shaffique and van der Hof, 2024). Strict 
legal requirements can explicitly specify the mandatory implementation of age 
assurance for providers to offer their service, obtain a licence and/or lawfully 
conduct their business. This is typically the case for gambling services or the 
online sale of dangerous or unhealthy goods such as tobacco and alcohol. Such 
laws allow no flexibility for service providers/operators, making it unlawful 
for them to offer their services to persons under the stipulated age limit. This 
deliberately sets a high bar by requiring age verification, based on making an 
individual assessment for compliance with the law. Age verification as a subset 
of age assurance guarantees that the required minimum age is established with 
a high level of certainty. For example, in the UK, the law criminalises permit-
ting a person under the age of 18 to gamble (section 46, Gambling Act 2005), 
and the national gambling regulator (Gambling Commission) has issued legal 
guidelines that mandate age verification. To provide lawfully an online service 
(e.g., gambling) or sell an age-restricted product (such as alcohol or tobacco), 
the service provider is required to adopt a high level of age assurance involving 
age or even identity verification (5Rights Foundation, 2021). There may also 
be private law requirements that demand age assurance: depending on the 
applicable law, children may have limited or no capacity to perform legal acts, 
including concluding a contract. This would make age assurance necessary 
when, for example, commercial transactions such as in-app or other purchases 
are included in a digital service.

However, a pan-European study found that there are divergent approaches 
in the framing and application of the laws across jurisdictions (Caglar and Nair, 
2021). Few EU Member States have incorporated laws and policies that spe-
cifically address the online sale of age-restricted goods such as alcohol and 
tobacco. Most jurisdictions assume that established law regarding the sale of 
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age-restricted products and gambling also apply online, although this is far from 
guaranteed to be effective. A few countries such as Germany and the Netherlands 
have found it necessary to introduce specific legal provisions that require age ver-
ification mechanisms for the online sale of age-restricted products. In Germany, 
the legal obligation pertaining to the sale of alcohol and tobacco requires the ser-
vice provider to implement reliable age verification methods referred to under 
the guidelines published by the supervisory authority. Additionally, the delivery 
person is obliged to verify age by requiring the customer’s id as proof. According 
to the recently amended Alcohol Act in the Netherlands, a seller can lawfully 
sell alcoholic beverages online only if the appropriate technical measures are 
implemented at the point of both order and delivery.

Other European laws have been newly incorporated or revised with the 
advancement of technology. For example, the revised Audiovisual Media 
Services Directive (avmsd; ec, 2018), the General Data Protection Regulation 
(gdpr; ec, 2016) and the Digital Services Act (dsa; ec, 2022) are primary 
instruments that set particular risk-based obligations on organisations to pro-
tect European children specifically from the harmful effects of the digital envi-
ronment. The gdpr and dsa implicitly require business operators to conduct 
some form of age assurance to comply with the requirements of the law, while 
the avmsd takes a more flexible approach. Under the gdpr, avmsd and dsa, 
the level of age assurance to be deployed may depend on the risk involved. 
Specifically, for age assurance to comply with the gdpr, the chosen method 
must be proportionate to the nature and risks of the processing activities 
(Data Protection Commission Ireland, 2021; European Data Protection Board, 
2020, nr. 132). Processing the personal data of children is likely to be high risk 
(van der Hof and Lievens, 2018) and thus demands a high-level age assurance. 
Similarly, the avmsd adopts a risk-based approach to determine the mecha-
nisms to be implemented based on various factors such as the risk of harm 
content may cause, viewers who are intended to be protected and the interest 
of the relevant stakeholders and the general public (Bakalis and Hornle, 2021).

Accordingly, not all content requires the implementation of robust age 
assurance methods. Service providers may either choose to distribute content 
appropriate for all ages or deploy measures taking into consideration the age 
appropriateness of the content to ensure child viewers are protected from its 
possible harmful impact (Livingstone and Pothong, 2023). Likewise, the dsa 
requires providers of online platforms among others to implement proportion-
ate measures to ensure a high level of privacy, safety and security of minors 
(Article 28, dsa), which implies a risk-based approach that may include age 
assurance if this is an adequate instrument effectively to address risks to chil-
dren. In addition, the risk-based approach is explicit for what are called very 
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large online platforms (vlop s) and very large online search engines (vlose s) 
in the case of systemic risks that include negative effects for the exercise of 
the rights of the child and for the protection of children (Article 34, dsa). Age 
assurance, in that case, can be an adequate tool to mediate an age-appropriate 
experience on these platforms for children and prevent possible harm to their 
rights and welfare in case of systemic risks.

It has not thus far proved possible to set a uniform standard across Europe 
as to what constitutes “harmful content”, unlike for some illegal content such 
as child sexual abuse material. Cultural, societal and historical factors influ-
ence the acceptability of content in each jurisdiction, with content deemed 
acceptable for a certain age group in one country being regarded as unaccept-
able in another. Hence, age assurance methods, if proportionate, would have 
to cater to different legal requirements across Europe (Caglar and Nair, 2021). 
The avmsd stipulates that the most harmful content, such as pornography or 
gratuitous violence, is subject to the strictest measures (including age verifi-
cation) (Articles 6(a) and 28b). Member States take a more flexible approach 
to other types of content, including allowing parents and caregivers (hence-
forth, parents) and children to make their own decisions on whether viewing 
content is appropriate, provided they have been clearly informed about the 
possible harmfulness of content for specific ages, as required by Article 6(a), 
avmsd. However, such transparency is not often offered by video platforms 
hosting user-generated short-form videos, leaving users, including children 
(often without the parents’ knowledge), unexpectedly confronted or person-
ally targeted with unwelcome, inappropriate or undeniably harmful content. 
In addition, as explored below, lack of clear guidelines from regulators as to 
how appropriate measures can be implemented in practice could leave both 
service providers and users with considerable uncertainty.

Regardless of whether age assurance is a strict legal requirement or risk-
based, it will usually have to be conducted online when using digital technol-
ogies connected to the internet. Exceptions exist in the case of age-restricted 
products (e.g., alcoholic beverages) if the age can be checked at the point of 
delivery by means of clear proof of identity. In theory, it is also imaginable that, 
prior to using certain digital services, someone might first have their age ver-
ified online, but such a practice is not yet available. As we discuss in the next 
section, age assurance is often poorly implemented in digital contexts, using 
methods that can be easily circumvented by children, thereby exposing them 
to inappropriate content, harmful products and services, and depriving them 
of the high level of data protection mandated by the gdpr (van der Hof and 
Ouburg, 2022). This raises questions about the extent to which existing prac-
tical tools satisfy what is required by law, and whether they respect children’s 
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rights by both protecting children from harmful content and services and 
mitigating the risk of excessive barriers that exclude children from legitimate 
content and services they are entitled to access. The next section reviews the 
challenges that arise from how age assurance works in practice.

3 Age Assurance in Practice

Legal requirements for online age assurance, whether strict or risk-based, 
are not generally supplemented with specifications that such systems must 
meet, or with guidance on practical implementation (Caglar and Nair, 2021). 
Consequently, service providers face uncertainty regarding the operational 
measures required for their age assurance to be legally compliant and child-
rights respecting. Some countries provide guidance, for example in Germany 
((Kommission für Jugendmedienschutz (kjm), no date), France (csa, 2011, 
cnil, 2022) and Spain (aepd, 2023), and new standards for age assurance 
are emerging (5Rights Foundation, 2021; Shaffique and van der Hof, 2024). 
Compared with other sectors, there is more guidance on age assurance in the 
gambling sector, where typically age verification alone is not deemed suffi-
cient, and service providers are also required to verify the participant’s iden-
tity. In Estonia, for example, business operators are recommended to check the 
age of the participant from the Certification Centre or through an accredited 
third party such as banks (Maksu- ja Tolliam, 2021). Portugal and Slovakia, for 
instance, also require the age of the participant to be verified using public reg-
isters. However, not all countries have public registers, and across Europe each 
jurisdiction has its own requirements and circumstances. For instance, in the 
UK there is no public register, so the business operator must verify the user’s 
age through other options such as credit card verification.

The most common method of age assurance currently used is self-declara-
tion. This is not a reliable method and does not satisfy the strict legal require-
ments of age verification or the high assurance methods required by the gdpr 
for the processing of children’s personal data (Data Protection Commission 
Ireland, 2023) and the avmsd for adult-only content. While it might be appro-
priate for low-risk situations, it may be supplemented in other ways, for exam-
ple by capacity testing where the user must solve a task or puzzle that indicates 
their likely age (van der Hof and Ouburg, 2022). High(er) assurance methods 
include age verification based on age tokens stored on the user’s device and 
authenticated by third parties with reference to (government) databases have 
the advantage of not having to maintain a centralised database with large 
amounts of personal data that is vulnerable to security risks, and being able to 
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use different data sources in the verification process (Nash et al., 2013; 5Rights 
Foundation, 2021).

Some age assurance methods provide age estimation rather than age veri-
fication by roughly calculating the age of the user along with the probability 
of error. One method asks the user to scan their face using a camera so that 
ai facial analysis trained on a huge volume of images can estimate their age. 
Other methods include online profiling of users based on their behaviour (van 
der Maelen, 2018, 2019) or voice recognition. Critics of age estimation methods 
point out that they do not work equally well with everyone and vary according 
to gender, age and skin tone (5Rights Foundation, 2021). The reliability of such 
systems is hard to verify independently or to explain clearly to users, especially 
children. ai systems for automated recognition, behavioural analytics and 
biometric systems give rise to considerable concern regarding data privacy 
and security (5Rights Foundation 2021; Jelinek and Wiewiórowski, 2021; ico, 
2023). Although age assurance systems themselves must comply with the law, 
including the gpdr and dsa, there is a need for clear guidelines on the secu-
rity, transparency and inclusiveness of age assurance methods with specific 
attention to those methods using artificial intelligence. Also potentially prob-
lematic is whether such methods lead to a normalisation of surveillance when 
children (and others) are constantly asked to authenticate with their faces for 
access to digital services (Burgess, 2021). The effects of age assurance methods 
should therefore be subject to an evidence-based impact assessment that takes 
children’s rights and wellbeing into account.

Learning from established digital identification technologies deployed in 
banking or computer security, it may be necessary to join several methods, 
combining human inputs (e.g., pin code or password or self-declared age) with 
technical authentication or trusted third party authentication services. By con-
trast with such approaches, many current age assurance methods – especially 
self-declaration – provide far too low a level of age assurance to meet legal obli-
gations. Such tools are also problematic because, although age assurance is the 
responsibility of digital service providers who must comply with applicable 
legal requirements (ico, 2023), they seem to shift the responsibility from digi-
tal service providers to children and parents by expecting them to provide the 
correct age or date of birth at registration. Also problematic is that, when chil-
dren do use digital services below the minimum age set by providers, they find 
themselves using services that do not consider their safety specifically and may 
therefore not be age appropriate (Data Protection Commission Ireland, 2023).

The lack of practical guidance on age assurance combined with rapid inno-
vation by age assurance providers makes it hard to establish how such meth-
ods affect the rights of users, including children. Some methods that may seem 
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technically suitable for age assurance might, in practice, interfere with children’s 
rights in ways that are not self-evident. For instance, online age verification 
using hard identifiers, such as an id card, are not meant for online verification 
and can reveal more personal data than necessary for verifying simply whether 
someone has reached the minimum age required by law (5Rights Foundation, 
2021). Moreover, such hard identifiers are considered disproportionate by the 
Irish Data Protection Commission given that children may not have access to 
them, and such a requirement may disproportionately affect children from 
minority backgrounds (Data Protection Commission Ireland, 2023). Indeed, 
using credit cards for age verification may not only exclude children altogether 
but also some adults who are not eligible to obtain credit cards, for instance 
due to poor creditworthiness. From a child rights perspective, critical attention 
should also be paid to the specific age restrictions set by providers. Some may 
represent a genuinely informed assessment of children’s best interests (Article 
3, crc) and evolving capacities (Article 5, crc). But most represent a business 
decision to exclude children rather than invest in designing services appropri-
ate for them. Such a business decision becomes cynical if children’s exclusion 
is then poorly managed through use of weak age assurance measures, while 
digital providers continue to profit from children’s engagement and children 
continue to be placed at risk (Livingstone et al., 2024).

4 Age Assurance in the Lives of Children and Families

As with the adoption of most domestic technologies, the mundane practices 
of everyday life are critical to the success of child protection measures. Given 
families’ diversity of composition, values, practices, digital skills and circum-
stances, it is hardly to be expected that age assurance will bring about the 
same outcomes across households. Indeed, research on the “domestication” 
or “appropriation” of technologies reveals an active process of meaning-mak-
ing heavily shaped by the structures and activities of everyday life (Hartmann, 
2023; Chambers, 2016). Once embedded within the home, the meanings and 
potential of technologies evolve in accordance with the dynamics of everyday 
life, the practices and imaginaries that surround their use and the choices that 
families make. We can therefore expect age assurance technologies to become 
associated with a range of meanings and practices beyond those anticipated 
by law or business, including partial use, or misuse, or creative workarounds. 
For example, children may borrow parents’ id s (Williams et al., 2018) or obtain 
gift cards (van Hoof, 2016) to purchase age-restricted goods, or simply provide 
a wrong age in the case of self-declaration (drcf, 2022). Since parents often 
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believe they should have the final say about what is age appropriate for their 
children, they may even help them to “break the rules” (Revealing Reality, 
2021). On the other hand, a UK survey found that as children approach the 
so-called “digital age of consent”, parents appear more worried, preferring a 
still-older age (Livingstone and Ólafsson, 2018).

The everyday implementation of age assurance poses internet users with 
occasional or frequent decisions both about access to certain content, services 
or products online, and about whether to provide the personal information 
needed to establish their age. Yet, by comparison with the very sizeable litera-
ture on parental rules and mediation of children’s internet use (Elsaesser et al., 
2017), little research has asked how age assurance is managed in the domes-
tic context. Consider, for example, the situation for children with disabilities 
or refugees who lack government id s, or those whose parents are in conflict 
about their digital activities. Since children’s needs and capacities are not uni-
versal, “catch-all” measures might precisely leave out those groups of children 
who are already more disadvantaged and who would benefit most from dig-
ital inclusion. Indeed, to the extent that policymakers rely on parental man-
agement of children’s digital activities, the outcomes will likely be iniquitous 
given parents’ differential resources, expertise and competence to manage and 
mediate the impact of the digital environment on their child. Unfortunately, 
little evidence is available on the use of age assurance across diverse family 
forms or vulnerable groups, impeding conclusions about the feared conse-
quences for inequality and exclusion, potentially affecting children’s right to 
non-discrimination (Article 2, crc), as well as the realisation of their other 
rights (to protection, information, privacy and expression) in a digital world.

The pan-European EU Kids Online survey explored parental attitudes to the 
future possibility of requiring parental permission for children under 16 to use 
social media, apps and smart devices (Smahel et al., 2020). Depending on the 
country, between one- and two-thirds of parents were unsure how such meas-
ures could work, up to half did not understand why such permission might 
be necessary or would find it difficult to decide, and between a third and two-
thirds did not feel it would make much difference to how their child uses apps 
or services. Moreover, between one-fifth and two-fifths thought such a meas-
ure would harm their child’s privacy from their parents or limit their agency to 
make their own decisions. However, most parents saw such measures as help-
ing them stay more in control and keeping their child safer online, even though 
they worried that it could make it harder for their child to stay in touch with 
their friends. The findings also showed that parents’ views about their children 
becoming independent online vary substantially between countries (for exam-
ple, they appear more relaxed in Poland and Norway than in Germany or Spain 
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about their child making their own decisions regarding their digital activities; 
Smahel et al., 2020).

Relatedly, a recent review of studies of parental mediation strategies found 
that what matters to children’s experience of online risk is the warmth of the 
child–parent relationship and the collaborative and communicative actions 
this enables, more than any use of technical tools, surveillance or restrictions 
(Elsaesser et al., 2017). And although such tools are often advertised as “con-
trols”, many parents seek ways to integrate them as part of positive parenting, 
including for co-use or joint media engagement (Ewin et al., 2021). Meanwhile, 
more restrictive or controlling approaches can result in children evading or 
conflicting with parental decisions (Third et al., 2019; Livingstone and Blum-
Ross, 2020). Moreover, with parental consent and age assurance increasingly 
embedded in parental control tools (Stoilova et al., 2023), it can be hard for 
parents, policymakers and child rights advocates to know which data are being 
collected and how these affect children’s access to digital services.

Age assurance and other forms of access regulation, whether managed by 
the state or businesses, could in principle ease the task parents face in bringing 
up their children in a rapidly innovating digital environment. However, it is not 
currently evident whether the growing complexity of digital regulation is ben-
eficial for children overall, including whether age assurance can be designed 
in ways that respects children’s rights holistically without stimulating new 
and creative workarounds. Furthermore, it is not yet clear that the design and 
operation of age assurance technology itself facilitates rather than infringes 
children’s rights.

5. Age Assurance as a Means to Guarantee Children’s Rights

To safeguard children’s rights in the digital environment, it is necessary to 
know when users are likely to be children, unless digital services are made 
appropriate for all ages by design. Even general-purpose sites such as Google 
Maps, Wikipedia, Chess.com or Amazon give pause for thought: maps may 
publicise users’ location; online encyclopaedias may contain misinformation; 
gaming sites may enable chat between adult and child players; online shop-
ping sites may sell knives and alcohol; and any of these may use children’s per-
sonal data for commercial purposes in ways that are not privacy-preserving 
or even lawful. For the most part, age assurance has been deployed to protect 
children from online content, products or services that are unlawful or harmful 
for them to use, to preserve their safety and privacy and to comply with con-
tract law.
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Although the crc does not contain an obligation of age verification, it may 
be deemed necessary, as recognised by the UN Committee on the Rights of the 
Child in its General Comment No. 25: ‘Robust age verification systems should 
be used to prevent children from acquiring access to products and services 
that are unlawful for them to own or use’ (UN, 2021, para. 114). “Robust” sets the 
expectation that age verification systems should be used if they are effective in 
keeping very high-risk harms away from children, implicitly setting a thresh-
old that, in practice, many systems do not meet. Beyond such unlawful risks, 
another reason for using age assurance can be found in Article 17 of the crc 
that ‘encourage[s] the development of appropriate guidelines for the protec-
tion of the child from information and material injurious to [their] well-being’. 
Keeping harmful content, services and products away from children is argu-
ably also necessary to ensure the best interests of the child (Article 3, crc), 
to take account of their evolving capacities (Article 5, crc) and support the 
fullest development of children (Articles 6 and 29, crc).

However, it is important that content, services and products are not arbitrar-
ily kept from children as this may interfere with their other rights, including 
the right to freedom of expression and information (Article 13, crc), associa-
tion (Article 15, crc) and privacy (Article 16, crc). Digital services can make a 
hugely important contribution to children’s development and should therefore 
be accessible to children – consider the provision to children of information 
about sexuality and sexual health (Livingstone and Mason, 2015). The thresh-
old for age-based restrictions should be set according to whether, on balance, 
content, services or products are potentially harmful to children or certain age 
groups of children, bearing in mind all their rights. Should evidence regarding 
the harmful nature of content or services be lacking, the precautionary princi-
ple may apply. This entails a “better safe than sorry” approach where regulators 
should ban certain practices (e.g., online profiling of children for commercial 
purposes), and providers would be legally obliged to mitigate the potentially 
negative impact on the rights and wellbeing of children’s (Lievens, 2021). For 
example, the rationale for traditional regulation of adult pornography, which 
imposes legal obligations on publishers and distributors to restrict children’s 
access, has relied on perceived risks of harm rather than conclusive clinical 
evidence of harm resulting from exposure (Nair, 2019). Note that this may not 
necessarily imply an obligation to verify age; some decisions can be left to the 
discretion of parents (in line with Article 18, crc) or children themselves, 
providing they are clearly informed about the ages for which the content may 
be harmful and why. As General Comment No. 25 sets out (UN, 2021), and as 
reflected in the EU’s avmsd, in addition to or instead of age assurance, alterna-
tive measures include content labelling, content moderation, filtering systems, 
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reporting mechanisms and provision of positive content; what matters is that, 
in a given context, it must be established which measure is proportionate.

Age assurance may also be necessary to ensure that children enjoy a high 
level of data protection, given that the Committee on the Rights of the Child 
(UN, 2021) recognised that Article 16 of the crc encompasses the child’s right to 
data protection and that data protection laws increasingly provide a high level 
of protection for children’s privacy online across interpersonal, institutional 
and commercial contexts (Stoilova et al., 2020). Again, care is needed to ensure 
that a high level of data protection does not lead to children being excluded 
from digital services, given that this may interfere with their other rights. 
While it might be easier for digital providers to restrict access for all children 
or younger groups, children should not be deprived of a rich user experience 
or be offered inferior digital services, supposedly because of data protection 
considerations. Rather, digital service providers should provide age appropri-
ate privacy-by-design services that respect children’s rights (Data Protection 
Commission Ireland, 2021; Crepax et al, 2022; Hsu, van der Hof, 2023). Efforts 
to provide guidance on what age-appropriate design might entail started in the 
UK (ico, 2020) and are now being taken up in other countries such as Sweden, 
the Netherlands and Turkey, as well as put forward in age-appropriate design 
standards (ieee, 2021; cen and cenelec, 2023).

Finally, digital services may involve commercial practices that may inter-
fere with the child’s right to protection from economic exploitation (Article 32, 
crc) and to free play (Article 31, crc) (van der Hof et al., 2022). Behavioural 
design that influences children subconsciously to make choices they would 
not have made otherwise, i.e. deceptive design or dark patterns (Zagal et al., 
2013), are likely to be unfair commercial practices under consumer law (Leiser 
and Caruana, 2021). In addition, children’s personal data should not be pro-
cessed for online targeted advertising because this is a commercial practice 
that children do not or insufficiently understand and is not in their best inter-
ests (van der Hof, Lievens and Milkaite, 2022). Although the UN Committee on 
the Rights of the Child (UN, 2021) does not explicitly refer to these consumer 
law-related risks or link them to Article 32 of the crc, it does recognise that the 
design of commercial services can be harmful or unfair to children.

6 Designing Age Assurance that Respects Children’s Rights

Not only is it important that, insofar as age assurance is advocated to help real-
ise children’s rights, it is effective in this regard, but also age assurance tools 
should themselves respect children’s rights. Yet the design and operation of 
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any technology may facilitate or interfere with a range of children’s rights. 
Attracting most concern in the case of age assurance is the right to privacy. 
Age assurance systems can operate anonymously – for example, by using an 
age token on a smartphone (Corby, 2022; Allen et al., 2023), but such decen-
tralised systems are not widely available. Having said that, both the French 
and Spanish data protection authorities have published guidance on priva-
cy-friendly age assurance (cnil, 2022; aedp, 2023). To identify who is (or is 
not) a child, personal information is generally required, and some methods 
may be particularly privacy-invasive, such as those based on biometrics and 
behavioural analytics. Who obtains this data, how it is used and the condi-
tions that regulate this are crucial questions the answers to which may not 
be immediately apparent to users of digital technologies, including children. 
In the digital environment, privacy is largely, although not only, regulated as 
a matter of data protection (applicable when data relates to an identified or 
identifiable individual).

More and more countries now have data protection legislation (cnil, 
2023), often requiring a higher level of protection for children, although com-
pliance is variable and enforcement by regulators is often weak (van der Hof 
and Ouburg, 2021). For example, in Europe (and influential beyond Europe), 
the gdpr requires that data processing must be fair (Article 5, gdpr), lawful 
(Articles 5 and 6, gdpr) and transparent (Articles 5 and 12, gdpr). Only data 
necessary for age assurance may be processed by age assurance technologies 
(Article 5, gdpr: purpose specification and data minimisation). Further, trans-
parency must be age appropriate, meaning that it must be clear to children 
which of their personal data are being processed and why. Equally, exercising 
data access rights must be straightforward for children and parents. Where 
age verification systems use biometrics or profiling, they must comply with 
stricter requirements (Articles 9 and 22, gdpr). In the EU, the avmsd specif-
ically prohibits commercial uses of personal data processed for age assurance 
purposes (Article 6a (2), avmsd; see also General Comment No. 25 (UN, 2021, 
para. 77)). Similarly, the dsa stipulates high levels of privacy and safety for 
children, recognising that this may require age assurance; it further stipulates 
that this should not require providers of online platforms to process additional 
personal data to assess whether a user is a child (Article 28 (3), dsa). Although 
the meaning of this latter part is not entirely clear, it is likely to be a reference 
to privacy-friendly age assurance systems (see also Articles 5 and 25, gdpr on 
data minimisation and privacy by design). Finally, the development of large, 
centralised databases containing personal data poses information security 
risks that must be prevented through strong regulation and security-by-design 
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(Article 32, gdpr; Article 21, nis2 Directive; see also proposed EU Cyber 
Resilience Act).

Also of concern is the principle of non-discrimination (Article 2, crc). Age 
assurance systems must not discriminate against particular groups of chil-
dren, notably by unjustifiably excluding them from accessing digital contents, 
services or products. This can occur if, for example, methods presume access 
to a credit card or a digital identity tool. Age assurance methods should also 
avoid using technologies that are potentially biased towards or against cer-
tain groups of children and/or their parents or give a high probability of false 
results, for example by not working well with specific personal characteris-
tics, such as skin tone, ethnicity, gender, disability or age (5Rights Foundation, 
2021). Furthermore, developers of age assurance systems should consider chil-
dren (and adults) with disabilities by providing inclusive (accessible) design, 
since these users should not face additional barriers because of the use of tech-
nology; indeed, existing barriers relating to the digital environment should be 
removed (Lundy et al., 2019; Hsu and van der Hof, 2023). Children’s personal 
evolving capacities or disabilities or other circumstances should not be a rea-
son to give certain groups of children a less good experience, and user testing is 
important to ensure that the design of such systems works fairly for everyone.

Children’s right to be heard (Article 12, crc) means that they should be 
meaningfully involved in the design and development of assurance and con-
sent mechanisms insofar as these impact on their digital lives. Particularly, 
children must be consulted on the age-appropriate nature of digital services 
and any age gating for the purposes of their protection, including how choices 
made in the design of age assurance mechanisms may impact on their (other) 
rights and best interests (Livingstone et al., 2024). To the best of our knowledge, 
children have not been formally consulted about age assurance. The process of 
preparing General Comment No. 25 involved a global consultation with chil-
dren living in diverse contexts, with special efforts made to consult those living 
in disadvantaged or marginalised situations. The children consulted were clear 
in their message to policymakers that accessing the digital environment is no 
longer optional, but a necessity for their education, information, family life, 
social relationships, work, identity, play and more (5Rights Foundation, 2021). 
While they recognised that adults may know more about the risks of the digital 
world, they were concerned about adult approaches that appear to disrespect 
their perspectives or fail to hear and take account of their views, claiming that 
this in itself can lead to adverse outcomes.

A small European study interviewed children and parents, finding that 
they are broadly positive about age assurance in principle, being familiar with 
offline precedents (e.g., for purchasing alcohol or accessing pornography) 
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and in agreement with the need to keep potentially harmful online content, 
services and products from children (Revealing Reality, 2021, 2023). However, 
they expressed concerns about age assurance in practice, wishing for flexibil-
ity to suit children’s interests and maturity as well as parental and commu-
nity values. Such findings are supported by a UK-based qualitative study with 
children and parents regarding their attitudes to age assurance (drcf, 2022). 
Consulting children, and potentially their parents, makes it clear that methods 
of child online protection are unacceptable if they simply or high-handedly 
restrict children’s access to the internet without recognising how this may 
infringe their rights. Still needed are efforts to address children’s and parents’ 
scepticism that the existing guidance, age ratings, labelling or certification 
match children’s needs and development. Provisions are often taken only as 
guidance, and parents sometimes feel that they need to override mechanisms 
that curtail their children’s access to the digital environment. Indeed, purely 
restrictive measures can even result in children seeking to bypass them, while 
parents may be reluctant to concede their authority to systems that are not 
flexible enough to meet their children’s needs as they see it (drcf, 2022).

Finally, children must be provided with easy access to effective and child-
friendly instruments to enable them to make complaints when their rights 
are not observed or get support in using age assurance (Council of Europe, 
2012; Lievens et al., 2018; ico, 2020). This, and the foregoing problems, can be 
addressed by expecting or even mandating use of a children’s rights impact 
assessment (UN, 2013; unicef/The Danish Institute for Human Rights, 2013; 
Mukherjee et al., 2021). In this way, it is possible to assess holistically the pos-
itive and negative impacts on children’s rights of a decision or policy such as 
age assurance, and to determine what (age-) appropriate safeguards need to be 
implemented. Here, too, it is important to consult children to gain insight into 
the obstacles they experience when using or being subject to such methods so 
as to design age assurance systems that are child friendly and age appropriate.

7 Conclusions

There is now growing recognition of the need for age assurance online, with 
recent legislative initiatives in different parts of the world including Europe, 
Australia, India and the USA calling for age assurance methods for child 
online protection. The UN’s specialist technology agency urges that businesses 
should, ‘where possible, use age assurance to limit access to content or mate-
rial that, either by law or policy, is intended only for persons above a certain 
age’ (itu, 2020: 32), adding that it is essential, ‘that age assurance systems do 
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not jeopardise the genuine need for specific age groups to access content that 
is relevant for their development’ (26) nor ‘endanger their privacy’ (32). As we 
have shown, although various laws in the EU have long envisaged age assur-
ance to protect children from harmful content, products and services online, 
the enforcement of such laws has been ineffective, with a few exceptions such 
as online gambling. As illustrated by the spectacular failure of laws designed 
to prevent children’s access to adult pornography (Nair, 2019), laws that are not 
enforced will not command the respect or obedience of those who are bound 
by them, and will ultimately fail (Reed, 2012).

Meaningful implementation of laws that require age assurance, whether 
“hard” age and identity verification or a “softer” age estimation, necessitate 
effective age assurance methods being in place. Notwithstanding child rights 
and wider societal concerns and resistance to age assurance, it is highly likely 
that such tools will be increasingly used across the digital environment. For this 
reason, it is important to get it right. Writing for the International Engineering 
Standards Association, Pasquale et al. (2020: 7) ‘recommend age assurance as 
an ongoing process that does not terminate after sign-up’ together with efforts 
to incentivise honesty, not deception, by users about their age. Even if this is 
developed, it is fair to conclude that ‘age assurance should not be mistaken for 
a silver bullet or a shortcut to making the digital world fit for children’ (5Rights 
Foundation, 2021: 4), there being a need for ‘a mixed economy of age assurance 
methods’ (7); a child rights approach would hope, further, that –

rather than being the route to keeping children out of the digital world, 
age assurance can drive the development of new products and services to 
create a richer and more diverse digital ecosystem in which children (one 
in three internet users) are a recognised user group (9).

In the search for robust, rights-respecting systems of age assurance for the 
online protection of children, the task ahead is considerable, since the nature 
of the digital environment continually evolves, posing new challenges to chil-
dren’s rights, including their safety and privacy. There are, crucially, gaps and 
slippages between policy frameworks, policymaking and policy implementa-
tion, with EU member states struggling at times to keep pace with socio-tech-
nological developments or to enact sufficient multistakeholder cooperation 
for a smooth transition from policy frameworks to full and effective implemen-
tation on a national basis (O’Neill et al., 2023). Reporting on progress, O’Neill 
et al. (2023) observe an increase in implementation of EU legislation with 
three-quarters of European countries taking steps to implement age-appropri-
ate privacy settings, in accordance with the gdpr, and 83 per cent with also 

livingstone et al

The International Journal of Children’s Rights 32 (2024) 721–747
Downloaded from Brill.com 10/28/2024 03:02:23PM

via Open Access. This is an open access article distributed under the terms
of the CC BY 4.0 license.

https://creativecommons.org/licenses/by/4.0/

https://creativecommons.org/licenses/by/4.0/


739

promoting the adoption of age rating and content classification as required by 
the avmsd. However, although age assurance “solutions” of different kinds are 
actively being developed, a European review concluded that, ‘while there is a 
clear need for protecting children online, there are currently no age assurance 
methods that adequately protect individuals’ fundamental rights’ (Sas and 
Mühlberg, 2024: 7).

Although age assurance remains controversial, there remain strong grounds 
for age assurance as a norm, together with privacy and safety-by-design, to 
provide children with age-appropriate digital opportunities as well as protec-
tions. To ensure such measures are effective and proportionate (fosi, 2023), 
respecting the full range of children’s rights, a range of child rights approaches 
can be useful, including robust evaluations, child consultation and partic-
ipatory design. Indeed, including age assurance methods in the child rights 
impact assessment of digital services subject to legal age assurance require-
ments (Mukherjee et al., 2021) would be an effective way of ensuring that these 
methods are inclusive, effective and responsive to technological and regula-
tory innovation (Data Protection Commission Ireland, 2021; European Data 
Protection Board, 2020, nr. 146; Data Protection Commission Ireland, 2023). 
However, child rights approaches are currently insufficiently familiar to digital 
providers and internet governance policymakers.

Commercial innovation, regulatory frameworks and societal expectations 
are co-evolving, resulting in a digital environment that requires considerable 
intervention if it is sufficiently to respect children’s rights (Third et al., 2019). 
Some of these interventions are broadly effective and trusted by the pub-
lic, even taken for granted as part of modern life in a civilised society. Some 
are little used or not trusted, already known for their failings and available 
workarounds. Yet others are contested for protecting children at the cost of 
their civil rights and freedoms or for professing to protect children at the 
cost of adult freedoms in a digital world. Thus far, age assurance is only par-
tially trusted and subject to contestation, though this might be improved by 
setting standards for the efficacy of age assurance and age restrictions, com-
bined with certification schemes as a statutory requirement for providing 
age-restricted content. Further, the impact on child users and children’s rights 
has not received due consideration, and we have identified serious concerns 
regarding protection, discrimination, privacy, the right to be heard, civil rights 
and freedoms and remedy. Yet, to keep children safe online, age assurance is 
increasingly mandated by legislation and called for by policymakers and the 
public. Our analysis of the inadequacies and inconsistencies of age assurance 
methods demonstrates that both law and practice need further work to respect 
children’s rights. As things stand, there are pressing challenges on both counts. 
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More positively, it is plausible that age assurance could be designed in ways 
that respects children’s rights, thereby helping to realise children’s rights more 
broadly in a digital world. This article has identified both the promise and the 
challenges, providing a road map for future work.
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