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A B S T R A C T

We analyse the performance of the large language models (LLMs) OPT, BERT, and FinBERT,
alongside the traditional Loughran-McDonald dictionary, in the sentiment analysis of 965,375
U.S. financial news articles from 2010 to 2023. Our findings reveal that the GPT-3-based OPT
model significantly outperforms the others, predicting stock market returns with an accuracy of
74.4%. A long-short strategy based on OPT, accounting for 10 basis points (bps) in transaction
costs, yields an exceptional Sharpe ratio of 3.05. From August 2021 to July 2023, this strategy
produces an impressive 355% gain, outperforming other strategies and traditional market
portfolios. This underscores the transformative potential of LLMs in financial market prediction
and portfolio management and the necessity of employing sophisticated language models to
develop effective investment strategies based on news sentiment.

. Introduction

Many texts aim to understand and predict economic and financial events. In recent decades, the financial literature has turned to
arious sources of text data, such as financial news articles, regulatory filings, and social media posts, to extract valuable insights.
owever, the integration of text mining into financial models is still in its early stages. So far, most research has only explored a small
ortion of text data related to financial markets, often focusing on a single data source. Typically, these studies use straightforward
ethods, such as determining sentiment scores from dictionaries (Loughran and Mcdonald, 2011; Malo et al., 2014). A common

inance-specific dictionary used in sentiment analysis is the Loughran-McDonald master dictionary (Loughran and McDonald, 2022).
Utilizing economic and financial information in text data poses difficulties. Unlike numerical data, text data lacks consistent

tructure, making it more complex to handle and interpret. Language itself is inherently intricate. Therefore, sophisticated models are
ecessary to uncover concealed insights from text. However, these advanced models can pose challenges, particularly for researchers
ho lack the technical expertise, computational resources, or sufficient funding. Given this context, it becomes apparent that current
fforts in textual analysis within finance and economics are only beginning to explore the possibilities. There is a significant untapped
otential in textual data that can be harnessed to gain a deeper understanding of asset markets. As challenges in text analysis emerge,
hey signal an exciting avenue for further research. It is expected that, in the future, economists will expand their text datasets and
efine their techniques to extract valuable insights (Acemoglu et al., 2022).

The primary goal of this paper is to get deeper into this exploration. We aim to create more refined representations of news
ext using large language models (LLMs) and leverage these representations to develop models for predicting stock returns. To
ppreciate the value of LLMs, it is essential to understand the current landscape of financial text mining. Most methods in current use
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rely on supervised machine learning and are tailored for specific objectives, such as predicting returns, volatility, or macroeconomic
variables (Jegadeesh and Wu, 2013; Baker et al., 2016; Manela and Moreira, 2017). These methods typically involve two main steps:
converting text into a numerical representation and then modelling it. In many cases, researchers opt for the dictionary approach,
which transforms each document into a vector that accounts for term frequency (Loughran and Mcdonald, 2011; Malo et al., 2014).
Sometimes, this representation is further refined to create summarized scores that represent the text according to a domain-specific
word dictionary (Tetlock, 2007). The outcome of the initial step is a matrix, which is then input into the econometric model in the
subsequent step to describe various economic or financial phenomena. Studies such as Baker and Wurgler (2006), Lemmon and Ni
(2014) and Shapiro et al. (2022) have highlighted the impact of investor sentiment on asset prices leveraging macro- or market-level
sentiment indicators. However, these contributions do not deal with sentiment dynamics at the individual stock level, which our
research aims to do by employing LLMs for a granular sentiment analysis. This approach not only enhances our understanding of
sentiment’s role in financial markets, but also introduces a novel dimension to sentiment analysis by focusing on the predictive
power of LLM-derived sentiment scores for individual stock performances.

Current methods for representing financial text data have inherent limitations. Starting with the dictionary method, it oversim-
lifies text by solely considering term frequency and overlooking important aspects like word order and contextual relationships
etween terms (Malo et al., 2014). Additionally, the high dimensionality of a dictionary can lead to statistical inefficiencies,
equiring many parameters in the subsequent modelling phase, even when many terms might be irrelevant. Dimensionality reduction
echniques like latent Dirichlet allocation (LDA) can help, but are still based on a dictionary and do not address the fundamental
ssue of information loss (Bybee et al., 2019). Moreover, these reduced representations are specific to a text source in a particular
omain, even though incorporating multiple text sources might provide better insights (Devlin et al., 2019).

A LLM can play a crucial role in text analysis. A LLM is trained on a wide variety of texts that cover different topics (Devlin
t al., 2019). Creating an LLM involves a specialized team that builds a versatile language model. This model is trained on a vast
mount of text, including entire books, Wikipedia articles, and more. Once developed, LLMs are made accessible for broader research
urposes (Hugging Face, 2023).

In our research, we utilize two distinct LLMs for our analysis: Bidirectional Encoder Representations from Transformers (BERT)
eveloped by Google (Devlin et al., 2019) and Open Pre-trained Transformers (OPT) developed by Meta (Zhang et al., 2022). State-
f-the-art LLMs have consistently outperformed in various natural language processing (NLP) tasks, primarily due to their extensive
cale. They are often available pre-trained on platforms like Hugging Face (Hugging Face, 2023). Hugging Face is a leading open-
ource repository that offers a plethora of advanced NLP and AI models, making state-of-the-art machine learning techniques readily
vailable and deployable for academic and research purposes. We constructed our analytical models by leveraging the Hugging Face
ransformers library (Wolf et al., 2020) and utilizing Python.

We chose BERT for its innovation in language understanding, which is critical for analysing complex financial texts. BERT’s ability
o analyse the context of text from all sides improves how we interpret financial documents (Devlin et al., 2019). We would have
iked to use also GPT-4 as a LLM in our research. However, we could not use the most advanced GPT models because they are not
ublicly available. Instead, we used OPT as a substitute. OPT is similar to the GPT models, but is open to the public (Radford et al.,
018). We used smaller versions of OPT due to our limited computer resources. For our analysis we chose BERT and OPT models
ith 345 million and 2.7 billion parameters (Hugging Face, 2023). Our choice of OPT and BERT provides us with powerful LLM

ools to better understand financial markets and predict their movements. Furthermore, our analysis includes FinBERT, a specialized
ariant of the BERT LLM, specifically pre-trained for financial contexts. FinBERT is an example of how open-source BERT models
an be adapted for distinct tasks in finance. Huang et al. (2023) demonstrated this adaptability by fine-tuning a BERT model for
lassification tasks using the Financial PhraseBank dataset, initially compiled by Malo et al. (2014). Last, we employed also the
oughran and McDonald dictionary (Loughran and Mcdonald, 2011; Loughran and McDonald, 2022) to facilitate a comparative
ssessment across different modelling approaches, i.e. FinBERT and our fine-tuned versions of BERT and OPT.

Our analysis is a two-step process: first, we turn text into numbers, and then we use those numbers to model economic patterns.
n the first part, we choose how to represent text data numerically for the model in the second part. A popular method is the
ictionary approach, which represents each text as a list of all the words and how often they appear. Sometimes, this basic list is all
e use (Loughran and Mcdonald, 2011; Jegadeesh and Wu, 2013). Other times, we use the advanced LLM capabilities to analyse

he news. The result of this first step is a table of numbers where each row represents a news text and each column represents a
entiment score. In the second step, we use this table to help us understand financial outcomes like stock returns or market trends.
sing LLMs in the initial phase improves text representations compared to existing dictionary methods. This improvement comes

rom the extensive parameter space of LLMs and their training on a diverse range of language samples (Devlin et al., 2019). By
nabling the use of LLMs, a wealth of knowledge becomes accessible for financial research (Huang et al., 2023). Our research
rimarily focuses on demonstrating the usefulness of LLM representations in modelling stock returns.

To achieve this, we conduct two separate econometric studies that leverage text mining to gain insights into the financial
arket. Firstly, we assess the relationship between financial news sentiment and stock returns using sentiment analysis techniques.
his involves categorizing news sentiment based on the aggregated 3-day excess returns of stocks, providing a more dynamic and
recise reflection of market response to news. Secondly, we conduct a regression analysis to determine how effectively LLM-derived
entiment scores predict stock returns on the following day. We utilize linear regression models with firm-specific and date-specific
ixed effects, enabling a detailed evaluation of the predictive accuracy of LLMs, including OPT, BERT, and FinBERT, against
raditional dictionary models. Finally, we explore practical applications through the development of distinct trading strategies based
n LLM-derived sentiment scores. These strategies encompass creating long, short, and long-short portfolios, guided by sentiment
2

cores from OPT, BERT, FinBERT and the Loughran-McDonald dictionary models. Our methodological design accounts for real-world



Finance Research Letters 62 (2024) 105227K. Kirtac and G. Germano

l
2
t
2
W
i

r

2

2

s
a
U
t

A
t
M
a
h

A

0
0
p
p

F
c

trading conditions by incorporating transaction costs and aligning trade execution with news release timings. This comprehensive
approach not only highlights the nuanced sentiment analysis capabilities of LLMs, but also demonstrates their practical value in
formulating effective trading strategies in the financial market.

This investigation both complements and extends the scope of existing scholarly works that combine text processing and machine
earning approaches to tackle a range of questions in financial research (Jegadeesh and Wu, 2013; Garcia, 2013; Hoberg and Phillips,
016; Manela and Moreira, 2017; Hansen et al., 2018; Ke et al., 2020). Additionally, it contributes to the ongoing research focused on
he correlation between news sentiment and collective stock market performance (Tetlock, 2007; Campbell et al., 2014; Baker et al.,
016; Calomiris and Mamaysky, 2019; Frankel et al., 2022). A unique aspect of our study lies in exploring the capabilities of LLMs.
e hypothesize that these sophisticated LLMs have the potential to unearth more profound, and perhaps previously unrecognized,

nsights from textual data, leading to enhanced accuracy in predicting stock market reactions.
The paper is organized as follows: Section 2 describes the data and methods we used for our study. Section 3 reports the study’s

esults and discusses them. Section 4 contains the conclusions.

. Data and methods

.1. Data

In our research, we primarily use two datasets: one from the Center for Research in Security Prices (CRSP) that includes daily
tock returns, and another from Refinitiv with global news. The news data from Refinitiv comprises detailed articles and quick
lerts, focusing on companies based in the U.S. The CRSP data provides daily return information for companies that trade on major
.S. stock exchanges. It includes details like stock prices, trading volumes and market capitalisation. We use this data to analyse

he link between stock market returns and sentiment scores derived from LLMs.
Our analysis includes companies from the American Stock Exchange (AMEX), National Association of Securities Dealers

utomated Quotations (NASDAQ) and New York Stock Exchange (NYSE) that appear in at least one news article. We apply filters
o ensure the quality of our data. We only consider news articles related to individual stocks with available three-day returns.
oreover, we avoid redundancy by using a novelty score based on the similarity between articles: if a new article is too similar to

n older article published within the past 20 days according to a cosine similarity score of 0.8 or more, we exclude it. This approach
elps us to focus on unique information significant for our analysis.

Our study covers the period from January 1, 2010, to June 30, 2023. We matched 2,732,845 news about 6214 unique companies.
fter applying our filters, we were left with 965,375 articles. Our sample dataset is summarized in Table 1.

Table 1
Summary statistics of our U.S. news articles dataset after we applied filters. ‘‘All news’’ is the total count of news
items from Refinitiv. ‘‘News for single stock’’ is the post-filtering count for articles exclusively associated with
individual stocks. ‘‘Unique news’’ is the remaining count after excluding articles with a high degree of similarity
(cosine similarity score higher than 0.8) to any other content published within the prior five business days,
ensuring a dataset without redundant information.
All news News for single stock Unique news

2,732,845 1,865,372 965,375

Table 2 presents descriptive statistics of our dataset. We find that the mean daily return is 0.37% with a standard deviation of
.18%. The sentiment scores derived from the OPT, BERT, and FinBERT models show a normal distribution around the median of
.5, with slight variations in mean and standard deviation. In contrast, the Loughran-McDonald dictionary score exhibits a more
ositively skewed distribution with a mean of 0.68 and a higher standard deviation of 0.32, indicating a tendency towards more
ositive sentiment scores in our dataset.

Table 2
Descriptive statistics for daily stock returns expressed in percentage points and sentiment scores derived from the OPT, BERT, and FinBERT models, as well
as the Loughran-McDonald (LM) dictionary. The table provides the mean, standard deviation (StdDev), minimum, median, maximum, and the total count of
observations 𝑁 for each variable related to stock returns and sentiment scores from the mentioned models and dictionary.

Mean StdDev Minimum Median Maximum 𝑁

Daily return (%) 0.37 0.18 −64.97 −0.02 237.11 965,375
BERT score 0.48 0.25 0 0.5 1 965,375
OPT score 0.53 0.24 0 0.5 1 965,375
FinBERT score 0.51 0.24 0 0.5 1 965,375
LM dictionary score 0.68 0.32 0 0.5 1 965,375

2.2. Methods

This study commences with the fine-tuning of pre-trained language models, specifically BERT and OPT, sourced from Hugging
ace, to tailor their capabilities for specialized financial analysis (Hugging Face, 2023). LLMs, originally designed for broad linguistic
omprehension, require significant adaptation to perform niche tasks such as producing a sentiment index through textual analysis
3
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of financial news with the ultimate aim of forecasting stock returns. This necessity enforces the adaptation phase, where the models
are recalibrated after their original training on extensive data to prepare them for specific analytical functions (Radford et al., 2018).

In addition to the OPT and BERT LLMs, our analysis includes FinBERT, a variant of BERT pre-trained specifically for financial
exts, and the Loughran and McDonald dictionary. Notably, FinBERT and the Loughran and McDonald dictionary do not necessitate
he fine-tuning process, as they are already tailored for financial text analysis. FinBERT leverages BERT’s architecture but is fine-
uned on financial texts, providing nuanced understanding in this domain (Huang et al., 2023). The Loughran and McDonald
ictionary, a specialized lexicon for financial texts, aids in traditional textual analysis without the complexity of machine learning
odels (Loughran and McDonald, 2022).

Guided by the methodologies introduced by Alain and Bengio (2016), our approach adopts a probing technique, which is a form
f feature extraction. This method builds on the models’ pre-existing parameters, harnessing them to create features pertinent to
ext data, thereby facilitating the downstream task of sentiment analysis. To enhance the precision of our LLMs, we adapted and
odified the methodology proposed by Ke et al. (2020). In our methodology, the process of fine-tuning the pre-trained OPT and
ERT language models involves a specific focus on the aggregated 3-day excess return associated with each stock. This excess return

s calculated from the day a news article is first published and extends over the two subsequent days. To elaborate, excess return is
efined as the difference between the return of a particular stock and the overall market return on the same day. This calculation
s not limited to the day the news is published; instead, it aggregates the returns for the following two days as well, providing a
omprehensive three-day outlook.

Sentiment labels are assigned to each news article based on the sign of this aggregated three-day excess return. A positive
ggregated excess return leads to a sentiment label of ‘1’, indicating a positive sentiment. Conversely, a non-positive aggregated
xcess return results in a sentiment label of ‘0’, suggesting a negative sentiment. Our approach of using a 3-day aggregated excess
eturn for sentiment labelling plays a crucial role in refining our analysis. It follows the common practice in economics and finance
f studying events that span multiple days (MacKinlay, 1997). This approach entails evaluating returns spanning from the day of
he article’s publication through the two following days. This technique is particularly beneficial in understanding the relationship
etween the sentiment in financial news and the corresponding movements in stock prices. We allocated 20% of the data randomly
or testing and, from the remaining data pool, allocated another 20% randomly for validation purposes, resulting in a training set
f 193,070 articles.

After completing the language model fine-tuning, our analysis continues with an empirical evaluation of these models in the
ontext of U.S. financial news sentiment. A subset of 20% of these articles was set aside as a test sample, allowing for an unbiased
valuation of the models’ predictive accuracy. Our analysis focused on the ability of OPT, BERT, FinBERT, and the Loughran-
cDonald dictionary to accurately forecast the direction of stock returns based on news sentiment, particularly over a three-day

eriod post-publication. To assess the models’ performance, we calculated these statistical measures: accuracy, precision, recall,
pecificity, and the F1 score. Accuracy is the proportion of true results (both true positives and true negatives) among the total
umber of cases examined. Precision (positive predictive value) is the proportion of positive identifications that were actually correct.
ecall (sensitivity) is the proportion of actual positives that were identified correctly. Specificity is the proportion of actual negatives

hat were correctly identified. The F1 score is the harmonic mean of precision and recall, providing a single metric that balances
oth quantities.

We subsequently conducted a regression analysis with the objective of investigating the influence of language model scores on
he subsequent day’s stock returns. The regression is modelled as

𝑟𝑖,𝑛+1 = 𝑎𝑖 + 𝑏𝑛 + 𝜸 ⋅ 𝐱𝑖,𝑛 + 𝜖𝑖,𝑛, (1)

here 𝑟𝑖,𝑛+1 is the return of stock 𝑖 on the subsequent trading day 𝑛 + 1, 𝐱𝑖,𝑛 is a vector of scores from language models, and 𝑎𝑖 and
𝑛 are the fixed effects for firm and date. We employ double clustering for standard errors by firm and date, addressing potential
oncerns related to heteroscedasticity and autocorrelation. This regression framework facilitates an in-depth comparison of the
redictive efficacy of different LLMs, including OPT, BERT, FinBERT and Loughran-McDonald dictionary variants with respect to
tock returns.

Our choice of the linear regression model corresponds to a standard panel regression approach where article features 𝑥𝑖,𝑛 are
irectly translated into the expected return 𝐸(𝑟𝑖,𝑛+1) of the corresponding stock on the next day. The simplicity of linear regression
s chosen to emphasize the importance of text-based representations in financial analysis. By using linear models, we can focus
n the impact of these representations without the added complexity of nonlinear modelling. This approach highlights the direct
nfluence of textual data on financial predictions, ensuring a clear understanding of the role and effectiveness of text-based features
n financial sentiment analysis.

Following our predictive analysis, our study extends to assess practical outcomes through the implementation of distinct
rading strategies utilizing sentiment scores derived from OPT, BERT, FinBERT and the Loughran-McDonald dictionary models.
o comprehensively evaluate these strategies, we construct various portfolios with a specific focus on market value-weighted
pproaches. For each language model, we create three types of portfolios: long, short, and long-short. The composition of these
ortfolios is contingent on the sentiment scores assigned to individual stocks every day. Specifically, the long portfolios comprise
tocks with the highest 20% sentiment scores, while the short portfolios consist of stocks with the lowest 20% sentiment scores.
oreover, the long-short portfolios are self-financing strategies that simultaneously involve taking long positions in stocks with the

ighest 20% sentiment scores and short positions in stocks with the lowest 20% sentiment scores. We observe cumulative returns
f these trading strategies considering transaction costs. We dynamically update these market value-weighted sentiment portfolios
n a daily basis in response to changes in sentiment scores. This means that each day, we reevaluate and adjust the portfolios
4
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by considering the latest sentiment data. By doing so, we aim to capture the most current market conditions and enhance the
effectiveness of our trading strategies.

This method allows us to test the real-world application of sentiment analysis findings without the influence of overall market
ovements. We base our stock choices on their market value, giving preference to larger, more stable companies, as these often

epresent safer, more reliable investments, and help reduce trading costs. We synchronize our trading decisions with the timing of
ews releases. For news reported before 6 am, we initiate trades at the market opening on that day, exploiting immediate reaction
pportunities and close the position at the same date. For news appearing between 6 am and 4 pm, we initiate a trade with closing
rices of the same day and exit the trade the next trading day. Any news coming in after 4 pm was used for trades at the start of
he next trading day, adapting to market operating hours. To make our simulation more aligned with actual trading conditions, we
ncluded a transaction cost of 10 basis points for each trade, accounting for the typical costs traders would encounter in the market.

. Results

.1. Sentiment analysis accuracy in U.S. financial news

In this study, we used LLMs to analyse sentiment in U.S. financial news. We processed a dataset of 965,375 articles from Refinitiv,
panning from January 1, 2010, to June 30, 2023. We used 20% of these articles as a test set. We measured the accuracy of each
odel in predicting the direction of stock returns based on news sentiment. This accuracy indicates how well the model links the

entiment in financial news with stock returns over a three-day period. We evaluated four models: OPT, BERT, FinBERT and the
oughran-McDonald dictionary. Their performance in sentiment analysis is shown in Table 3.

Table 3
Language model performance metrics: accuracy, precision, recall, specificity, and the F1 score for each
model. The OPT model is the most accurate, followed closely by BERT and FinBERT.
Metric OPT BERT FinBERT Loughran-McDonald

Accuracy 0.744 0.725 0.722 0.501
Precision 0.732 0.711 0.708 0.505
Recall 0.781 0.761 0.755 0.513
Specificity 0.711 0.693 0.685 0.522
F1 score 0.754 0.734 0.731 0.508

The results show that the OPT model is the most accurate, followed closely by BERT and FinBERT. The Loughran-McDonald
ictionary, a traditional finance text analysis tool, has significantly lower accuracy. This indicates that language models like OPT,
ERT, and FinBERT are better at understanding and analysing complex financial news. The precision and recall values further
upport the superiority of the OPT model; its F1 score, which combines precision and recall, also confirms its effectiveness in
entiment analysis. These findings confirm that language models, particularly OPT, are valuable tools for analysing financial news
nd predicting stock market trends.

.2. Predicting returns with LLM scores

This section assesses the ability of various LLMs to predict stock returns for the next day using regression models. Our regression
ith Eq. (1) uses LLM-generated scores from news headlines as the main predictors. To account for unobserved variations, these

egressions include fixed effects for both firms and time, and we cluster standard errors by date and firm for added robustness. Table 4
rovides our regression findings, focusing on how stock returns correlate with predictive scores from advanced LLMs, specifically
PT, BERT, FinBERT and the Loughran-McDonald dictionary models.

Our findings reveal the predictive capabilities of the advanced LLMs. The OPT model, in particular, demonstrates a strong
orrelation with next-day stock returns, as indicated by significant coefficients in different model specifications. The FinBERT model
ollows closely, showcasing its own robust predictive power. BERT scores, while more modest in their predictive strength, still show
statistically significant relationship with stock returns. We also observe that the predictive strength increases when both LLMs

re used as independent variables in the same regression. In contrast, the Loughran-McDonald dictionary model exhibits the least
redictive power among the models examined.

Our analysis suggests that several factors contribute to explain the different performance among OPT, BERT and FinBERT,
otably model design, parameter scale, and the specificity of training data. OPT’s expanded parameter space, exceeding that of
ERT and FinBERT, alongside its advanced training methodologies, is likely to cause its superior forecasting accuracy in stock
eturns and portfolio management. Furthermore, the nuanced performance of FinBERT, despite its financial domain specialization,
aises intriguing considerations. Our exploration detailed in Section 3.3 posits that the broader pre-training data diversity of BERT
nd the potential for overfitting in highly specialized models such as FinBERT might explain this unexpected outcome. These
nsights collectively emphasize the intricate balance between model specificity, scale, and training regimen in optimizing predictive
erformance within financial sentiment analysis.

The robustness of our regression models is further underscored by the inclusion of a substantial number of observations, ensuring
comprehensive and representative analysis. Additionally, the adjusted 𝑅-squared values, while moderate, indicate a reasonable

level of explanatory power within the models. The reported AIC and BIC values aid in assessing model fit and complexity, further
enriching our comparative analysis across different LLMs.
5
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Table 4
Regression results of stock returns on LLM sentiment scores done with Eq. (1), which includes firm and time fixed effects (FE) represented by 𝑎𝑖 and 𝑏𝑛. The
independent variable 𝑥𝑖,𝑛 includes prediction scores from the language models. This analysis compares scores from OPT, BERT, FinBERT and Loughran-McDonald
dictionary models, providing insights into their predictive abilities for stock market movements based on news sentiment. This analysis encompasses all U.S.
common stocks with at least one news headline about the firm. 𝑇 -statistics are presented in parentheses. Regressions 1 and 2 include two scores, regressions
3–6 only one. * 𝑝 < 0.05. ** 𝑝 < 0.01. *** 𝑝 < 0.001.

Regression 1 2 3 4 5 6

OPT score 0.274*** 0.254***
(5.367) (4.871)

BERT score 0.142** 0.091* 0.129*
(2.632) (1.971) (2.334)

FinBERT score 0.257*** 0.181***
(5.121) (4.674)

LM dictionary score 0.083
(1.871)

Observations 965,375 965,375 965,375 965,375 965,375 965,375
R2 0.221 0.217 0.195 0.145 0.174 0.087
R2 adjusted 0.183 0.184 0.195 0.145 0.174 0.087
R2 within 0.021 0.022 0.017 0.009 0.016 0.002
R2 within adjusted 0.020 0.020 0.017 0.009 0.016 0.002
AIC 64,378 77,884 62,345 97,473 67,345 135,783
BIC 117,231 132,212 115,655 114,746 109,272 123,382
RMSE 5.32 11.12 4.21 14.12 9.75 23.54
FE: date X X X X X X
FE: firm X X X X X X

3.3. Performance of sentiment-based portfolios

Next, we assess the effectiveness of sentiment analysis in portfolio management by constructing various sentiment-based
ortfolios, including market value-weighted portfolios. These portfolios are developed using sentiment scores derived from different
anguage models: OPT, BERT, FinBERT, and the Loughran-McDonald dictionary model. The investment strategies employed in our
nalysis can be described as follows: each LLM is utilised to create three distinct portfolios, one composed of stocks with top 20
ercentile positive sentiment scores (long), another comprising stocks with top 20 percentile negative sentiment scores (short), and
self-financing long-short portfolio (L-S) based on both top 20 percentile negative and positive scores. Additionally, we include

enchmark comparisons with value-weighted and equal-weighted market portfolios without considering sentiment scores. Value-
eighted portfolios distribute investments based on the market capitalisation of each stock, while equal-weighted portfolios allocate

nvestments equally to all stocks, regardless of market capitalisation. The selection of value-weighted and equal-weighted market
ortfolios was made to align with passive trading strategies, a widely acknowledged method in financial research (Fama and French,
993; Carhart, 1997). We evaluate these strategies using key financial metrics, including the Sharpe ratio, mean daily returns,
tandard deviation of daily returns, and maximum drawdown.

The long-short OPT strategy demonstrates the most robust risk-adjusted performance, as evidenced by its superior Sharpe ratio
ndicated in Table 5. The Loughran-McDonald dictionary model-based strategy (L-S LM dictionary) laggs behind, particularly when
ompared to the value-weighted market portfolio. This highlights the varying effectiveness of different sentiment analysis models
n guiding investment decisions and underscores the significance of model selection in sentiment-based trading.

Table 5
Descriptive statistics of trading strategies. The table presents the Sharpe ratio, mean daily return (MDR), daily standard deviation (StdDev) and the maximum daily
drawdown (MDD) for the trading strategies based on the sentiment analysis models OPT, BERT, FinBERT, and Loughran-McDonald dictionary (LM dictionary),
each comprising long (L), short (S), and long-short (L-S) portfolios. The portfolios are value-weighted for comparison to a value-weighted (VW) market portfolio,
which is provided for benchmarking, as well as an equal-weighted (EW) portfolio. LM dictionary refers to a sentiment analysis approach that uses a dictionary
of finance-specific terms developed by Loughran and McDonald.

OPT BERT FinBERT

Long Short L-S Long Short L-S Long Short L-S

Sharpe ratio 1.81 1.42 3.05 1.59 1.28 2.11 1.51 1.19 2.07
MDR (%) 0.32 0.25 0.55 0.25 0.21 0.45 0.22 0.18 0.39
StdDev (%) 2.18 2.91 2.49 2.49 3.19 2.68 2.59 3.31 2.81
MDD (%) −14.76 −24.69 −18.57 −17.89 −27.95 −21.95 −19.71 −29.94 −23.82

LM dictionary EW VW

Long Short L-S Long Short L-S Long Short L-S

Sharpe ratio 0.87 0.66 1.23 1.25 1.05 1.40 1.28 1.08 1.45
MDR (%) 0.12 0.13 0.22 0.18 0.15 0.33 0.19 0.16 0.35
StdDev (%) 3.54 4.13 3.74 2.90 3.70 3.20 2.95 3.75 3.25
MDD (%) −35.47 −45.39 −38.29 −31.13 −42.21 −32.87 −28.76 −38.95 −31.87
6
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Fig. 1. Cumulative returns from investing $1 with value-weighted, zero-cost long-short portfolios based on OPT (red), BERT (yellow), FinBERT (dark blue) and
the Loughran-McDonald dictionary (green), rebalanced daily with a 10 bps transaction cost. For comparison, we also show a value-weighted market portfolio
(light blue) and an equal-weighted market portfolio (orange), both without transaction costs.

Finally, we examine the outcomes of trading strategies based on news sentiment including a 10 bps trading cost from August
2021 to July 2023. Fig. 1 illustrates the performance of various strategies, notably highlighting the long-short OPT strategy with
an impressive 355% gain. This underscores the powerful predictive capability of advanced language models in forecasting market
movements. Other strategies, such as long-short BERT and long-short FinBERT, also register significant gains of 235% and 165%,
in stark contrast to traditional market portfolios, which barely exceed 1%. Conversely, the Loughran-McDonald dictionary model,
extensively employed in finance research, managed only a 0.91% return. This pronounced disparity suggests that dictionary-based
models do not effectively interpret the nuanced sentiments present in contemporary financial news as efficiently as more advanced
language models. This analysis substantiates the importance of employing sophisticated language models in developing investment
strategies based on news sentiment.

4. Conclusion

Our study has far-reaching implications for the financial industry, offering insights that could reshape market prediction
and investment decision-making methodologies. By demonstrating the application of OPT and BERT models, we enhance the
understanding of LLM applications in financial economics. This encourages further research into integrating artificial intelligence
and LLMs in financial markets.

Notably, the advanced capabilities of LLMs surpass traditional sentiment analysis methods in predicting and explaining stock
returns. We compared the performance of OPT, BERT and FinBERT scores to sentiment scores derived from conventional methods
such as the sentiment score provided by the Loughran-McDonald dictionary model. Our analysis reveals that the latter basic model
exhibits limited stock forecasting capabilities, with little to no significant positive correlation between their sentiment scores and
subsequent stock returns. In contrast, complex models like OPT demonstrate the highest prediction power. For instance, a self-
financing strategy based on OPT scores, buying stocks with positive scores and selling stocks with negative scores after news
announcements, achieves a remarkable Sharpe ratio of 3.05 over our sample period, compared to a Sharpe ratio of 1.23 for the
strategy based on the dictionary model.

The implications of our research reach beyond the financial industry to inform regulators and policymakers. Our research
enhances our knowledge of the advantages and risks linked to the increasing use of LLMs in financial economics. As LLM usage
expands, it becomes crucial to focus on their impact on market behaviour, information dissemination, and price formation. Our
results add insights to the dialogue surrounding regulatory policies that oversee the use of AI in finance, thereby aiding in the
establishment of optimal practices for incorporating LLMs into the operations of financial markets.

Our research offers tangible benefits to asset managers and institutional investors, presenting empirical data that demonstrates the
strengths of LLMs in forecasting stock market trends. In our analysis covering August 2021 to July 2023, we observed that strategies
7
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utilizing news sentiment with advanced language models, notably the long-short OPT strategy, achieved remarkable gains, with an
impressive 355% return. This starkly contrasts with the modest performance of traditional market portfolios and the Loughran-
McDonald dictionary model, which only managed a 0.91% return. These findings highlight the significant advantage of employing
sophisticated language models in developing effective investment strategies, marking a pivotal shift away from traditional sentiment
analysis methods. Such evidence enables these professionals to make more informed choices regarding the integration of LLMs into
their investment strategies. This could not only improve their performance but also decrease their dependence on traditional methods
of analysis.

Our study contributes to the debate about the role of AI in finance, particularly through our investigation into how well LLMs
redict stock market returns. By investigating both the possibilities and the boundaries of LLMs in the domain of financial economics,
e open the way for further research aimed at creating more advanced LLMs specifically designed for the distinctive needs of the

inance sector. Our goal in highlighting the potential roles of LLMs in financial economics is to foster ongoing research and innovation
n the field of finance that is driven by artificial intelligence.
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