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COMMUTING  FOR  CRIME  

∗

Tom Kirchmaier, Monica Langella and Alan Manning 

People care about crime, with the spatial distribution of both actual and perceived crime affecting the local 
amenities from living in different areas and residential decisions. The literature finds that crime tends to 
happen close to the offender’s residence, but does not clearly establish whether this is because the location of 
likely offenders and crime opportunities are close to each other, whether more local crimes are likely to be 
solved or whether there is a high commuting cost for criminals. We use a rich administrative dataset from one 
of the biggest UK police forces to disentangle these hypotheses, proposing a procedure for controlling for the 
selection bias induced by the fact that an offender’s location is only known when they are caught. We find 
that the cost of distance is very high, especially for crimes without any financial gain. For property crimes, 
we find a similar cost of distance to commuting for legal work. We also investigate how local socio-economic 
characteristics affect both the number of criminals and the number of crimes. 
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ear of crime and actual crime rates matter to people. There is evidence that crime rates have
n important influence on economic decisions, e.g., consumption decisions (Mejia and Restrepo,
016 ), house prices (Gibbons, 2004 ), the type of economic activity in the area (Rosenthal and
oss, 2010 ) and satisfaction with the area (Langella and Manning, 2019 ). Political campaigns
ften focus on crime and crime prevention, and this topic is very rele v ant in the public debate. 

Crime rates 1 vary greatly across areas, being typically higher in cities than in rural areas
nd, within cities, higher in the inner city than the suburbs (Glaeser and Sacerdote, 1999 ; Zenou,
003 ; Verdier and Zenou, 2004 ; Almeida da Matta and Viegas Andrade, 2011 ; Gaigne and Zenou,
015 ). These differences are very persistent (Glaeser et al. , 1996 ). 

This paper uses administrative data from the Greater Manchester Police (GMP) on all crimes
ecorded between April 2008 and March 2018 (see also Khanna et al . ( 2022 ) for similar data
or Colombia). The GMP area co v ers a population of 2.6 million, making it one of the biggest
olice forces in the UK in terms of population. 

We investigate the spatial distribution of crimes and of the people who commit them. Specifi-
ally, we model the number of crimes committed in every neighbourhood by residents of every
∗ Corresponding author: Alan Manning, Centre for Economic Performance, London School of Economics, Houghton 
treet, London WC2A 2AE, UK. Email: a.manning@lse.ac.uk 
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1 We refer to crime rates as crimes per 1,000 population. Similarly, offenders’ rates are the number of offenders per 
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ther neighbourhood as a function of the distance between them, as well as of crime and offender
ocation fixed effects. 

Not all crimes are solved, and the sample of crimes with a kno wn of fender may not be a
andom sample of all crimes. The selection problem is acknowledged by the existing literature, 2 

ut, as far as we know, this is the first paper to control for it. It is important to adjust for this
ource of selection as it is most likely non-random and a potential cause of bias. For instance,
he extent to which crime is local will be mismeasured if the probability of solving a crime—i.e.,
atching an offender to a crime—is correlated with distance, which is likely to be the case. We

ho w ho w an instrument that af fects the probability of a crime being solved, but not the number
f crimes in the area can be used in a control function setting to include a selection bias correction
n our estimated equations. The instrument we use is the response time of the police to the crime.
esponse time has great variability and has been shown to affect the probability of solving the
rime (Blanes i Vidal and Kirchmaier, 2018 ), though, we argue, is unlikely to have a direct effect
n the location of the crime and the location of the offender, conditional on the controls we
nclude in the model. 

Our approach offers several advantages relative to the existing ‘journey-to-crime’ (JtC) litera-
ure that started in the 1920s (Park and Burgess, 1925 ; Lind, 1930 ; White, 1932 ). 3 This literature
nds that most crime is short distance, which is also true in our data as we find that the average
ar time distance 4 is about ten minutes. A limitation of this literature is that it does not address
hy JtCs are short. It could be, for instance, that crimes with shorter distances are more likely to
e solved; our correction for selection bias deals with this. Alternatively, it could be that lucrative
argets tend to be close to the offender’s home, i.e., the locations of criminals and criminal oppor-
unities are positively spatially correlated. Our inclusion of origin and destination fixed effects
ontrols for this. Areas with high origin fixed effects can be interpreted as areas with a relatively
igh number of offenders, while areas with high destination fixed effects are areas where the
umber of crimes committed is higher. 

Our main conclusions are that controlling for selection is important, and not taking it into
ccount leads to an o v erestimate of the ‘cost of distance’, pointing to the fact that offenders are
ore likely to be found if they live closer to the crime location. We also find that the origin and

estination fixed effects are positively spatially correlated, so criminals and criminal opportunities
end to be located together. Ho we ver, the cost of distance remains very high and crime a very
ocal phenomenon. Increasing distance by just ten minutes of car time reduces the probability
f committing a crime in a given place by 92% for violent crimes, 83% for property crimes and
3% for other crimes. The estimated cost of distance for property crimes is similar to what we
nd estimating a model for commuting flows for (legal) work. We also find evidence that areas

hat are better connected through public transport tend to have higher crime links. Halving the
atio between public transport time and car time increases the probability of observing a crime
y 36% for violent crimes, 16% for property crimes and 24% for other crimes. 

We also model the origin and destination fixed effects obtained from the distance model as
unctions of the characteristics of these areas, such as the age composition, industrial structure
© The Author(s) 2024. 

2 Thaler ( 1977 ) discussed how a state-level analysis is not likely to capture the local dimension of crime and found 
 ne gativ e relation between the probability of being arrested and travel time to commit a crime. Deutsch et al. ( 1987 ) 
rovided a model to explain crime location dynamics and how they change with age. Deutsch and Epstein ( 1998 ) 
onstructed a model to explain clustering of criminal activities and showed that spillo v er effects to other areas are likely 
o be driven by police activity. 

3 See Ackerman and Rossmo ( 2015 ) for a thorough re vie w of the criminology literature on this topic. 
4 We analyse and compare different measures of distance. 
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nd depri v ation. A re gression of area-of-origin fix ed effects on area characteristics will tell us
bout how the local socio-economic structure affects the presence of offenders. Similarly, a
egression where the area-of-destination fixed effects are used as the dependent variable will tell
s about how the local socio-economic structure affects the incidence of crimes. 

Since the seminal work of Becker ( 1968 ), empirical research in the economics of crime has
ocused on factors that affect the returns to crimes, such as employment rates (Zenou, 2003 ;
erdier and Zenou, 2004 ; Gaigne and Zenou, 2015 ) or unemployment (Cantor and Land, 1985 ;
reeman, 1999 ; Raphael and W inter-Ebmer , 2001 ; Gould et al. , 2002 ; Lin, 2008 ; Buonanno et al. ,
014 ; Bender and Theodossiou, 2016 ; H ́emet, 2020 ), job opportunities (Engelhardt, 2010 ; Bell
t al. , 2018 ), wage levels (Entorf and Spengler, 2000 ; Gould et al. , 2002 ; Machin and Meghir,
004 ) and crime revenues (Draca and Machin, 2015 ; Draca et al. , 2019 ). 5 One of the issues in
stimating the impact of economic conditions on crime is that it is hard to disentangle changes in
he return to crime from changes in the opportunity cost of crime. For instance, those in poorer
reas with worse job opportunities may have greater incentive to become a criminal, but there
ight be ‘less to steal’, so the returns to crime might be lower (Kang, 2016 ). Our approach

istinguishes these two effects as we separately estimate fixed effects on the offenders’ side 6

nd on the crime location side. Khanna et al. ( 2022 ) sought to model the spatial work and crime
ecisions simultaneously, considering the impact of impro v ements to the transport network. 

We find that unemployment has a positive relationship with both offender and crime location
xed effects. A higher share of graduates is associated with fe wer of fenders for all types of crime,
ut has no significant relation with the incidence of crimes. A higher number of businesses in an
rea is associated with fewer offenders, but more crimes. 

The plan of the paper is as follows. Section 1 describes the dataset; Section 2 discusses the
odel for the location of crimes and our procedure for dealing with the selection bias. Section 3

llustrates the empirical estimates and presents the results for both the distance function and the
xed effect estimates. Section 4 provides some extensions to our main cost of distance analysis,
nd Section 5 concludes. 

. Data 

e use administrative data from the Greater Manchester Police on all crimes handled by GMP
etween April 2008 and March 2018. GMP is one of the biggest police forces in the UK, with
pproximately 6,200 police officers (Blanes i Vidal and Kirchmaier, 2018 ), co v ering an area
ith a population of approximately 2.6 million people, 12% of the total population in England

nd Wales. Table A1 in the Online Appendix compares the demographic characteristics 7 of the
MP area with England and Wales as a whole. The GMP area is slightly younger, has a higher
roportion of students and lower proportions of migrants and white people. The proportion of
The Author(s) 2024. 

5 Revenues and job opportunities are not the only aspects named as potential drivers of criminal activities. Among 
thers, the literature has focused on risk attitudes and specialisation in criminal activities (Ehrlich, 1973 ; 1996 ; Viscusi, 
986 ); the probability of punishment, both actual (Fisman and Miguel, 2007 ; Buonanno et al. , 2011 ; DeAngelo, 2012 ; Bell 
t al. , 2014 ; Chalfin and McCrary, 2017 ; Doleac, 2017 ) and perceived (Lochner, 2007 ); the probability of incarceration 
Barbarino and Mastrobuoni, 2014 ); the diffusion of self-protection tools as security systems (Vollaard and Van Ours, 
011 ). 

6 It may be that the impact of the local economic conditions varies with offender characteristics, e.g., young men seem 

n general more sensitive to economic conditions (Grogger, 1998 ; Foug ̀ere et al. , 2009 ; Gr ̈onqvist, 2011 ). 
7 From the 2011 Census of Population (source: Nomis, https:// www.nomisweb.co.uk/ sources/ census 2011 ). 

24

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://www.nomisweb.co.uk/sources/census_2011
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eople with a univ ersity de gree is lower than the average of the country, while the unemployment
ate is higher. Fewer people are married or in a stable couple. 

.1. Crimes 

he police initially record all cases received as incidents; a subset is then assessed to be criminal
ctivities and coded as crimes. This paper focuses only on incidents classed as crimes. We exclude
omestic abuse crimes as they tend to be perpetrated inside the house, so journey to crime is
ecessarily zero. 8 We also exclude frauds as their definition and codification has changed o v er
ime. Cybercrimes are also excluded as they raise different spatial considerations, and we are
nterested in more ‘traditional’ types of crime where the offender needs to be physically present at
he crime location. After these restrictions, the dataset contains information on o v er two million
rimes. There are some crimes that are not recorded by the police either because the victim may
e unaware (e.g., undetected shoplifting) or there is no victim (e.g., carrying a weapon that is
ot used or purchase of an illegal drug). Absent any information on the number of unrecorded
rimes, we cannot address the selection from actual to recorded crimes. 

The data set records information on the type of crime. Figure 1 (a) illustrates the distribution
f recorded crimes by type; 9 burglaries and criminal damage are the most common. In our
ain analysis, we group crimes into three broad types—violent, property and other crimes. 10 

igure 1 (b) shows how the level of crime varied o v er our sample period; violent and other crimes
nitially fell slightly, but increased after 2013/2014. Property crimes are more stable. 11 

Using the information on the location of the crime, we assign each offence to one of the 214
ensus Area Statistics (CAS) wards in the Greater Manchester area, the measure of neighbour-
oods we use. 12 

The dataset also contains detailed administrative information on who reported the crime and
ow, the degree of importance initially attributed to the crime by the call handlers (based on an
ssessment of vulnerability, threat and risk of harm) and the time it took the police to arrive at
he scene. For 43% of crimes, police do not visit the scene, so response time is not available. For
hese crimes, we use the closing time of the case as recorded by the GMP police and include a
ummy variable in the analysis to indicate these crimes. Descriptive statistics are reported in the
© The Author(s) 2024. 

rst two columns of Table 1 . 
8 Domestic abuse is a small proportion of the crimes and results are not sensitive to this exclusion. 
9 If a crime falls into multiple categories, the closing code of the crime will correspond to the most serious one, so 

here are no duplicates by crime identifier (Home Office, 2016 ). For the classification of crime types, we rely on the 
evel-3 definition used by the police ( https://www .justiceinspectorates.gov .uk/ hmicfrs/ media/ crime-tree.pdf) illustrated 
n Figure A1 in the Online Appendix . 

10 We refer to the following level-3 categories as violent crime: homicide, violence with injury, violence without injury, 
ther sexual offences and rape. As property crimes, we refer to robbery of business property, robbery of personal property, 
urglary, all other theft offences, vehicle offences, theft from the person, bicycle theft and shoplifting. As a remainder 
ategory, other types of crime will be criminal damage and arson offences, trafficking of drugs, possession of drugs, 
ossession of weapon offences, miscellaneous crimes against society and public order offences. In general, drug use 
lone—in particular, ‘low-risk’ drugs—is not considered a crime and only drug possession and trafficking are included 
n the dataset. Possession of ‘low-risk’ drugs like cannabis or khat is also likely to be dealt with by the police in the form 

f a warning or on-the-spot fine (source: cps.gov.uk). Because of their mixed nature, robberies are sometimes defined as 
iolent crimes and sometimes as property crimes. We follow the suggestion in Andresen et al. ( 2014 ) that highlights how 

rime location choice patterns, when robberies are considered, are more in line with property crimes rather than with 
iolent crimes. The 19th type of crime in the Crime Tree Level-3 classification ( Online Appendix Figure A1 )—frauds—is 
lso excluded from our study. 

11 These trends in the GMP area reflect wider England-wide trends, the reason for which is, but unclear. 
12 CAS wards are population-based areas designed for the 2001 census that accounted for, at the time of creation, 

pproximately 5,000 people, so they are relatively small areas. They are comparable to US Census Tracts. 
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Fig. 1. (a) Distribution of Crimes by Type. (b) Variation in Crimes over Time. 
Source : Authors’ elaboration of GMP police force data. The crime categorisation follows the Crime Tree 

Level 3 illustrated in Figure A1 of the Online Appendix . 
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.2. Offenders 

f crimes, 22.7% are solved, defined as finding at least one offender; 13 we refer to these as matched
rimes. The final two columns of Table 1 show that the characteristics of matched crimes differ
rom those of unsolved crimes. Note that the response time is much lower, something we will use
ater. Figure 2 (a) shows the matching rate (defined as the percentage of crimes that are matched)
The Author(s) 2024. 

13 There may be multiple offenders for a crime; in the analysis we measure the distance to crime for each offender. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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Table 1. Crime Characteristics. 

Panel A. All crimes Panel B. Matched crimes 

Mean SD Mean SD 

Response time (not imputed) 277 .085 1,016 .550 141 .731 681 .290 
Response time: share imputed 0 .444 0 .497 0 .149 0 .356 
Suspect named 0 .209 0 .407 0 .448 0 .497 
Suspect described 0 .193 0 .395 0 .127 0 .333 
Found by police 0 .066 0 .248 0 .236 0 .425 
Found while patrolling 0 .018 0 .135 0 .033 0 .178 
Reported by the victim 0 .625 0 .484 0 .390 0 .488 
Type of crime: 

Homicide 0 .0002 0 .014 0 .0006 0 .025 
Violence with injury 0 .089 0 .285 0 .136 0 .342 
Violence without injury 0 .105 0 .306 0 .135 0 .342 
Other sexual offences 0 .011 0 .105 0 .011 0 .104 
Rape 0 .005 0 .073 0 .005 0 .067 
Robbery of business property 0 .004 0 .062 0 .004 0 .063 
Robbery of personal property 0 .021 0 .142 0 .013 0 .114 
Burglary 0 .150 0 .357 0 .060 0 .238 
All other theft offences 0 .116 0 .320 0 .045 0 .206 
Vehicle offences 0 .106 0 .308 0 .035 0 .184 
Theft from the person 0 .025 0 .155 0 .004 0 .060 
Bicycle theft 0 .015 0 .122 0 .003 0 .058 
Shoplifting 0 .074 0 .261 0 .171 0 .377 
Criminal damage and arson offences 0 .150 0 .357 0 .091 0 .288 
Trafficking of drugs 0 .008 0 .090 0 .028 0 .165 
Possession of drugs 0 .030 0 .169 0 .120 0 .325 
Possession of weapon offences 0 .007 0 .086 0 .019 0 .137 
Miscellaneous crimes against society 0 .013 0 .113 0 .021 0 .144 
Public order offences 0 .071 0 .257 0 .099 0 .298 

Grade: 
Immediate 0 .129 0 .335 0 .237 0 .425 
Priority 0 .231 0 .422 0 .361 0 .480 
Prompt 0 .173 0 .378 0 .221 0 .415 

Location: 
House 0 .313 0 .464 0 .292 0 .455 
Shop 0 .169 0 .374 0 .250 0 .433 
Other closed public/offices 0 .082 0 .275 0 .076 0 .265 
Open air public 0 .366 0 .482 0 .339 0 .473 
Transportation 0 .013 0 .111 0 .009 0 .099 
Other 0 .049 0 .216 0 .029 0 .167 
N/A 0 .009 0 .092 0 .005 0 .073 

N 1,955,591 443,731 

Notes: Panel A includes descriptive statistics on the full sample of crimes. P anel B includes descriptiv e statistics on 
the sample of crimes matched to at least one offender. Response time is the time (in minutes) that elapsed between the 
creation of the case and the arri v al of the police at the crime scene. If the arri v al time is not available, we imputed 
the response time using the closing time instead of the time when the police arrive at the crime scene. Response time: 
share imputed reports the share of crimes in our sample for which we had to impute the response time. Response time 
(not imputed) reports the descriptive statistics for the response time in minutes before applying the imputation method. 
Suspect named is a dummy variable that takes value 1 if a suspect has been named by the victim or by some witnesses. 
Suspect described is a dummy variable that takes value 1 if a suspect has been described (not named) by the victim or by 
some witnesses. Found by police is a dummy variable that takes value 1 if the crime has been found directly by the police, 
Found while patrolling takes value 1 if the police found the crime during their patrolling activities and Reported by the 
victim takes value 1 if the victim reported the crime to the police. Type of crime is a set of dummy variables that indicate 
the crime categorisation (Crime Tree Level 3 illustrated in Figure A1 of the Online Appendix ). Grade is a set of dummy 
variables indicating the priority of the crime as pre-determined by the police when opening the case. Different priority 
grades relate to different response time targets. Location is a set of dummy variables indicating the type of location where 
the crime was committed. 
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Fig. 2. Matching Rates by (a) Matching Rate by Crime Type and (b) Variation in Matching Rate over Time . 
Source: Authors’ elaboration of GMP police force data; monthly series. A matched crime is one for which 

at least one offender is found. 
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Table 2. Offenders’ Characteristics. 

Panel A. All offenders 
Panel B. First observed 

offence 

Mean SD Mean SD 

Age at the time of the offence 27 .85 11 .81 28 .73 12 .97 
% Women 18 .67 38 .97 24 .05 42 .74 
% Chinese, Japanese or other South East Asian 0 .16 4 .04 0 .29 5 .42 
% Other Asian 5 .62 23 .03 6 .33 24 .35 
% Black 5 .92 23 .59 5 .05 21 .90 
% Middle Eastern 0 .41 6 .40 0 .50 7 .07 
% White—Northern European 72 .71 44 .55 64 .11 47 .97 
% White—Southern European 1 .01 9 .98 1 .05 10 .19 
% Unknown ethnicity 14 .18 34 .88 22 .67 41 .87 
% UK national 74 .62 43 .52 62 .33 48 .46 
N 401,770 169,964 

Notes: Panel A includes descriptive statistics on the full sample of matched crimes to offenders, with offenders having 
non-missing location information. Panel B includes descriptive statistics on the sample of unique offenders, so each 
offender is only recorded once. All variables are measured at the time of the offenders’ first offences. 
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y type of crime. The matching rate is high for drug crimes and homicides, but very low for theft
rom the person. On average, property crimes have lower matching rates than violent crimes,
xcept for shoplifting, which is frequently a ‘caught in the act’ crime. Figure 2 (b) shows that the
atch rate for all types of crimes has fallen during the sample period. 
The dataset records an address for the offender that we use to compute the journey to crime.

n some cases, there is no address for the offender (e.g., they could be homeless) and we have
o exclude these crimes. We exclude offenders—and the related crimes—who live outside the
MP area as well as GMP residents who commit crimes in other areas so that our study is of

he number of crimes committed by GMP residents within the GMP area. 14 The final matched
ffender-crime dataset corresponds to approximately 362,000 individual crimes with 402,000
ffenders in total. There are approximately 170,000 individual offenders, most having only one
ffence, but there is a long right tail. 

Table 2 presents some descriptive statistics on offenders, both for all offenders (columns 1
nd 2) and for their first offence (columns 3 and 4). 15 Offenders are quite young—28 years old
n average, and only a minority of them—19%—are women. Offenders at their first offence are
lightly older, suggesting that younger offenders may be more likely to commit multiple offences.
n addition, women are a higher proportion of first-time offenders, so men re-offend more, as the
hare of women goes up for first-time offenders. 

.3. The Spatial Distribution of Crimes and Offenders 

rimes and offenders are distributed unequally across areas. Panel (a) of Figure 3 shows the
patial distribution of the number of crimes across wards per 1,000 population; crimes are more
© The Author(s) 2024. 

14 Of matched crimes, 5% have an offender from outside GMP. Crimes located outside GMP represent less than 1% 

f the whole crime sample. It may be viewed as a strong assumption to restrict the sample to the GMP area, though 
he alternative option would be to construct the dataset as a matrix that takes into account all possible w ard-to-w ard 
ombinations in England, which could make the dataset size difficult to manage on the one side, while not including so 
uch actual information on the other side, as the proportion of zeroes included by doing this would be extremely high. 
hough we stress that this could be a limitation, we still think that the trade-off goes in fa v our of treating the GMP area 
s a self-contained one. 

15 Table A2 in the Online Appendix also reports offenders’ characteristics by detailed type of crime. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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Fig. 3. Spatial Distribution of Crimes, Matched Crimes and Offenders. (a) All Crimes. (b) Matched 
Crimes. (c) Offenders. (d) Offender-to-Crime Ratio. 

Source : Authors’ elaboration of GMP police force data. 
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requent in the Manchester city centre and in some other urban centres. Panel (b) shows a different
atched crime distribution; the match rate tends to be higher where crime is less frequent. Panel

c) shows the spatial distribution of the offenders, which also tends to be more concentrated in
he Manchester city centre. Finally, panel (d) shows the ratio of offenders to matched crimes by
rea; this can be thought of as a simple measure of whether an area ‘exports’ or ‘imports’ crime.
The Author(s) 2024. 
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Fig. 4. The Cumulative Distribution of Distance to Crime, by Crime Type. 
Notes: Distance refers to car time between ward centroids. The cumulative distributions are calculated 

using all crimes in the whole period of study. 
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here is considerable variation in the GMP area. Figure A2 in the Online Appendix replicates
he same maps separately for the three crime categories: violent, property and other crimes. 

Figure 4 shows the cumulative density function of distance from the offender’s residence to the
rime location measured as car time between the centroids of the offender’s and crime’s wards.
n our main analysis, we use car time as our main measure of distance as 88% of commuters
ithin GMP use a car. 16 Online Appendix Figure A3 shows that the cumulative density function

s very similar if we use more precise geo-locations of the offender and crime, so our results are
ot sensitive to using the distance between ward centroids. Of journeys to crime, 90% are short
nd are below 20 min of car time. Figure 4 illustrates that journey to crime is slightly longer
hen we consider property crimes (Rossmo, 2005 pointed out that different types of crime are

ikely to have different commuting patterns). 17 

. The Model 

.1. The Number of Crimes 

uppose that the number of crimes committed by people from area a (which we refer to as the
rigin area) in area b (which we refer to as the destination area), ˜ N ab , is given by the model 

E( ln ( ̃  N ab ) ) = β1 x a + β2 x b + β3 x ab , (1) 

.e., it is influenced by some origin area factors x a , some destination area factors x b and some
actors varying at the origin-destination level x ab , with distance being the most obvious example.
© The Author(s) 2024. 

16 We obtained car and public transport distance (in kilometres) between CAS ward centroids, as well as car and 
ublic transport time (in minutes), calculated using average traffic conditions, using HERE technologies. 

17 Online Appendix Figure A4 shows the cumulative density function of distance by detailed type of crime. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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ne might also distinguish by the type of crime, the date of the crime and the characteristics of
he criminal; we omit this to keep notation to a minimum. The Poisson model is the most natural
ay of estimating this model because there are no matched crimes for many destination-origin
airs. 18 

This type of model can be micro-founded using a discrete-choice model in which an individual
riminal is deciding in which of many areas to commit a crime. The discrete-choice model can
hen be combined with a model for the number of criminals in an area to obtain a model for the
otal number of crimes. The multinomial logit model (McFadden, 1978 ) 19 is well known to be
qui v alent to the Poisson model (Aitkin and Francis, 1992 ; Baker, 1994 ; Guimaraes, 2004 , among
thers). Our model also has affinities to other origin-destination models, e.g., gravity models of
rade (Overman et al. , 2003 , among others), commuting for work (Manning and Petrongolo,
017 ; Monte et al. , 2018 ; Amior and Manning, 2019 ) and residential mobility (Langella and
anning, 2022 ). 
Ho we ver, one dif ference between our context and these other studies is that we only observe

he location of the offender when the offender is caught and recorded. So, the number of observed
rimes by people living in area a committed in area b will be a function, not just of the number of
rimes committed, but also of the probability of being caught. If the probability of being caught
s random, this does not affect the estimated model coefficients (apart from the intercept), but,
f there is selection correlated with regressors, there needs to be some adjustment for this as
ommuting for crime estimates would be biased. 

Non-random selection seems plausible in our context, as the probability to match a crime-
ffender pair is likely to be related to distance. The link can be direct if, for example, the police find
t easier or harder to solve crimes that involve local offenders. People in the neighbourhood may
elp in recognising criminals or, in the opposite direction, people might be afraid to collaborate
ith the police due to the presence of the offender in the neighbourhood. The link can also be

ndirect if the high-ability or the highly specialised offenders are both less likely to be tracked
y the police and may choose where to operate differently from the average offender. We now
iscuss how we deal with the selection problem. 

.2. Selection 

quation ( 1 ) cannot be estimated directly because the offender’s residence and, hence, distance to
rime is not observed for crimes when no offender is found. To correct for this type of selection,
e proceed to model the probability of being matched, in a way that builds upon sample selection
ethods (Wooldridge, 2010 , ch.19). 
We assume that the probability of an offender being found depends on distance, but also on

n instrument z b , which is a variable observable for all crimes in the sample, which is assumed
o affect the probability of an offender being found, but not the number of crimes committed in
 specific area: 

˜ F ( γ1 x ab + γ2 z b ) . (2)
The Author(s) 2024. 

18 In the full areas × time matrix, which has 5,495,520 cells, the share of cells with a positive crime count is 1% for 
iolent crimes, and 1.4% for property and other crimes. 

19 See Dahl ( 2002 ) and Kennan and Walker ( 2011 ), among many others. See Greenwood ( 1997 ) for an early re vie w 

f the literature. 
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We discuss our choice of instrument later, but, for the moment, we assume that a suitable
nstrument exists. In the empirical application, the probability of solving a crime is estimated at
he individual crime level and the instrument varies at the individual crime level. This individual
robability is then aggregated up to give the overall probability for each origin-destination-time
bserv ation. Ho we v er, e xposition is easier if we imagine the variation simply being at the area
evel. 

If ( 2 ) was known then the expected number of crimes observed committed in area b by people
iving in area a is the expected number of crimes committed in area b multiplied by the probability
f being detected. The number of crimes observed to have been committed by people from a in
can, then, using (1), be written as 

E( ln ( N ab ) ) = β1 x a + β2 x b + β3 x ab + ln ( ̃  F ( γ1 x ab + γ2 z b ) ) , (3) 

here ˜ F is the probability that an offender located in a is caught for an offence committed in b.
he probability 

˜ F appears logged in ( 3 ) with a unit coefficient, so can be modelled as an offset
actor in the Poisson model. 20 If the final term in ( 3 ) is omitted, i.e., there is no correction for
election bias, our estimate of the effect of distance on crime will be biased if the probability of
 crime being solved is correlated with distance. To correct for any selection bias, we need to
ontrol for the final term in ( 3 ); ho we ver, the problem is that this cannot be directly estimated
ecause the distance is not observed for unmatched crimes. 

To solve this problem, we take a first-order Taylor series approximation to ln ( ̃  F ) about the
oint E( x ab | x b , z b ) . Denoting the value of ˜ F at this point by 

˜ F 0 we can write this approximation
s 

ln 

˜ F ( γ1 x ab + γ2 z b ) = ln 

˜ F 0 + 

˜ F 0 
′ 

˜ F 0 
[ γ1 ( x ab − E( x ab | x b , z b ) ) ] . (4) 

Our approach to dealing with selection bias is to include an empirical version of the right-hand
ide of ( 4 ) as a control function to measure the final term in ( 3 ) that, if omitted, is the potential
ource of bias. This strategy will not work if ˜ F 0 

′ 
/ ˜ F 0 is a constant as the control function is then

ollinear with the distance, the regressor of interest. Ho we ver, ˜ F is a probability, so must be in
he unit interval, which means that ˜ F 0 

′ 
/ ˜ F 0 cannot be a constant, e.g., it must tend to zero as the

robability goes to one. In our application, we use a logit model, in which case, ˜ F 0 
′ 
/ ˜ F 0 = 1 − ˜ F 0 

nd, using ( 4 ), ( 3 ) can be written as 

E( ln ( N ab ) ) ≈ β1 x a + β2 x b + β3 x ab + ln 

˜ F 0 + ( 1 − ˜ F 0 )[ γ1 ( x ab − E( x ab | x b , z b ) ) ] . (5) 

quation ( 5 ) involves ˜ F 0 = ̃

 F ( γ1 E( x ab | x b , z b ) + γ2 z b ) ; this is a function of variables that are
bserved for all crimes (the location where the crime took place and the instrument) and so can be
stimated. Although ( 5 ) can be derived from a logit model, it can be given another interpretation.
he final term in ( 5 ) is the sample selection term; it must be zero when the probability of
etection, ˜ F 0 , is one as selection bias is not possible in this case. It is also plausible that the
otential selection bias increases as the probability of detection falls; the simplest functional
orm to use for this would be linear as in ( 5 ). One might think about ha ving higher -order terms in
˜ F 0 , but may not have the power to identify them. It is also convenient that linearity comes from
he commonly used logit model. 
© The Author(s) 2024. 

20 Alternatively, one can think of dividing the number of crimes where an offender is found by ˜ F and then estimating 
 Poisson model on this re-scaled number of crimes. 
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Define 

F ( x b , z b ) = 

˜ F ( γ1 E( x ab | x b , z b ) + γ2 z b ) = 

˜ F 0 . (6)

ubstituting ( 6 ) into ( 5 ) we end up with the model we estimate: 

E( ln ( N ab ) ) = β1 x a + β2 x b + β3 x ab + ln ( F ( x b , z b ) ) 

+ ( 1 − F ( x b , z b ) )[ γ1 ( x ab − E( x ab | x b , z b ) ) ] . (7)

his is the model we estimate as a Poisson model. The penultimate term in ( 7 ), ln ( F ( x b , z b ) ) ,
s an offset to adjust for variation in the probability of a crime being solved conditional on
 ariables observ able for all crimes. The final term in ( 7 ) is the interaction of the probability of the
rime not being solved, 1 − F ( x b , z b ) , interacted with the gap between the distance and expected
istance. This is the sample selection correction term. The intuition for why this method works
s as follows. If there was a value of the instrument for which all crimes were solved, we would
ave F ( x b , z b ) = 1 and the sample selection term would be zero as there is then no selection
ias. As the instrument changes and the probability of a crime being solved falls, the extent of
ample selection bias will rise and the sample selection term in ( 7 ) will also rise. Our approach
as affinities to the ‘identification at infinity’ approach in sample selection models (Chamberlain,
986 ). 

Before ( 7 ) can be estimated we need to have a model for the probability of solving a crime
F ( x b , z b ) in terms of variables that can be observed for all crimes, not just those that are solved.
o compute the sample selection correction term, we also need an estimate of E( x ab | x b , z b ) . This
xpectation should be estimated using data for all crimes, not just those where an offender is
dentified. But we do not observe distance to crime when the crime is not solved. Our approach to
his is to weight each crime with an identified offender with one o v er the probability of that crime
eing solved, i.e., the inverse of ( 2 ). Using the approximation in ( 4 ) and taking the exponent of
 4 ) and the logit approximation to the final term in ( 4 ) implies that the appropriate weight is given
y 

w = F ( x b , z b ) 
−1 e −γ1 ( 1 −F( x b ,z b ) )[ x ab −E( x ab | x b ,z b ) ] . (8)

his sets up a conundrum; the control function term in ( 7 ) requires an estimate of E( x ab | x b , z b ) .
ut the estimate of E( x ab | x b , z b ) requires the weights in ( 8 ) that require an estimate of γ1 . But
e can only get an estimate of γ1 from the Poisson regression that uses the control function. The
ay we solve this conundrum is to use an iterative process with the following steps. 

Step 1: Estimate the probability of an offender being found as a function of observables—this
gives an estimate of F ( x b , z b ) . 

Step 2: Initially assume that γ1 = 0 , i.e., there is no selection bias. 
Step 3: Compute weights as in ( 8 ) and then estimate a weighted regression of distance on des-

tination and instruments for solved crimes; take the residuals from this distance regression.
Step 4: Estimate the Poisson model ( 7 ) using the results from Steps 1 and 3. 
Step 5: Take the estimated value of γ1 go back to Step 3 and repeat until the value of γ1 is

stable. 

When this iterative procedure converges, we have found a value of γ1 that is consistent with
he value of the weights used to compute the residuals in the distance regression. It is possible
hat there is more than one value of γ1 that satisfies the criteria, but we do not find that the final
The Author(s) 2024. 
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stimate varies if a different starting value is used in Step 2. We use a tolerance of 1 × 10 

−10 . 21

e now turn to our results. 

. Results 

.1. Empirical Specification 

or our empirical implementation, we use wards as our definition of area. There are 214 wards
n the GMP area, 22 so we have 214 ×214 origin-destination cells. We know the exact timing of
he crime, so we also add a time dimension to our study. We use the year × month level, which is
 balance between using time variation and keeping the sample size manageable. So, for all our
stimates, we have a matrix of 214 crime locations × 214 offenders’ locations × 120 months,
esulting in a dataset of 5,495,520 observations. 

Our dependent variable is the count of the number of matched crimes committed in each area
y people from every other area. There are many zeroes that are retained in the estimation. We
stimate the model separately for each of the three broad crime categories: violent, property and
ther. 

To implement this model, we include time dummies, crime and offender location fixed effects,
s well as measures of the distance between each pair of wards. In our main analysis, we use a
ombination of car time and public transport time to measure distance. Specifically, we include
 linear car time term. We also include the ratio of public transport time to car time to capture
he idea that some areas that are the same car distance apart may be connected better or worse
o the public transport network. There are obviously other distance measures that could be used,
ut Table A3 in the Online Appendix shows that they are very collinear, perhaps not surprising
iven we are studying a relatively self-contained urban area. 

As explained in Section 2.2 , to address selection, we need controls z b that influence the
robability of finding an offender for a given crime, while not directly influencing the number of
rimes. We use a broad set of variables reflecting police handling of cases that Blanes i Vidal and
irchmaier ( 2018 ) found to predict whether the crime is solved. First, we use the actual police

esponse time to the crime, constructed as the difference, in minutes, between the time when the
ase is opened and the time when the police arrive at the crime scene. In addition to the response
ime, we also include the grade assigned to the incident by the call handler under the GMP Graded
esponse Policy (Blanes i Vidal and Kirchmaier, 2018 ), as this reflects intended response times.
 or e xample, grade 1 corresponds to ev ents that require immediate response (within 15 min). 
One concern about using police response variables as an instrument is that it is possible that

he number of crimes committed is affected by the probability of being caught, which might
e influenced by the ex ante expected police response time. Ho we ver, we are using the ex post
ealised response time that has a lot of idiosyncratic variation depending, for example, on how
any police officers are available and where they are at the exact time the crime is committed.
ctual and expected response times should be correlated, but we include a rich set of controls

o control for the expected response time. We also include destination and origin fixed effects,
© The Author(s) 2024. 

21 In the main analysis and a large part of the robustness checks we used 1 × 10 −10 as the level of tolerance. Because 
f the extended estimation time, we used a lower tolerance in some instances. We specify in the notes to the tables where 
e applied a tolerance different from 1 × 10 −10 . 
22 CAS wards are areas defined according to the 2001 Census of Population. They were initially designed to account 

or approximately 5,000 people each. Each of the CAS wards in the GMP area accounts for approximately 13,000 people 
ccording to the 2011 Census of Population. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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hich will control for any variation in expected police responses across areas that are fixed over
ime. Time dummies will instead control for any time variation. To further allay concerns, we
rovide robustness checks that exclude crimes that are detected directly by the police during
atrolling activities, and we show that this does not alter the results. The robustness of results to
his sample restriction also allays concerns that some crimes may only be recorded when detected
n the act by police. 

.2. Estimating the Probability of Being Caught 

e estimate the model for the probability of being caught separately for violent, property and
ther crimes, as in our main analysis we keep these as three separate categories. These models
re estimated at the individual crime level and then we aggregate the predicted probability to the
rigin-destination-month cell level that we use for modelling the number of crimes. There is less
ariation in the instruments at the cell level than at the individual level, but still sufficient power.

We estimate a logit model where the observations are individual crimes, and the dependent
ariable is a binary variable for whether an offender was found. The regressors can only relate
o the crime and not the offender as the offender is unknown when the crime is unmatched. We
nclude destination and time fixed effects (dummies for the year, month, day of the month, day
f the week, hour of the day, day of the week interacted with the month and hour interacted with
he day of the week) and the instruments on police response times and priority grading described
arlier. We also include dummies for the following crime sub-categories: how the crime was
eported to the police, who reported the crime, the type of crime location 

23 and a dummy variable
or whether the response time is imputed. 

Table 3 shows the estimated marginal effects of the logit model for the probability of finding
n offender, separately for the different broad crime categories. All variables included are, in
eneral, significant and of the expected sign. As expected, the higher the response time, the
ower the probability of matching a crime to an offender. The response time has a slightly
maller influence on the probability of finding an offender for violent crimes than for other crime
ypes. 

From these three models, we derive the predicted matching probabilities at the individual crime
evel. We then aggregate them to the destination × month level to generate F ( x b , z b ) from ( 6 ),
hich is then used to control for selection in the distance cost function model in ( 7 ). We now

urn to the estimation of this model. 

.3. The Estimated ‘Cost of Distance’ 

s for the probability of matching a crime, we separately study violent, property and other crimes.
able 4 shows our main results for the commuting for crime models. Panel A shows the results
or models that do not control for selection. As described in Section 3.1 , in our main specification
e include both car time and a measure of the ratio between public transport time and car

ime. 
For all three crime categories, distance has a large, negative and highly significant estimated

mpact on the number of crimes, implying that most of the crimes tend to be very local. For
The Author(s) 2024. 

23 We group this information into six categories: in a house, in a shop or another similar commercial activity, in any 
ther ‘indoor’ public place (included offices), in any ‘outdoor’ public place, transportation and a residual category. In 
ddition, a seventh category groups all non-stated types of location. 
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Table 3. Logit Models of Selection. Probability of a Crime to be Matched to at Least One 
Offender. Marginal Effects Displayed (Evaluated at Means). 

(1) (2) (3) 
Violent Property Other crimes 

Response time (log)—imputed −0 .016 ∗∗∗ (0 .0005) −0 .007 ∗∗∗ (0 .0002) −0 .007 ∗∗∗ (0 .0003) 
Response time—dummy for imputed values −0 .053 ∗∗∗ (0 .003) −0 .062 ∗∗∗ (0 .002) −0 .083 ∗∗∗ (0 .002) 
Suspect named 0 .118 ∗∗∗ (0 .002) 0 .296 ∗∗∗ (0 .002) 0 .189 ∗∗∗ (0 .001) 
Suspect described −0 .094 ∗∗∗ (0 .002) −0 .080 ∗∗∗ (0 .001) −0 .058 ∗∗∗ (0 .001) 
Found by the police 0 .269 ∗∗∗ (0 .004) 0 .191 ∗∗∗ (0 .004) 0 .269 ∗∗∗ (0 .003) 
Found while patrolling 0 .049 ∗∗∗ (0 .005) 0 .017 ∗∗∗ (0 .003) 0 .085 ∗∗∗ (0 .005) 
Reported by the victim −0 .031 ∗∗∗ (0 .002) −0 .037 ∗∗∗ (0 .001) −0 .058 ∗∗∗ (0 .001) 
Type of crime: 

Homicide Omitted 
Violence with injury −0 .459 ∗∗∗ (0 .027) 
Violence without injury −0 .466 ∗∗∗ (0 .027) 
Other sexual offences −0 .520 ∗∗∗ (0 .027) 
Rape −0 .566 ∗∗∗ (0 .027) 
Robbery of business property Omitted 
Robbery of personal property −0 .017 ∗∗∗ (0 .005) 
Burglary −0 .063 ∗∗∗ (0 .005) 
All other theft offences −0 .023 ∗∗∗ (0 .005) 
Vehicle offences −0 .047 ∗∗∗ (0 .005) 
Theft from the person −0 .054 ∗∗∗ (0 .005) 
Bicycle theft −0 .037 ∗∗∗ (0 .005) 
Shoplifting 0 .252 ∗∗∗ (0 .005) 
Criminal damage and arson offences Omitted 
Trafficking of drugs 0 .219 ∗∗∗ (0 .004) 
Possession of drugs 0 .309 ∗∗∗ (0 .003) 
Possession of weapon offences 0 .159 ∗∗∗ (0 .004) 
Miscellaneous crimes against society 0 .093 ∗∗∗ (0 .003) 
Public order offences 0 .136 ∗∗∗ (0 .001) 

Grade: 
Immediate 0 .068 ∗∗∗ (0 .004) 0 .089 ∗∗∗ (0 .003) 0 .141 ∗∗∗ (0 .003) 
Priority 0 .028 ∗∗∗ (0 .003) 0 .067 ∗∗∗ (0 .002) 0 .056 ∗∗∗ (0 .003) 
Prompt −0 .015 ∗∗∗ (0 .004) 0 .007 ∗∗∗ (0 .002) 0 .003 (0 .176) 

Location: 
Home Omitted Omitted Omitted 
Shop 0 .035 ∗∗∗ (0 .003) 0 .017 ∗∗∗ (0 .001) 0 .027 ∗∗∗ (0 .002) 
Other closed public/offices 0 .097 ∗∗∗ (0 .003) 0 .008 ∗∗∗ (0 .001) 0 .035 ∗∗∗ (0 .002) 
Open air public −0 .018 ∗∗∗ (0 .002) 0 .007 ∗∗∗ (0 .001) 0 .004 ∗∗∗ (0 .001) 
Transportation 0 .034 ∗∗∗ (0 .007) 0 .015 ∗∗∗ (0 .002) 0 .023 ∗∗∗ (0 .004) 
Other 0 .015 ∗∗∗ (0 .006) 0 .004 ∗∗∗ (0 .001) −0 .018 ∗∗∗ (0 .002) 
N/A −0 .045 ∗∗∗ (0 .006) 0 .007 ∗ (0 .004) −0 .021 ∗∗∗ (0 .005) 

Observations 412,307 996,692 546,590 

Notes : The dependent variable takes the value 1 if the crime is matched to at least one offender, zero otherwise. Robust 
SEs are reported in parentheses. ∗∗∗ p < 0.01, ∗ p < 0.1. Constant not reported. Models also include fixed effects for 
the CAS ward of the crime, year, month, day of the month, day of the week, hour of the day, day of the week interacted 
with the month and hour interacted with the day of the week. For a description of the control variables, see the notes to 
Table 1 . 
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nstance, for violent crimes, just increasing car time distance by ten minutes—while fixing, in a
implifying e x ercise, the public transport–car time ratio—reduces the probability of committing
 violent crime in that area by approximately 95%. A very similar effect is found for other crimes.
roperty crimes are slightly less sensitive to distance. The estimates for property crimes show, in
act, that increasing distance by ten minutes brings down the probability of committing a property
rime in that area by ‘only’ 91%. 
© The Author(s) 2024. 
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T able 4. P oisson Regression Estimates of the Impact of Distance on Crime. 

(1) (2) (3) 
Violent 
crimes 

Property 
crimes Other crimes 

Panel A. Without selection controls 

Car time (minutes) −0 .302 ∗∗∗ −0 .243 ∗∗∗ −0 .298 ∗∗∗
(0 .006) (0 .006) (0 .005) 

Public transport time/car time −0 .447 ∗∗∗ −0 .194 ∗∗∗ −0 .379 ∗∗∗
(0 .034) (0 .020) (0 .031) 

N 5,495,520 5,495,520 5,495,520 

Panel B. With selection controls 

Car time (minutes) −0 .247 ∗∗∗ −0 .172 ∗∗∗ −0 .251 ∗∗∗
(0 .005) (0 .007) (0 .006) 

Public transport time/car time −0 .445 ∗∗∗ −0 .175 ∗∗∗ −0 .366 ∗∗∗
(0 .034) (0 .026) (0 .031) 

Sample selection term −0 .101 ∗∗∗ −0 .148 ∗∗∗ −0 .163 ∗∗∗
(0 .005) (0 .006) (0 .004) 

N 5,495,520 5,495,520 5,495,520 

Notes : These are estimates of ( 7 ). Panel A omits the selection term on the final line and panel B includes it. The 
dependent variable is the number of matched crimes committed by residents in each ward in every other ward in each 
month. SEs (in parentheses) are clustered at the destination area level. ∗∗∗ p < 0.01. All models include crime location 
(CAS ward) fixed effects, offender location fixed effects, and year and month fixed effects. The Sample selection term is 
( 1 − F ( x b , z b ) )( x ab − E( x ab | x b , z b ) ) . 
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This is in line with the criminology literature on short journeys to crime, but our results control
or unrestricted origin and destination fixed effects, which is not done in other studies and allow
s to rule out the possibility that crimes tend to be local simply because criminals and criminal
pportunities are located close together. 

We also find that, for a given car time, area pairs that are less well connected by public transport
ave fewer crimes. Doubling the ratio between public transport time and car time reduces the
robability of committing a crime by 36% for violent crimes, 18% for property crimes and 32%
or other crimes. 

The results in Table 4 include car time in linear form. Figure A5 in the Online Appendix
nv estigates alternativ e functional forms for the impact of car time. Linear car time performs well
nd has the advantage of being simpler both for estimation and interpretation, so we stick to this
pecification throughout our paper. 

Panel B of Table 4 shows the results for models that include selection controls as outlined
y (7). In these models, we control for the estimated probability of finding an offender and
n interaction of one minus this probability with the residualised distance, obtained using the
onvergence procedure described at the end of Section 2.2 . Compared to the results of panel A,
llowing for sample selection reduces the influence of distance for all crime types. This suggests
hat the selection bias is going in the direction of o v erestimating the importance of distance,
erhaps because more local crimes are more easily solved. Ho we ver, distance remains very
mportant. Controlling for selection we find that increasing car time distance by ten minutes—
xing the public transport distance ratio—reduces the probability of committing a crime in a
iven place by 92% for violent crimes, 83% for property crimes and 93% for other crimes. The
mpact of the ratio of public transport to car time is similar to what we find without selection
The Author(s) 2024. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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ontrols. Doubling the ratio reduces the probability of committing a crime by 36% for violent
rimes, 16% for property crimes and 31% for other crimes. 24 

Overall, our results suggest that controlling for selection is important and tends to reduce the
xtent to which crime is local and alters the perspective on how close to the offenders’ locations
ifferent types of crimes are. However, crime does remain very local, with violent and other
rimes even more local than property crimes, in line with results obtained in the literature using
ictimisation data for France (H ́emet, 2020 ). 

One interesting question is whether the costs of commuting to crime seem bigger or smaller
han the costs of commuting to (legal) work. Online Appendix B estimates a similar model for
he number of commuters between the wards of GMP in 2011. We find very similar costs of
istance for commuting to work and property crimes. Violent and other crimes are more local. 

We next turn to the factors influencing the offender and crime location fixed effects. 

.4. Local-Le vel Char acteristics Influencing the Crime and Offenders’ Locations 

he results reported so far contain offender and crime location fixed effects. The offender location
xed effects contain information on which areas have more offenders, while the crime location
rea fixed effects contain information on which areas are more attractive as a location for crime.
his section relates these estimated fixed effects to the characteristics of the areas. This is useful
ecause it allows us to disentangle the way local conditions influence the number of offenders in
n area from the way they affect the crime incidence in the areas. In doing this, we draw on the
arge body of research that tries to explain the economic drivers of crime. Specifically, we take the
stimated fixed effects from panel B of Table 4 and regress them on a set of area characteristics;
he results are reported in Table 5 . 

These fixed effects are very important in explaining the locations of crimes and offenders. For
xample, for violent crimes, the estimated origin fixed effect has a correlation of 0.43 with the
verage number of offenders over the whole sample period by ward. The fourth column shows
hat the estimated origin fixed effect has a correlation of 0.72 with the average number of violent
rimes o v er the whole sample period by ward. Similarly high correlations are observed for the
ther types of crime. We also present data on cross-correlations; the first column shows that the
orrelation of the origin fixed effect with the number of violent crimes by area is only 0.09; the
istinction between origin and destination matters. The cross-correlation is higher between the
estination fixed effect and the number of offenders by area, but still lower than the correlation
ith the number of crimes. The correlations between the estimated origin and destination fixed

ffects are 0.18 for violent crimes and 0.04 for property crimes and other crimes, implying that
reas with more offenders tend to have more crimes, but the correlation is not very big. 

There is large variation in both the origin and destination fixed effect models. For example,
he first column shows that the gap between the 90th and 10th percentiles in the estimated origin
xed effects for violent crimes is 1.1; as these come from a Poisson model, one can interpret
© The Author(s) 2024. 

24 To compare the effects of different distance measures, in Online Appendix Table A4 we estimate a double-degree 
olynomial in each of the distance measures available to us. All models in Table A4 control for selection. For all crime 
ypes, the impact of distance is much lower when estimated with public transport time, while it is bigger when estimated 
ith Euclidean distance. Results obtained with physical car and public transport distances are instead very similar to the 

esults with car time. Those models are not directly comparable with our main model, though they provide an interesting 
omparison among different measures, and some more basis to use a mix of car and public transport times in our analysis, 
iven the different results obtained when using the two separately. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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Table 5. Models for Offender and Crime Location Fixed Effects. 

Panel A. Offender location Panel B. Crime location 

(1) (2) (3) (4) (5) (6) 
Violent Property Other Violent Property Other 

Unemployment rate (%) 0 .041 ∗∗ 0 .060 ∗∗∗ 0 .034 ∗ 0 .035 ∗ 0 .046 0 .052 ∗∗∗
(0 .019) (0 .022) (0 .018) (0 .019) (0 .032) (0 .020) 

Population with a degree over 16 + (%) −0 .043 ∗∗∗ −0 .066 ∗∗∗ −0 .032 ∗∗∗ −0 .019 −0 .010 −0 .030 ∗
(0 .012) (0 .015) (0 .012) (0 .0133) (0 .022) (0 .016) 

Population under 15 (%) 0 .003 −0 .013 0 .018 −0 .071 ∗∗∗ −0 .122 ∗∗∗ −0 .084 ∗∗∗
(0 .028) (0 .027) (0 .026) (0 .024) (0 .042) (0 .032) 

Population 16–19 (%) −0 .039 −0 .051 −0 .021 −0 .078 −0 .027 −0 .071 
(0 .039) (0 .048) (0 .039) (0 .048) (0 .067) (0 .045) 

Population 20–24 (%) −0 .006 −0 .024 −0 .001 −0 .039 0 .0001 −0 .037 
(0 .025) (0 .032) (0 .027) (0 .033) (0 .047) (0 .031) 

Population 25–29 (%) −0 .004 0 .021 0 .011 −0 .049 −0 .133 ∗∗ −0 .067 
(0 .037) (0 .040) (0 .035) (0 .033) (0 .056) (0 .041) 

Population 45–64 (%) −0 .006 0 .008 0 .004 −0 .047 ∗ −0 .119 ∗∗ −0 .066 ∗
(0 .027) (0 .033) (0 .028) (0 .026) (0 .049) (0 .037) 

Population abo v e 65 (%) −0 .031 ∗ −0 .043 ∗∗ −0 .024 −0 .042 ∗∗ −0 .033 −0 .057 ∗∗∗
(0 .017) (0 .020) (0 .016) (0 .017) (0 .030) (0 .018) 

Married/couples o v er total population (%) −0 .007 −0 .021 ∗∗∗ −0 .011 0 .005 −0 .002 0 .001 
(0 .008) (0 .008) (0 .007) (0 .008) (0 .013) (0 .008) 

Students (% of population 16–64) 0 .012 0 .011 0 .008 0 .010 −0 .055 −0 .003 
(0 .023) (0 .027) (0 .023) (0 .028) (0 .036) (0 .029) 

Population density (standardised) −0 .120 ∗∗∗ −0 .099 ∗∗∗ −0 .097 ∗∗∗ −0 .113 ∗∗∗ −0 .111 ∗ −0 .138 ∗∗∗
(0 .032) (0 .038) (0 .035) (0 .033) (0 .061) (0 .037) 

Business density (standardised) −0 .092 ∗∗∗ −0 .053 −0 .093 ∗∗∗ 0 .174 ∗∗∗ 0 .219 ∗∗∗ 0 .155 ∗∗∗
(0 .025) (0 .033) (0 .027) (0 .025) (0 .039) (0 .024) 

People born abroad (% of population) −0 .007 0 .005 −0 .011 −0 .001 0 .017 0 .021 
(0 .009) (0 .012) (0 .008) (0 .011) (0 .018) (0 .013) 

Ethnic minorities (%) 0 .003 −0 .001 0 .006 −0 .002 −0 .0002 −0 .013 ∗∗
(0 .005) (0 .006) (0 .004) (0 .005) (0 .009) (0 .006) 

Agriculture and manufacturing (%) 0 .001 0 .001 0 .001 0 .002 0 .003 −0 .001 
(0 .002) (0 .003) (0 .003) (0 .003) (0 .004) (0 .003) 

Construction/utilities/transportation (%) 0 .002 −0 .002 0 .001 −0 .006 ∗∗ −0 .008 −0 .005 
(0 .003) (0 .004) (0 .003) (0 .003) (0 .006) (0 .003) 

Commerce (%) −0 .004 ∗ −0 .007 ∗∗ −0 .006 ∗∗ 0 .004 0 .024 ∗∗∗ 0 .006 ∗∗
(0 .002) (0 .003) (0 .002) (0 .002) (0 .005) (0 .003) 

Hospitality (%) −0 .005 −0 .002 −0 .003 −0 .004 −0 .005 −0 .005 
(0 .003) (0 .004) (0 .003) (0 .004) (0 .005) (0 .004) 

Occupation: associate professionals, admin, 
skilled trade (%) 

−0 .020 −0 .059 ∗∗∗ −0 .009 −0 .035 ∗ −0 .042 −0 .055 ∗∗∗
(0 .016) (0 .019) (0 .016) (0 .018) (0 .028) (0 .020) 

Occupation: care, procedural, sales, 
elementary (%) 

−0 .043 ∗∗∗ −0 .061 ∗∗∗ −0 .032 ∗∗ −0 .001 −0 .017 −0 .026 
(0 .015) (0 .018) (0 .014) (0 .015) (0 .026) (0 .019) 

Constant 4 .478 ∗∗ 7 .232 ∗∗∗ 3 .091 5 .002 ∗∗ 8 .424 ∗ 6 .945 ∗∗
(2 .183) (2 .761) (2 .365) (2 .411) (4 .464) (2 .697) 

Observations 214 214 214 214 214 214 

Correlation of FEs with the average number 
of offenders 

0 .43 0 .64 0 .36 0 .57 0 .39 0 .54 

Correlation of FEs with the average number 
of offences 

0 .09 0 .10 0 .02 0 .72 0 .63 0 .69 

SD of dependent variable 0 .419 0 .601 0 .412 0 .420 0 .657 0 .508 
P (10) of dependent variable −0 .693 −1 .087 −0 .717 −0 .761 −1 .394 −0 .948 
P (90) of dependent variable 0 .417 0 .413 0 .420 0 .252 0 .200 0 .301 
R 

2 0 .558 0 .698 0 .533 0 .608 0 .509 0 .597 

Notes : The dependent variables in these regressions are the offender and crime location fixed effects from the estimates 
in panel B of Table 4 . Robust SEs are reported in parentheses. ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1. Models are weighted 
by population of the ward. 

D
ow

nloaded from
 https://academ

ic.oup.com
/ej/article/134/659/1173/7331443 by guest on 25 July 2024



1192 the economic journal [ april 

t  

t
 

v  

w  

s  

u  

i  

i  

t  

a
 

w  

p  

f  

a  

o  

t  

e  

w  

c  

a  

2
 

b  

l  

w  

d  

e  

b  

i  

b  

y  

m  

f

4

I

4

O  

e  

t

D
ow

nloaded from
 https://academ

ic.oup.com
/ej/article/134/659/1173/7331443 by guest on 25 July 2024
hese as the gap in the log expected crimes, implying that the area at the 90th percentile has about
hree times the number of offenders as the area at the 10th percentile. 

Table 5 also reports regressions using the origin and destination fixed effects as dependent
ariables to investigate the types of areas that have more offenders and more crimes. As regressors,
e use 2011 census information about the age distribution of the population, total population,

hare of married couples, share of foreigners, share of people with a higher education degree,
nemployment rate, share of students and the occupational structure of employment. We also
nclude information from the Business Register and Employment Survey, to control for the
ndustrial distribution of the employment in the area. The R 

2 of these regressions ranges from 0.36
o 0.72, so, taken together, these factors have considerable explanatory power. These estimates
re correlations, not necessarily causal. 

Panel A of Table 5 presents the results for the offender location fixed effect. Though it is
ell known that offenders tend to be young, the age distribution of people in the area is not
articularly significant, only the coefficient for population abo v e 65 is ne gativ e and significant
or all crime types. 25 For all crime types, offenders are less frequent where businesses are denser
nd population density is higher. Unemployment has a positive relationship with the number of
ffenders, perhaps because areas with high unemployment have fewer opportunities for work in
he labour market. The estimated impact is that a 1 ppt rise in the unemployment rate raises the
xpected number of violent crimes by 4%, property crimes by 6% and other crimes by 3%. Areas
ith more university graduates have fewer offenders in their population, especially for property

rimes. This is consistent with other studies finding a ne gativ e relationship between education
nd crime (Lochner and Moretti, 2004 ; Machin et al. , 2011 ; Fella and Gallipoli, 2014 ; Lochner,
020 ). 

Panel B of Table 5 presents the results for the crime location fixed effect. These estimates can
e interpreted as investigating the area characteristics that make some locations more attractive
ocations for crime. We find that higher unemployment rates are correlated with more crimes
ith estimated magnitudes not very different from the impact on the number of offenders. This is
ifferent from the findings in some other studies (Cantor and Land, 1985 ; Freeman, 1999 ; Gould
t al. , 2002 ; Bender and Theodossiou, 2016 ; H ́emet, 2020 ) and might be thought surprising
ecause low unemployment areas are more attractive locations for property crimes because there
s more to steal. Ho we ver, it may also be the case that there are greater crime prevention measures
y richer households (Vollaard and Van Ours, 2011 ). Areas with higher proportions of the very
oung and very old are less attractive locations for crimes. Areas with more businesses have
ore crimes, but those with lower population density have less. We find that areas with a higher

raction of businesses in commerce tend to have more property crimes. 

. Extensions 

n the Online Appendix , we report a range of further extensions and results. 

.1. More Detailed Crime Categories 

nline Appendix Table A5 estimates the model for narrower crime categories. Within prop-
rty crimes, burglaries and robberies have a lower cost of distance. Within violent crimes,
© The Author(s) 2024. 

25 This is probably because there is insufficient variation in the share of young people across wards to easily identify 
he impact of age using our methodology. 

https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
https://academic.oup.com/ej/article-lookup/doi/10.1093/ej/uead089#supplementary-data
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exual offences are the more ‘local’ crime category, while looking at other crimes, trafficking
nd possession of drugs is the crime category with the highest cost of distance. One could
ummarise this as suggesting that crimes for financial gain seem to have a lower cost of
istance. 

.2. Different Samples of Crimes 

ne concern is that some crimes will be solved in the future, but the offender is not observed
n our data. Online Appendix Table A6 restricts the sample to crimes where the police have
oncluded investigations. Online Appendix Table A7 includes only crimes with immediate
r prompt response grades. In all cases, results are very similar to the corresponding panels
 and B of T able 4 . Online Appendix T able A8 shows that results are similar when we re-

trict the sample to the period until December 2013 where the selection should be slightly less
arked, as the crime-offender matching rates were higher. One might be concerned that some

rimes are detected by the police themselves, so in Online Appendix Table A9 we exclude
rom the estimate crimes that are found directly by the police while patrolling or commit-
ed at the police station. Also, in this case results are very similar to the main estimates of
able 4 . 

.3. First and Subsequent Offenders 

t is also possible that commuting to crime is different for those who are first offenders as opposed
o more career criminals. Figure A6 in the Online Appendix shows that there is some evidence
f a mild increasing pattern of distance o v er the number of crimes committed. For this reason, in
nline Appendix Table A10 we re-estimate our model separately for single-time offenders and
ultiple-time offenders. In Online Appendix Table A11 we instead separate, for multiple-time

ffenders, the estimate for their first offence and their next offences. There is some evidence
hat single offenders tend to be more sensitive to distance, and that, for multiple offenders, the
ensitivity to distance decreases after the first crime, though the cost of distance remains high
nd the impact of repeat offending is not particularly large. 

.4. Interactions of Distance with Area Characteristics 

nline Appendix Table A12 investigates whether the cost of distance varies with the local
nemployment and the av erage lev el of education in both the offender and crime locations.
hese variables are chosen because they were significant in our fixed effect regressions. Higher
nemployment in the area where a potential offender lives makes the travel to offend shorter both
or violent and other crimes. The same applies to areas with a higher incidence of people with a
niv ersity de gree. Higher unemployment at the offender’s location does not seem to have much
ffect on the estimated cost of distance. 

.5. Hetero g eneities with Respect to Offenders’ Characteristics 

he JtC literature has documented how distance to crime varies with the offenders’ characteristics
Capone and Nichols, 1976 ; Van Koppen and De Keijser, 1997 ; Rengert et al. , 1999 ; Carmichael
nd Ward, 2001 ; Bernasco and Block, 2009 ; Townsley and Sidebottom, 2010 ; Andresen et al. ,
The Author(s) 2024. 
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014 ; Ackerman and Rossmo, 2015 ). To understand whether offenders with different charac-
eristics have different commuting for crime patterns, we re-estimate our distance cost function
odel on different sub-samples of the offenders’ population. Table A13 in the Online Appendix

ompares the results on the different sub-samples by type of crime. 
Age is a characteristic that has been shown to be rele v ant for distance to crime and our

ata show similar age-distance patterns to what previous literature finds (Andresen et al. , 2014 ;
ckerman and Rossmo, 2015 ). Distance increases steeply with age up until the early 20s, while

t decreases from the late 20s onwards ( Online Appendix Figure A7 ). We divide the sample
nto three categories, offenders younger than 25, between 25 and 34 and older than 35, and we
stimate our model for the different types of crimes. Columns 1–3 of Online Appendix Table A13
how the results. For all crime types, older offenders tend to be more local, while offenders in the
oungest category seem to be willing to travel slightly further to commit a crime. The gradient
f the effect across the age groups is increasing for violent and property crimes, while for other
rimes, the relation looks a bit more U shaped, though the older category in this case is also the
east mobile one. 

The other aspect that we compare is gender differences (columns 4 and 5 of Online Appendix
able A13 ). For all crime types, women are less mobile than men, so more sensitive to distance.
The third aspect that we analyse is differences in terms of the nationality of the offender

columns 6 and 7 of Online Appendix Table A13 ). For all crimes, offenders of British nationality
re willing to travel less than foreigners. 

The last aspect we analyse is ethnic identity (columns 8 and 9 of Online Appendix Table
13 ). For all crime types, white offenders tend to be more sensitive to distance than non-white
ffenders. 

.6. Comparison with Traditional Journey-to-Crime Specifications 

apers in the criminology literature estimate the impact of distance on crime using a differ-
nt methodology. Typically (as in Ackerman and Rossmo, 2015 ), this literature estimates a
odel where the distance to crime is the dependent variable and the regressors include crime

nd offender characteristics. Compared to our approach, there are several disadvantages. First,
hile these models tell us about the average distance to crime, they cannot tell us about the
umber of crimes and how this is affected by distance. In contrast, our approach uses the num-
er of crimes as the dependent variable. Second, there is no simple way to control for the
ttractiveness of destination areas as targets for crime; typically, the regressors are individual
haracteristics and origin area characteristics. As emphasised in the introduction, this means
hat one cannot distinguish between two hypotheses for why most crime is local (the cost of
istance is high, or offenders live close to attractive targets). In contrast, our approach is de-
igned to be able to separately estimate the cost of distance and the attractiveness of different
reas as targets for crime. Third, this literature does not take into account any bias induced
y the selection on crimes with a kno wn of fender. There is, ho we ver, one advantage to the
raditional approach: it is somewhat easier to allow the cost of distance to vary by individual
haracteristics; this is also possible within our framework, as shown by the results in the previous
ection. 

Given this discussion, it is interesting to compare our results with the more traditional approach;
his is done in Table A14 in the Online Appendix where we also discuss similarities and differences
rom our results. 
© The Author(s) 2024. 
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. Conclusion 

n this paper, we analyse the commuting to crime patterns of offenders in one of the biggest
K urban areas. We use an administrative dataset of the Greater Manchester Police Force

hat collects detailed information on the locations of crimes as well as the locations of
ffenders. 

We model the number of crimes committed in every neighbourhood by residents of every
eighbourhood as a function of the distance between them and crime and offender location
xed effects. This specification allows distinguishing between the roles of commuting costs
nd offender and crime locations in explaining crime patterns. For example, we can test the
ypothesis that most crime is local because offenders and targets for crime are located near each
ther. We propose a procedure to correct for the possible bias induced by the fact that not all
rimes have an offender matched to them. We show that failure to allow for selection leads to
n o v er-estimate of the cost of distance. Nevertheless, crime is very local. After controlling for
election, increasing car time distance by ten minutes reduces the probability of committing a
rime in a given place by 92% for violent crimes, 83% for property crimes and 93% for other
rimes. 

We also model the crime and offender location fixed effects obtained from the distance
odel as separate functions of the characteristics of these areas such as the age composition,

ndustrial structure and depri v ation. We find that area-level characteristics affect crime location
nd offenders’ locations in different w ays. Unemplo yment is positively related to both more
ffenders and more crimes. The level of education in an area is ne gativ ely related to the number
f offenders, but has no effect on the number of crimes. 
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