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#### Abstract

This paper is concerned with inference on finite dimensional parameters in semiparametric moment condition models, where the moment functionals are linear with respect to unknown nuisance functions. By exploiting this linearity, we reformulate the inference problem via the Riesz representer, and develop a general inference procedure based on nonparametric likelihood. For treatment effect or missing data analysis, the Riesz representer is typically associated with the inverse propensity score even though the scope of our framework is much wider. In particular, we propose a two-step procedure, where the first step computes the projection weights to approximate the Riesz representer, and the second step reweights the moment conditions so that the likelihood increment admits an asymptotically pivotal chi-square calibration. Our reweighting method is naturally extended to inference on missing data, treatment effects, and data combination models, and other semiparametric problems. Simulation and real data examples illustrate usefulness of the proposed method. We note that our reweighting method and theoretical results are limited to linear functionals.
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## 1. Introduction

There is a broad and important class of semiparametric models where finite dimensional parameters of interest are defined by moment conditions involving unknown nuisance functions, such as conditional mean functions. Examples
include inference on missing at random observations, treatment effects, policy interventions, weighted average derivatives, and data combination models. Many such semiparametric models share a common feature: the moment functionals for identifying the finite dimensional parameters are linear with respect to the unknown functions. By using the Riesz representation theorem, this linearity allows us to reformulate the original moment conditions as multiplicative or weighted moment conditions, where the weight function is given by the so called Riesz representer.

In the context of treatment effect analysis, this weight function is associated with the balancing weights or the inverse propensity score. Recently, several methods that directly balance the distributional characteristics of covariates have been proposed $[19,35,17,4,10]$. These methods, based on balancing weights, have been employed to obtain point estimates for the population parameters of interest, and the above authors reported superior performance for the empirical balancing approach.

This paper extends the balancing approach to more general contexts and proposes nonparametric likelihood inference of finite dimensional parameters defined via moment conditions or estimating equations containing the unknown Riesz representer. To this end, one possibility is to construct an empirical likelihood (EL) statistic based on the estimated Riesz representer plugged in the moment conditions. As shown by [23], however, the resulting EL statistic is not asymptotically pivotal in general, invalidating calibration by the chi-squared distribution. [6] restored the asymptotic pivotalness of the EL statistic by working with a debiased version of the original moment condition. In contrast to these works, we show that the plug-in approach can, in fact, achieve asymptotic pivotalness, once all the relevant information of the model has been properly accounted for. However, it should be noted that our approach is limited to linear functionals unlike the general results by [23] and [6] allowing nonlinear functionals. A new insight from our paper is that in order for the plug-in approach to restore the limiting chi-squared distribution, it is crucial to rewrite the original moment condition as a system of growing moment conditions, where the additional growing moment conditions are derived from the definition of the Riesz representer.

Our approach is general enough to cover many linear functional models including balancing weights for the average treatment effect as a special case. Specifically, our approach is composed of two steps that involve two different weighting schemes. In the first step, we compute estimates of the Riesz representer using a projection argument. Inspired by the balancing literature for estimating average treatment effects, we call these estimates projection weights. Importantly, our projection weights may take negative values, so they can be applied for general linear functional models. In the second step, we reweigh the original moment conditions: we capture the nonparametric likelihood increment in going from the baseline likelihood based on the projection weights to the one obtained by adding the original moment conditions for the parameters of interest. The second reweighting step is the key to restoring asymptotic pivotalness.

Our new weighting scheme is useful for conducting statistical inference (i.e., interval estimation and hypothesis testing). Since our likelihood ratio statistic is asymptotically pivotal, the resulting confidence set circumvents estimation of the asymptotic variance, which typically involves several nonparametric components (e.g., conditional means and variances and the Riesz representer). Also the confidence set is range preserving and transformation respecting, and its shape is determined by the data.

Our reweighting method for constructing asymptotically pivotal statistics can be naturally extended for inference on treatment effect and data combination models. For treatment effects, we can employ empirical projection weights - which are similar to the empirical balancing weights of [19] and [10] - and reweigh the moment conditions in the second step to yield an asymptotically pivotal likelihood ratio statistic. Our approach is general enough to cover average and quantile treatment effects, among other quantities. For the data combination models, we consider the setup of [11] and the Reisz representer is then related to projection weights that approximate the odds ratio of the propensity scores. Our simulation evidence and real data example illustrate the usefulness of the proposed method.

Moreover, in our framework the balancing weights are interpreted as the Riesz representer for the moment conditions of the linear functional models. Notably, since our framework allows the Riesz representer to take negative values, we are able to cover examples beyond the treatment effect or missing data analysis, such as weighted average derivatives, effects of policy interventions, data combination models, and bounds on consumer surplus. More broadly, this paper contributes to the literature of estimation and inference on semiparametric models via the Riesz representer. For example, [13] and [25] introduced a series-based estimator for the Riesz representer and considered estimation of finite dimensional parameters with fast decays of the remainders. In a high dimensional framework, [14] considered Wald-type inference with $L_{1}$-regularized Riesz representers. [22] proposed to estimate the Riesz representer by applying the minimax approach. However, none of these papers considers likelihood-based inference on finite dimensional parameters by developing an asymptotically pivotal statistic.

This paper also contributes to the literature on EL methods (see, [27], for a survey). [29] introduced the EL approach for missing response problems with parametric propensity scores. Subsequently, [30] proposed a unified EL approach to missing data problems. We refer [28] for a comprehensive survey on the EL methods, particularly in the context of missing and biased samples. Our paper shares a similar motivation with the recent work of [6], but our approach is inherently different. Working in a more general framework, [6] proposed asymptotically pivotal nonparametric EL inference by using a bias corrected moment equation. They modify the original moment by adding a correction term that accounts for the impact of the nuisance parameters on the identifying moment. This term, which is nonparametric in nature, is estimated using kernel methods. Our paper complements their work by showing that in a large class of moment models, the bias corrected moment in [6] is not required for asymp-
totical pivotalness (although their correction terms can be easily computed for all the examples considered in our paper), and it is possible to work with the original moment instead. We rely on a reweighting scheme that effectively captures the same information as the bias corrected moment without estimating the additional nuisance parameters or functions. Furthermore, our first step in the reweighting procedure involves computing balancing weights, which practitioners would compute anyway (at least in the case of missing data models) to obtain point estimates. Our confidence intervals also have a useful property that they always include these point estimates. We thus believe our methods may be more appealing to users of balancing weight methods that have gained in popularity in recent years. On the other hand, it should be acknowledged that our reweighting approach and theoretical analysis are confined to linear functionals and that the bias corrected moment approach by [6] is broadly applicable for nonlinear functionals as well.

This paper is organized as follows. Section 2 introduces the basic setup and some examples. In Section 3, we develop the reweighted nonparametric likelihood ratio statistic. Section 4 discusses extensions to inferences on treatment effects, data combination models, and over-identified models. Sections 5 and 6 present simulation results and a real data example, respectively.

## 2. Setup and examples

Our dataset consists of a random sample of $(X, Y) \sim \mathbb{P}$ with support $\mathcal{X} \times \mathcal{Y} \subseteq$ $\mathbb{R}^{d_{x}} \times \mathbb{R}^{d_{y}}$. Let $\mathbb{E}[\cdot]$ be expectation under $\mathbb{P}$ and $L_{X}^{2}=\left\{f: \mathcal{X} \rightarrow \mathbb{R}, \mathbb{E}\left[f(X)^{2}\right]<\right.$ $\infty\}$. We consider inference on a finite dimensional vector of parameters $\theta_{0} \in$ $\Theta \subseteq \mathbb{R}^{d_{\theta}}$ that can be identified by the moment conditions

$$
\begin{equation*}
\mathbb{E}\left[m\left(X, \gamma_{\theta_{0}}^{(l)}, \theta_{0}\right)\right]=0 \quad \text { for } l=1, \ldots, d_{\theta} \tag{1}
\end{equation*}
$$

where for each $x \in \mathcal{X}$ and $\theta \in \Theta, \gamma \mapsto m(x, \gamma, \theta)$ is a known linear mapping such that $m(x, \gamma, \theta)-m(x, 0, \theta)$ is linear in $\gamma \in L_{X}^{2}$, and $\gamma_{\theta_{0}}^{(l)}(\cdot)=\mathbb{E}\left[h^{(l)}\left(Y, X, \theta_{0}\right) \mid\right.$ $X=\cdot] \in L_{X}^{2}$ is the conditional expectation function for some known function $h^{(l)}: \mathcal{Y} \times \mathcal{X} \times \Theta \rightarrow \mathbb{R}$. We emphasize that our methodology and asymptotic theory are limited to linear functionals unlike other methods, such as [6].

Based on this moment condition, we are interested in testing the parameter hypothesis

$$
\mathrm{H}_{0}: \theta_{0}=c \quad \text { against } \quad \mathrm{H}_{1}: \theta_{0} \neq c
$$

for a given $c \in \mathbb{R}^{d_{\theta}}$. Assume that $\gamma \mapsto \mathbb{E}\left[m\left(X, \gamma, \theta_{0}\right)\right]$ is a continuous mapping on $L_{X}^{2}$. Then by the Riesz representation theorem, there exists a unique Riesz representer $\alpha_{\theta_{0}}: \mathcal{X} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\mathbb{E}\left[m\left(X, \gamma, \theta_{0}\right)-m\left(X, 0, \theta_{0}\right)\right]=\mathbb{E}\left[\alpha_{\theta_{0}}(X) \gamma(X)\right] \quad \text { for each } \gamma \in L_{X}^{2} \tag{2}
\end{equation*}
$$

By (2) and the law of iterated expectations, the moment condition (1) can be alternatively written as

$$
\begin{equation*}
\mathbb{E}\left[\alpha_{\theta_{0}}(X) h^{(l)}\left(Y, X, \theta_{0}\right)+m\left(X, 0, \theta_{0}\right)\right]=0 \quad \text { for } l=1, \ldots, d_{\theta} \tag{3}
\end{equation*}
$$

Note that (1) does not restrict how $\theta_{0}$ enters into $m$ or $h$. Therefore, $\gamma_{\theta_{0}}$ and/or $\alpha_{\theta_{0}}$ may depend on $\theta_{0}$ in a possibly nonlinear manner.

This setup covers many well-known statistical inference problems. We give some examples below. In particular, our setup can deal with quantile models in missing data problems and other less investigated problems, such as consumer welfare analysis and data combination models, which are further discussed in Section 4. We note that for these examples with linear functionals, the bias corrected moments in [6] are easy to compute.

Example 1 (Missing data model). Consider a sequence of random variables $\left\{Y_{1 i}, Z_{i}\right\}_{i=1}^{N}$, where $Y_{1 i}$ is observed only for a limited selection of individuals, and $Z_{i}$ is a observable vector of covariates. In particular, we observe $Y_{i}=Y_{1 i} D_{i}$ for all $i=1, \ldots, N$, where $D_{i}$ is the selection indicator (taking the value of one if $Y_{1 i}$ is observable, and zero otherwise). We wish to conduct statistical inference on the parameter $\theta_{0}$, which is identified by the moment condition

$$
\begin{equation*}
\mathbb{E}\left[\psi\left(Y_{1}, Z, \theta_{0}\right)\right]=0 \tag{4}
\end{equation*}
$$

where $\psi$ is possibly nonlinear in $\theta_{0}$. Let $X=(D, Z), h\left(Y, X, \theta_{0}\right)=\psi\left(Y, Z, \theta_{0}\right)$, and $\gamma_{\theta_{0}}(d, z)=\mathbb{E}\left[h\left(Y, Z, \theta_{0}\right) \mid D=d, Z=z\right]$. Further assume that ignorability (i.e., $\left.Y_{1} \perp D \mid X\right)$ and overlap assumptions hold. Then it is easy to see that the identifying moment (4) can be rewritten as $\mathbb{E}\left[\gamma_{\theta_{0}}(1, Z)\right]=0$. In this case, $m\left(X, \gamma_{\theta_{0}}, \theta_{0}\right)=\gamma_{\theta_{0}}(1, Z)$, and the Riesz representer is written as $\alpha_{\theta_{0}}(d, z)=$ $\frac{d}{\mathbb{P}(D=1 \mid Z=z)}$ so that

$$
\begin{equation*}
\mathbb{E}\left[\alpha_{\theta_{0}}(X) h\left(Y, X, \theta_{0}\right)\right]=0 \tag{5}
\end{equation*}
$$

Example 2 (Average effect after policy intervention). Let $\gamma_{0}(x)=\mathbb{E}[Y \mid X=x]$ be the conditional expectation and $\pi(\cdot)$ be a known policy function shifting the distribution of $X$ to $\pi(X)$ after the policy intervention. The average policy effect is defined as $\mathbb{E}\left[\gamma_{0}(\pi(X))\right]-\mathbb{E}\left[\gamma_{0}(X)\right]$. The first term $\theta_{0}=\mathbb{E}\left[\gamma_{0}(\pi(X))\right]$ can be analyzed by setting $m\left(x, \gamma_{0}, \theta_{0}\right)=\gamma_{0}(\pi(x))-\theta_{0}$ and $h(y, x)=y$. Then the Riesz representer can be found by applying change of measure so that $\alpha_{0}(x)=\frac{d F_{\pi}}{d F}(x)$, where $F_{\pi}$ is the cdf of $\pi(X)$, and $\mathbb{E}\left[\alpha_{0}(X) h(Y, X)-\theta_{0}\right]=0$.

Example 3 (Bound on average equivalent variation and consumer surplus). Let $P_{1}$ and $P_{2}$ denote the price of good 1 and a vector of prices of other goods in the consumption set, respectively. Also let $V$ and $Q$ be consumer's income and the quantity of good 1 bought by the consumer, respectively. We are interested in determining an upper bound $\theta_{0}$ on the average equivalent variation for a price change from $p_{a}$ to $p_{b}$ of good 1, averaged over the other prices $P_{2}$ and income $V$. Let $B$ denote a lower bound on the income effect for all individuals. [20] showed that

$$
\theta_{0}=\mathbb{E}\left[\int l(p, V) \gamma_{0}\left(p, P_{2}, V\right) d p\right]
$$

where $l(p, V)=w(V) \mathbb{I}\left\{p_{a} \leq p \leq p_{b}\right\} \exp \left(-B\left(p-p_{a}\right)\right)$ with some known function $w$, and $\gamma_{0}\left(P_{1}, P_{2}, V\right)=\mathbb{E}\left[Q \mid P_{1}, P_{2}, V\right]$. It is easy to see that this setting can be subsumed into our framework by letting $X=\left(P_{1}, P_{2}, V\right)$ and $m\left(X, \gamma_{0}, \theta_{0}\right)=$
$\int l(p, V) \gamma_{0}\left(p, P_{2}, V\right) d p-\theta_{0}$. The bound on the consumer surplus can be obtained similarly: we simply get rid of the conditioning variable $P_{2}$ in the above setup.

Example 4 (Average derivative). Consider the average partial derivative of the regression function $\gamma_{0}(x)=\mathbb{E}[Y \mid X=x]$ :

$$
\theta_{0}=\mathbb{E}\left[w(X) \frac{\partial \gamma_{0}(X)}{\partial x}\right],
$$

for some known weight function $w(\cdot)$. In this case, $\gamma_{\theta_{0}}$ and $h\left(Y, X, \theta_{0}\right)$ do not involve $\theta_{0}$, and we set as $m\left(x, \gamma_{0}, \theta_{0}\right)=w(x) \frac{d \gamma_{0}(x)}{d x}-\theta_{0}$ and $h(y, x)=y$. Assuming $w(x)=0$ at boundaries of $\mathcal{X}$, the Riesz representer is obtained as $\alpha_{\theta_{0}}(x)=-\frac{1}{f_{X}(x)} \frac{d\left[w(x) f_{X}(x)\right]}{d x}$, where $f_{X}$ is the density of $X$.

## 3. Reweighted nonparametric likelihood inference

In this section we present our inference method for $\theta_{0}$ defined by the linear functional model in (1), or alternatively (3). Let $\left\{q_{j}(\cdot)\right\}_{j=1}^{\infty}$ denote basis functions for the space $L_{X}^{2}$. Then the condition for the Riesz representer $\alpha_{\theta_{0}}$ in (2) is equivalent to the infinite set of moment conditions

$$
\begin{equation*}
\mathbb{E}\left[m\left(X, q_{j}, \theta_{0}\right)-m\left(X, 0, \theta_{0}\right)-\alpha_{\theta_{0}}(X) q_{j}(X)\right]=0, \quad \text { for all } j=1,2, \ldots \tag{6}
\end{equation*}
$$

The equivalence between (2) and (6) exploits the fact that $\gamma \mapsto m(\cdot, \gamma, \cdot)$ is a linear functional, which ensures that for each $\gamma \in L_{X}^{2}$, there exists some sequence $\left\{\xi_{j}\right\}_{j=1}^{\infty}$ satisfying $\sum_{i=1}^{\infty} \xi_{j}^{2}<\infty$ and $\mathbb{E}\left[m\left(X, \gamma, \theta_{0}\right)-m\left(X, 0, \theta_{0}\right)\right]=$ $\sum_{j=1}^{\infty} \xi_{j} \mathbb{E}\left[m\left(X, q_{j}, \theta_{0}\right)-\mathbb{E}\left[m\left(X, 0, \theta_{0}\right)\right]\right.$.

To approximate the Riesz representer $\alpha_{\theta_{0}}$, we employ a finite but growing number of the moment conditions from (6). Let $Q_{K}(\cdot)=\left(q_{1}(\cdot), \ldots, q_{K}(\cdot)\right)^{\prime}$ denote a vector of basis functions, and $M_{K}\left(X_{i}, \theta_{0}\right)$ denote a $K$-dimensional vector whose $k$-th element is $m\left(X_{i}, q_{k}, \theta_{0}\right)-m\left(X_{i}, 0, \theta_{0}\right)$ for $k=1, \ldots, K$. As in [25], we approximate $\left\{\alpha_{\theta_{0}}\left(X_{i}\right)\right\}_{i=1}^{N}$ by the projection weights $\left\{\hat{\alpha}_{i}\right\}_{i=1}^{N}$, which are obtained as a solution of

$$
\min _{\alpha_{1}, \ldots, \alpha_{N}} \frac{1}{2} \sum_{i=1}^{N} \alpha_{i}^{2} \quad \text { s.t. } \quad \frac{1}{N} \sum_{i=1}^{N}\left\{M_{K}\left(X_{i}, \theta_{0}\right)-\alpha_{i} Q_{K}\left(X_{i}\right)\right\}=0,
$$

i.e.,

$$
\begin{equation*}
\hat{\alpha}_{i}=Q_{K}\left(X_{i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} Q_{K}\left(X_{i}\right) Q_{K}\left(X_{i}\right)^{\prime}\right]^{-1} \frac{1}{N} \sum_{i=1}^{N} M_{K}\left(X_{i}, \theta_{0}\right), \tag{7}
\end{equation*}
$$

for $i=1, \ldots, N$. Following [31], one can interpret $\mathbb{E}\left[\alpha_{\theta_{0}}(X)^{2}\right]$ as the residual variance for estimation of $\theta_{0}$, and $\sup _{\gamma \in L_{X}^{2}} \mathbb{E}\left[m\left(X, \gamma, \theta_{0}\right)-\alpha_{\theta_{0}}(X) \gamma\right]$ as the residual bias. Thus, (7) has an attractive interpretation of minimizing the empirical variance subject to a zero empirical bias constraint within the sieve space spanned by $Q_{K}(\cdot)$.

The construction of (7) is similar to, but distinct from, the empirical balancing weights that have been proposed in the literature on missing data, see e.g., [ $35,10,32$ ]. Recall that in Example 1 on missing data models, the Riesz representer is expressed as $\alpha_{\theta_{0}}\left(D_{i}, Z_{i}\right)=D_{i} / \mathbb{P}\left(D_{i}=1 \mid Z_{i}\right)$. The empirical balancing weights estimate the 'tilting function', $1 / \mathbb{P}\left(D_{i}=1 \mid Z_{i}\right)$, instead of directly estimating $\alpha_{\theta_{0}}\left(D_{i}, Z_{i}\right)$. Although the estimates of $\alpha_{\theta_{0}}\left(D_{i}, Z_{i}\right)$ are only computed for observations without missing outcomes (but note that $\alpha_{\theta_{0}}\left(D_{i}, Z_{i}\right)=0$ when $D_{i}=0$ anyway), given the empirical balancing weights (say, $\hat{w}_{i}$ ), it is straightforward to obtain the estimates $\hat{\alpha}_{i}$ of $\alpha_{i}$ as $\hat{\alpha}_{i}=\hat{w}_{i}$ when $D_{i}=1$, and $\hat{\alpha}_{i}=0$ otherwise. A drawback of the empirical balancing weights, however, is that they are not applicable more generally, e.g., to average derivative estimation, where the Riesz representer may take negative values.

Based on the projection weights $\left\{\hat{\alpha}_{i}\right\}_{i=1}^{N}$ in (7), we now construct our nonparametric likelihood function. The basic idea is to 'reweigh' both the moment functions (2) and (3) after incorporating the the projection weights in (7). The 'reweighted' likelihood ratio then captures the likelihood increments associated with (3). Formally, let

$$
\phi_{\varsigma}(\omega)=\frac{2}{\varsigma(\varsigma+1)}\left\{(N \omega)^{\varsigma+1}-1\right\},
$$

denote the Cressie and Read [12] power divergence family if $\varsigma \neq\{-1,0\}$, otherwise $\phi_{-1}(\omega)=-2 \log (n \omega)$ and $\phi_{0}(\omega)=2 n \omega \log (n \omega)$. The cases of $\varsigma=-1$ and $\varsigma=0$ are often called EL and exponential tilting, respectively. Other popular choices for $\varsigma$ include the Neyman's modified $\chi^{2}(\varsigma=1)$, Hellinger or FreemanTukey ( $\varsigma=-1 / 2$ ), and Pearson's $\chi^{2}(\varsigma=-2)$. Based on this divergence, we consider the following reweighted likelihood:

$$
\begin{gather*}
\ell\left(\theta_{0}\right)=\min _{\omega_{1}, \ldots, \omega_{N}} \sum_{i=1}^{N} \phi_{\varsigma}\left(\omega_{i}\right), \\
\text { s.t. } \quad \sum_{i=1}^{N} \omega_{i}\left\{M_{K}\left(X_{i}, \theta_{0}\right)-\hat{\alpha}_{i} Q_{K}\left(X_{i}\right)\right\}=0, \quad \sum_{i=1}^{N} \omega_{i}=1, \quad \omega_{i} \geq 0, \\
 \tag{8}\\
\sum_{i=1}^{N} \omega_{i}\left\{\hat{\alpha}_{i} h^{(l)}\left(Y_{i}, X_{i}, \theta_{0}\right)+m\left(X_{i}, 0, \theta_{0}\right)\right\}=0 \quad \text { for } l=1, \ldots, d_{\theta},
\end{gather*}
$$

where $\left\{\hat{\alpha}_{i}\right\}_{i=1}^{N}$ are the projection weights obtained in (7). Note that without the last condition in (8) (corresponding to the primary moment condition), the above maximization problem is solved by uniform weights $\omega_{i}=1 / N$ for all $i=1, \ldots, N$ (because of (7)). Therefore, the above minimum $\ell\left(\theta_{0}\right)$ indeed corresponds to the likelihood increment by adding the last condition in (8). Let

$$
g_{i}^{K}=\left(\begin{array}{c}
M_{K}\left(X_{i}, \theta_{0}\right)-\hat{\alpha}_{i} Q_{K}\left(X_{i}\right) \\
\hat{\alpha}_{i} h^{(1)}\left(Y_{i}, X_{i}, \theta_{0}\right)+m\left(X_{i}, 0, \theta_{0}\right) \\
\vdots \\
\hat{\alpha}_{i} h^{\left(d_{\theta}\right)}\left(Y_{i}, X_{i}, \theta_{0}\right)+m\left(X_{i}, 0, \theta_{0}\right)
\end{array}\right) .
$$

By applying the Lagrange multiplier method, the dual representation of the reweighted nonparametric likelihood ratio statistic is

$$
\begin{equation*}
\ell\left(\theta_{0}\right)=\max _{\lambda} 2 \sum_{i=1}^{N}\left\{\rho_{\varsigma}\left(\lambda^{\prime} g_{i}^{K}\right)-\rho_{\varsigma}(0)\right\} \tag{9}
\end{equation*}
$$

where

$$
\rho_{\varsigma}(v)=-\frac{1}{\varsigma+1}(1+\varsigma v)^{(\varsigma+1) / \varsigma}
$$

if $\varsigma \neq\{-1,0\}$, otherwise $\rho_{-1}(v)=\log (1-v)$ and $\rho_{0}(v)=-e^{v}$. In practice, we employ this dual form to implement our inference procedure.
Remark 1. Our approach is reminiscent of the generalized empirical likelihood (GEL) inference for moment condition models [26]. In fact, if the Riesz representer is known up to $\theta_{0}$ in (3), then the GEL methodology directly applies for inference on $\theta_{0}$. In our setup, however, the Riesz representer is unknown. Therefore, our setup is more involved than the standard GEL framework and needs to consider the impact of not knowing the Riesz representer in our asymptotic analysis. The growing set of moment constraints in (8) exactly captures the price we need to pay to restore the asymptotic pivotalness of the likelihood ratio statistic.

Remark 2. On the other hand, our inference approach has some connection to extended versions of the GMM/GEL approach since we may interpret our inference problem using just-identified but growing number of moment conditions. To elaborate on this connection, suppose $\alpha_{\theta_{0}}(\cdot)$ can be approximated by $a_{0}^{\prime} Q_{K}(\cdot)$ with the $K$-dimensional vector of basis functions $Q_{K}(\cdot)$. Then our setup in (1) and (2) can be alternatively characterized as

$$
\begin{align*}
\mathbb{E}\left[a_{0}^{\prime} Q_{K}(X) h\left(Y, X, \theta_{0}\right)+m\left(X, 0, \theta_{0}\right)\right] & =0,  \tag{10}\\
\mathbb{E}\left[m\left(X, q_{j}, \theta_{0}\right)-m\left(X, 0, \theta_{0}\right)-q_{j}(X) Q_{K}^{\prime}(x) a_{0}\right] & =0, \tag{11}
\end{align*}
$$

for $j=1, \ldots, K$, where (10) is the moment condition to identify $\theta_{0}$, and (11) is the auxiliary moment conditions to estimate $\alpha_{\theta_{0}}(\cdot)$. A similar argument as in [16] indicates that these moment conditions lead to the semiparametric efficiency bound for $\theta_{0}$ as $K \rightarrow \infty$, i.e., (10) and (11) contain all relevant information for $\theta_{0}$. Furthermore, the GEL ratio statistic (say, $G E L R_{K}$ ) for $\mathrm{H}_{0}: \theta_{0}=c$ may be constructed based on (10) and (11), and we expect that $G E L R_{K}$ will converge to the $\chi_{d_{\theta}}^{2}$ distribution.

Compared to $G E L R_{K}$, our approach offers new insight for the popular plugin approach of EL inference. As opposed to the well-known result in [23], we show that in fact, plug-in approach can still achieve asymptotic pivotalness, once the information of the model has been properly accounted for. Indeed, if the Reisz representer is actually known, and we use them in place of $\hat{\alpha}_{i}$ in (8), $\ell\left(\theta_{0}\right)$ will converge to $\chi_{K+d_{\theta}}^{2}$. Surprisingly, however, we show that plugging-in the estimates from balancing leads to a $\chi_{d_{\theta}}^{2}$ distribution. The construction of balancing weights and the definition of $\ell\left(\theta_{0}\right)$ implies that the latter does behave
like a likelihood ratio test statistic, and is in sharp contrast of the result in [23]. In terms of the treatment of the unknown Riesz representer, our approach relies on the first step balancing in (7), while $G E L R_{K}$ requires a sieve approximation. Moreover, $\ell\left(\theta_{0}\right)$ also has computational advantage over $G E L R_{K}$ particularly when we compute confidence sets for $\theta_{0}$. To construct the confidence set by inverting $G E L R_{K}$, we need to profile out the nuisance parameters $a_{0}$ for each hypothetical value of $\theta_{0}$. On the other hand, the confidence interval obtained by inverting our statistic $\ell\left(\theta_{0}\right)$ does not involve such profiling out.

Remark 3. Note that when $\varsigma=1$, the criterion $\rho_{\varsigma}(v)$ becomes the least square likelihood (as in [7]) or the Euclidean likelihood (as in [26]), where $\rho_{1}(v)=$ $-\frac{1}{2}(1+v)^{2}$. In this case, the minimization problem in (8) admits an explicit solution that depends only on $\hat{\alpha}_{i}$ in (7). Thus, this likelihood ratio statistic is computationally attractive.

To derive the limiting distribution of $\ell\left(\theta_{0}\right)$, we impose the following assumptions. Let $\zeta_{K}=\sup _{x \in \mathcal{X}}\left|Q_{K}(x)\right|, \varepsilon_{K}(x)=\alpha_{\theta_{0}}(x) Q_{K}(x)-M_{K}\left(x, \theta_{0}\right), \zeta_{\varepsilon, K}=$ $\sup _{x \in \mathcal{X}}\left|\varepsilon_{K}(x)\right|$, and $\tilde{m}\left(x, \cdot, \theta_{0}\right)=m\left(x, \cdot, \theta_{0}\right)-m\left(x, 0, \theta_{0}\right)$.

## Assumption.

(i) $\left\{X_{i}, Y_{i}\right\}_{i=1}^{N}$ is iid. For each $x \in \mathcal{X}, \gamma \mapsto m\left(x, \gamma, \theta_{0}\right)$ is a linear mapping, and $\gamma \mapsto \mathbb{E}\left[m\left(x, \gamma, \theta_{0}\right)\right]$ is a continuous mapping from $L_{X}^{2}$ to $\mathbb{R}$.
(ii) All eigenvalues of $\mathbb{E}\left[Q_{K}(X) Q_{K}(X)^{\prime}\right]$ and $\mathbb{E}\left[\varepsilon_{K}(X) \varepsilon_{K}(X)^{\prime}\right]$ are bounded from above and away from zero for each $K \in \mathbb{N}$, $\frac{\zeta_{K}^{2} \log K}{N} \rightarrow 0$, and $\frac{\zeta_{\varepsilon, K}^{2} \log K}{N} \rightarrow 0$.
(iii) $\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{\theta_{0}}(x)\right|=O_{p}\left(\delta_{\alpha, N}\right)$ for some $\delta_{\alpha, N} \rightarrow 0$. For each $l=$ $1, \ldots, d_{\theta}$ and $K \in \mathbb{N}$, there exists some $\beta_{K}^{(l)} \in \mathbb{R}^{K}$ such that
$\sup _{x \in \mathcal{X}}\left|\gamma_{\theta_{0}}^{(l)}(x)-\beta_{K}^{(l) \prime} Q_{K}(x)\right| \lesssim \eta_{K} \quad$ and $\quad \mathbb{E}\left[\tilde{m}\left(X, \gamma_{\theta_{0}}^{(l)}-\beta_{K}^{(l) \prime} Q_{K}, \theta_{0}\right)^{2}\right] \lesssim \eta_{K}$
for some $\eta_{K} \rightarrow 0$.
(iv) For each $l=1, \ldots, d_{\theta}$, it holds $\sup _{x \in \mathcal{X}} \mathbb{E}\left[\left\{h^{(l)}\left(X, Y, \theta_{0}\right)-\gamma_{\theta_{0}}^{(l)}(X)\right\}^{2} \mid X=\right.$ $x] \lesssim 1, \mathbb{E}\left[\left\{\alpha_{0}(X) \gamma_{\theta_{0}}^{(l)}(X)-\tilde{m}\left(X, \gamma_{\theta_{0}}^{(l)}, \theta_{0}\right)\right\}^{2}\right] \lesssim 1, \mathbb{E}\left[m\left(X, \gamma_{\theta_{0}}^{(l)}, \theta_{0}\right)^{2}\right] \lesssim 1$, $\sup _{x \in \mathcal{X}}\left|\alpha_{\theta_{0}}(x)\right| \lesssim 1$, and there exists some $\kappa>2$ such that

$$
\mathbb{E}\left[\left|h^{(l)}\left(X, Y, \theta_{0}\right)\right|^{\kappa}\right] \lesssim 1 \quad \text { and } \quad N^{1 / \kappa} \delta_{\alpha, N} \rightarrow 0
$$

(v) For each $j, k=1, \ldots, K$,

$$
\begin{align*}
\mathbb{E}\left[\tilde{m}\left(X, q_{j}(\cdot) \tilde{m}\left(\cdot, q_{k}, \theta_{0}\right), \theta_{0}\right)\right] & =\mathbb{E}\left[\tilde{m}\left(X, q_{j}, \theta_{0}\right) \tilde{m}\left(X, q_{k}, \theta_{0}\right)\right]  \tag{12}\\
\mathbb{E}\left[\tilde{m}\left(X, m\left(\cdot, 0, \theta_{0}\right) q_{j}(\cdot), \theta_{0}\right)\right] & =\mathbb{E}\left[m\left(X, 0, \theta_{0}\right) \tilde{m}\left(X, q_{j}, \theta_{0}\right)\right]
\end{align*}
$$

Assumption (i) is reasonable for all the examples listed in this paper. An extension to dependent data is left for future research. Assumption (ii) is on
the vector of basis functions $Q_{K}(\cdot)$ and the approximation error $\varepsilon_{K}(\cdot)$. The first condition in Assumption (iii) imposes basic approximation quality of $\hat{\alpha}_{i}$ in terms of sup norm. This could be verified by more primitive conditions; see [26]. The second condition in Assumption (iii) is on the approximation error for the conditional mean function $\gamma_{\theta_{0}}^{(l)}(\cdot)$ by the vector of basis functions $Q_{K}(\cdot)$. Assumption (iv) is a set of regularity conditions. Notably, we require the Riesz representer $\alpha_{\theta_{0}}$ to be bounded, and existence of higher moments for $h$.

Assumption (v) is a key requirement that needs to be checked for each application. It can be thought of as placing some constraints on the form of $m(\cdot)$. All our examples satisfy this assumption except for the average derivative example. The assumption is trivially satisfied if the moment function is multiplicative in $\gamma$ (in addition to being linear). For instance, in the missing data example, $m\left(X, 0, \theta_{0}\right)=0$ and $\tilde{m}\left(X, \gamma_{\theta_{0}}, \theta_{0}\right)=\gamma_{\theta_{0}}$, and it is easy to see that (12) is satisfied. A similar reasoning also applies to the average effect after policy intervention. For the average equivalent variation and consumer surplus example, $m\left(X, \gamma_{0}, \theta_{0}\right)=\int l(p, V) \gamma_{0}\left(p, P_{2}, V\right) d p-\theta_{0}$, and so $m\left(x, 0, \theta_{0}\right)=-\theta_{0}$ and $\tilde{m}\left(x, \gamma_{0}, \theta_{0}\right)=\int l(p, V) \gamma_{0}\left(p, P_{2}, V\right) d p$. The second equation of (12) is satisfied trivially. As for the first equation:

$$
\begin{aligned}
& \mathbb{E}\left[\tilde{m}\left(X, q_{j}(\cdot) \tilde{m}\left(\cdot, q_{k}, \theta_{0}\right), \theta_{0}\right)\right] \\
= & \mathbb{E}[\int l(p, V) q_{j}\left(p, P_{2}, V\right) \underbrace{\int l(p, V) q_{k}\left(p, P_{2}, V\right) d p} d p] \\
= & \mathbb{E}[\underbrace{\int l(p, V) q_{k}\left(p, P_{2}, V\right) d p} \int l(p, V) q_{j}\left(p, P_{2}, V\right) d p] \\
= & \mathbb{E}\left[\tilde{m}\left(X, q_{j}, \theta_{0}\right) \tilde{m}\left(X, q_{k}, \theta_{0}\right)\right],
\end{aligned}
$$

where we can take $\underbrace{\bullet}$ out since it is not a function of $p$.
For the average derivative example, the condition in (12) is not generally satisfied. One exception is the setting where $w(x)=1$ and $d^{2} q_{k}(x) / d x^{2}=0$ for all $k$, i.e., the basis functions all have zero second derivatives. This implies that the assumption is valid if one employs basis functions of indicator or linear form, such as linear regression splines or Ströberg wavelets of order 0 (assuming compact support for $X$ and that its density $f_{X}(\cdot)$ is bounded).

Based on these assumptions, the asymptotic distribution of the likelihood ratio statistic $\ell\left(\theta_{0}\right)$ is obtained as follows.
Theorem. Suppose that Assumptions (i)-(v) hold true, and

$$
\delta_{\alpha, N} \zeta_{K} \zeta_{\varepsilon, K} \rightarrow 0, \sqrt{K} \eta_{K} \rightarrow 0, \text { and } \sqrt{N} \delta_{\alpha, N} \eta_{K} \rightarrow 0
$$

Then,

$$
\ell\left(\theta_{0}\right) \xrightarrow{d} \chi_{d_{\theta}}^{2}, \quad \text { as } N \rightarrow \infty
$$

This theorem says that our likelihood ratio statistic is asymptotically pivotal and converges to the chi-squared distribution under the null hypothesis. Based
on this result, the $100(1-\alpha) \%$ asymptotic confidence set for $\theta_{0}$ can be given by $\left\{\theta: \ell(\theta) \leq \chi_{d_{\theta}, \alpha}^{2}\right\}$, where $\chi_{d_{\theta}, \alpha}^{2}$ is the $(1-\alpha)$-th quantile of the $\chi_{d_{\theta}}^{2}$ distribution. Furthermore, it is straightforward to extend this theorem for testing the null $\mathrm{H}_{0}: r(\theta)=r_{0}$ for a possibly nonlinear function $r: \mathbb{R}^{d_{\theta}} \rightarrow \mathbb{R}^{d_{r}}$ with $d_{r} \leq d_{\theta}$. In this case, the likelihood ratio statistic is obtained by $\min _{\theta: r}(\theta)=r_{0} \ell(\theta)$, which can be shown to converge to the $\chi_{d_{r}}^{2}$ distribution.

If Assumption (v) is violated, the reweighted statistic $\ell\left(\theta_{0}\right)$ loses its asymptotic pivotalness and converges to a weighted $\chi^{2}$ distribution, where the weights involve unknown components. In particular, suppose the condition (5) does not hold but $\delta_{\alpha, N} \zeta_{K} \zeta_{\varepsilon, K}^{3} \rightarrow 0$ and $\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \varepsilon_{K}\right) \mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \varepsilon_{K}\right) \xrightarrow{p} V^{*}$ for some $d_{\theta} \times d_{\theta}$ matrix $V^{*}$, where $\mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \varepsilon_{K}\right)$ is the empirical projection of $m\left(\gamma_{0}\right)=\left(m\left(X_{1}, \gamma_{0}, \theta_{0}\right), \ldots, m\left(X_{N}, \gamma_{0}, \theta_{0}\right)\right)^{\prime}$ with

$$
m\left(X_{i}, \gamma_{0}, \theta_{0}\right)=\left(m\left(X_{i}, \gamma_{0}^{(1)}, \theta_{0}\right), \ldots, m\left(X_{i}, \gamma_{0}^{\left(d_{\theta}\right)}, \theta_{0}\right)\right)^{\prime}
$$

on $\varepsilon_{K}=\left(\varepsilon_{K}\left(X_{1}\right), \ldots, \varepsilon_{K}\left(X_{N}\right)\right)^{\prime}$. Then by inspection the proof of this theorem, we obtain

$$
\ell\left(\theta_{0}\right) \xrightarrow{d} U^{\prime}\left(V-V^{*}\right) U, \quad \text { as } N \rightarrow \infty
$$

where $U \sim N(0, V)$ and $V$ is the variance matrix of the $d_{\theta}$-dimensional random vector whose $l$-th element is $m\left(X, \gamma_{0}^{(l)}, \theta_{0}\right)+\alpha_{0}(X)\left\{h^{(l)}\left(X, Y, \theta_{0}\right)-\gamma_{\theta_{0}}^{(l)}(X)\right\}$. One may conduct inference based on this limiting distribution by estimating the variance components $V$ and $V^{*}$, or by bootstrapping (see, Section 2.3 of [23]). However, given the asymptotic pivotalness in our theorem, we recommend employing basis functions $Q_{K}(\cdot)$ that satisfy the condition in (3).

The proof of this theorem indicates that under our assumptions, our likelihood ratio statistic has the same local power function as the Wald or t-test based on the globally semiparametric efficient estimator. However, in contrast to the Wald test, we circumvent estimation of the asymptotic variance which can be quite involved.

## 4. Extensions

### 4.1. Treatment effects

It is straightforward to extend our likelihood ratio construction to conduct inference on various measures of treatment effects under unconfoundedness. Let $Y_{1}$ and $Y_{0}$ be potential outcomes associated with a binary treatment variable $D \in\{0,1\}$. The observed outcome is $Y=D Y_{1}+(1-D) Y_{0}$. Let $Z$ be a vector of covariates. Suppose we want to conduct inference on the parameter $\theta_{0}$ identified by the moment condition

$$
\begin{equation*}
\mathbb{E}\left[\psi_{1}\left(Y_{1}, Z, \theta_{0}\right)-\psi_{0}\left(Y_{0}, Z, \theta_{0}\right)\right]=0 \tag{13}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{0}$ have the same dimension as $\theta_{0}$. This setup accommodates many popular inferential problems as special cases. For example, if we set
$\psi_{1}\left(Y_{1}, X, \theta_{0}\right)=Y_{1}-\theta_{0}$ and $\psi_{0}\left(Y_{0}, X, \theta_{0}\right)=Y_{0}$, then $\theta_{0}$ is the average treatment effect.

To see how this fits into our setup, let us denote $X=(D, Z), \gamma_{\theta_{0}}^{(1)}(D, Z)=$ $\mathbb{E}\left[\psi_{1}\left(Y, Z, \theta_{0}\right) \mid D, Z\right]$ and $\gamma_{\theta_{0}}^{(0)}(D, Z)=\mathbb{E}\left[\psi_{0}\left(Y, Z, \theta_{0}\right) \mid D, Z\right]$. Under conditional independence assumption, (13) can be rewritten as

$$
\begin{equation*}
\mathbb{E}\left[\gamma_{\theta_{0}}^{(1)}(1, Z)-\gamma_{\theta_{0}}^{(0)}(0, Z)\right]=0 . \tag{14}
\end{equation*}
$$

Further, under the overlap condition, (13) gives rise to the two Riesz representers $\alpha_{\theta_{0}}^{(1)}(x)=\frac{d}{\mathbb{P}(D=1 \mid Z=z)}$ and $\alpha_{\theta_{0}}^{(0)}(x)=\frac{1-d}{1-\mathbb{P}(D=1 \mid Z=z)}$ for $x=(d, z)$ so that

$$
\begin{array}{ll}
\mathbb{E}\left[\alpha_{\theta_{0}}^{(1)}(X) \gamma(X)\right]=\mathbb{E}[\gamma(X)], & \text { for each } \gamma \in L_{X}^{2}, \\
\mathbb{E}\left[\alpha_{\theta_{0}}^{(0)}(X) \gamma(X)\right]=\mathbb{E}[\gamma(X)], & \text { for each } \gamma \in L_{X}^{2}
\end{array}
$$

Again, we consider the testing problem $\mathrm{H}_{0}: \theta_{0}=c$ against $\mathrm{H}_{1}: \theta_{0}=c$. Note that the identifying moment for $\theta_{0}$ is

$$
\begin{equation*}
\mathbb{E}\left[\alpha_{\theta_{0}}^{(1)}(X) \psi_{1}\left(Y, Z, \theta_{0}\right)-\alpha_{\theta_{0}}^{(0)}(X) \psi_{0}\left(Y, Z, \theta_{0}\right)\right]=0 \tag{15}
\end{equation*}
$$

Applying our methodology, in the first step we calibrate two sets of projection weights $\left\{\hat{\alpha}_{i}^{(1)}\right\}_{i=1}^{N}$ and $\left\{\hat{\alpha}_{i}^{(0)}\right\}_{i=1}^{N}$ according to

$$
\begin{aligned}
& \min _{\alpha_{1}^{(1)}, \ldots, \alpha_{N}^{(1)}} \frac{1}{2} \sum_{i=1}^{N} D_{i} \alpha_{i}^{2} \text { s.t. } \\
& \min ^{2} \sum_{i=1}^{N}\left\{Q_{K}\left(X_{i}\right)-\alpha_{i}^{(1)} D_{i} Q_{K}\left(X_{i}\right)\right\}=0 ; \\
& \alpha_{1}^{(0)}, \ldots, \alpha_{N}^{(0)} \frac{1}{2} \sum_{i=1}^{N}\left(1-D_{i}\right) \alpha_{i}^{2} \quad \text { s.t. } \\
& \frac{1}{N} \sum_{i=1}^{N}\left\{Q_{K}\left(X_{i}\right)-\alpha_{i}^{(0)}\left(1-D_{i}\right) Q_{K}\left(X_{i}\right)\right\}=0 ;
\end{aligned}
$$

Based on the approximated Riesz representers

$$
\left\{D_{i} \hat{\alpha}_{i}^{(1)}\right\}_{i=1}^{N} \quad \text { and } \quad\left\{\left(1-D_{i}\right) \hat{\alpha}_{i}^{(0)}\right\}_{i=1}^{N},
$$

our reweighted likelihood ratio statistic can be constructed as

$$
\begin{aligned}
& \qquad \bar{\ell}\left(\theta_{0}\right)=\min _{\omega_{1}, \ldots, \omega_{N}} \sum_{i=1}^{N} \phi_{\varsigma}\left(\omega_{i}\right), \\
& \text { s.t. } \quad \sum_{i=1}^{N} \omega_{i} Q_{K}\left(X_{i}\right)\left(\hat{\alpha}_{i}^{(1)} D_{i}-1\right)=0, \quad \sum_{i=1}^{N} \omega_{i} Q_{K}\left(X_{i}\right)\left(\hat{\alpha}_{i}^{(0)}\left(1-D_{i}\right)-1\right)=0, \\
& \sum_{i=1}^{N} \omega_{i}=1, \quad \omega_{i} \geq 0, \\
& \sum_{i=1}^{N} \omega_{i}\left\{\hat{\alpha}_{i}^{(1)} D_{i} \psi_{1}\left(Y_{i}, X_{i}, \theta_{0}\right)-\hat{\alpha}_{i}^{(0)}\left(1-D_{i}\right) \psi_{0}\left(Y_{i}, X_{i}, \theta_{0}\right)\right\}=0 .
\end{aligned}
$$

The dual form of $\bar{\ell}\left(\theta_{0}\right)$ is obtained in the same manner as $\ell\left(\theta_{0}\right)$. Also, under analogous conditions to the ones in the Theorem, it can be shown that $-2 \bar{\ell}\left(\theta_{0}\right) \xrightarrow{d} \chi_{d_{\theta}}^{2}$ under $\mathrm{H}_{0}$, where $d_{\theta}$ is the dimension of $\theta_{0}$. Again, our likelihood ratio statistic is asymptotically pivotal, and is free from variance estimation. If we are interested in some $p_{1}$-dimensional function $r(\beta)$ (e.g., quantile treatment effects), the likelihood ratio statistic for $\mathrm{H}_{0}: r(\beta)=r_{0}$ can be modified as $\min _{\beta: r(\beta)=r_{0}} \bar{\ell}(\beta) \xrightarrow{d} \chi_{p_{1}}^{2}$.

### 4.2. Data combination models

Data combination models are another important class of missing data models. Let $W=\left(Y_{1}, Y_{0}, Z^{\prime}\right)^{\prime}$ denote a vector of random variables from a study population. We are interested in conducting inference for the $d_{\theta}$-dimensional vector of parameters, $\theta_{0}$, which is just-identified by the moment condition

$$
\mathbb{E}_{s}\left[\psi\left(W, \theta_{0}\right)\right]=0
$$

where $\mathbb{E}_{s}[\cdot]$ denotes the expectation under the study sample. However we do not observe the entire vector $W$. Rather, we only observe $N_{s}$ measurements of $\left(Y_{1}, Z^{\prime}\right)^{\prime}$ from the study sample, but we have access to $N_{a}$ measurements of $\left(Y_{0}, Z^{\prime}\right)^{\prime}$ drawn from an auxiliary sample. Thus the variables $Z$ are common to the both samples.

We shall assume that the conditional distribution of $Y_{0}$ given $Z$ is the same in the both samples (however the marginal distributions of $Z$ may differ). Also, we assume that the support of $Z$ in the auxiliary sample is at least as large as the study sample. Under these conditions, [11] showed that the parameter vector $\theta_{0}$ is identified as long as $\psi(\cdot)$ is separable in $Y_{1}$ and $Y_{0}$ in the sense that

$$
\psi\left(Y_{1}, Y_{0}, Z, \theta_{0}\right)=\psi_{s}\left(Y_{1}, Z, \theta_{0}\right)-\psi_{a}\left(Y_{0}, Z, \theta_{0}\right)
$$

for some $\psi_{s}(\cdot)$ and $\psi_{a}(\cdot)$. This framework covers many important statistical problems including estimation of the average treatment effect on the treated (ATT), two-sample instrumental variables [3], counterfactual distributions [15], semiparametric differences-in-differences [1], and models with mismeasured regressors in the presence of validation samples [9].

Following [17], we employ a multinomial sampling framework by assuming that a unit is drawn at random from the distribution of the study sample with probability $\pi$, and from that of the auxiliary sample with probability $1-\pi$. Let $D$ denote a binary random variable that takes value 1 when the observation is in the study sample and 0 when it is in the auxiliary sample. Under this framework we can treat the 'merged' realization $\left(D_{i}, Z_{i}, D_{i} Y_{1 i},\left(1-D_{i}\right) Y_{0 i}\right)$ as a random draw from a synthetic 'merged' population $([18])$. Let $\mathbb{P}(\cdot)$ and $\mathbb{E}[\cdot]$ denote the probability and expectation, respectively, in this merged population. Finally, let $Y=D Y_{1}+(1-D) Y_{0}$ denote the observed 'outcome' variable.

This set of models also fits into our current setup. To observe this, let us denote $X=(D, Z), \gamma_{\theta}^{(1)}(D, Z)=\mathbb{E}\left[\psi_{s}\left(Y, Z, \theta_{0}\right) \mid D, Z\right]$ and $\gamma_{\theta}^{(2)}(D, Z)=$
$\mathbb{E}\left[\psi_{u}\left(Y, Z, \theta_{0}\right) \mid D, Z\right]$. Then the identifying moment condition can be rewritten as

$$
\int\left\{\gamma_{\theta}^{(1)}(z, 1)-\gamma_{\theta}^{(2)}(z, 0)\right\} d F_{s}(z)=\int\left\{\gamma_{\theta}^{(1)}(z, 1)-\gamma_{\theta}^{(2)}(z, 0)\right\} \frac{d F_{s}(z)}{d F(z)} d F(z)=0
$$

The support condition above assures existence of some $\kappa>0$ such that $\kappa \leq$ $\mathbb{P}(D=1 \mid Z=z) \leq 1$ for all $z \in \mathbb{R}^{d_{Z}}$. Importantly, we do not place any functional form assumptions on the propensity score, apart from some smoothness assumptions. As before, we consider the testing problem $\mathrm{H}_{0}: \theta=\theta_{0}$ against $\mathrm{H}_{1}: \theta \neq \theta_{0}$, which is equivalent to test the identifying moment

$$
\mathbb{E}\left[D \psi_{s}\left(W, X, \theta_{0}\right)-(1-D) \frac{\mathbb{P}(D=1 \mid Z)}{1-\mathbb{P}(D=1 \mid Z)} \psi_{a}\left(W, X, \theta_{0}\right)\right]=0
$$

subject to the auxiliary moment conditions identifying the Riesz representer as $\alpha_{\theta_{0}}(x)=(1-d) \frac{\mathbb{P}(D=1 \mid Z=z)}{1-\mathbb{P}(D=1 \mid Z=z)}$ since

$$
\mathbb{E}\left[\alpha_{\theta_{0}}(X) \gamma(X)\right]=\mathbb{E}[D \gamma(X)], \quad \text { for each } \gamma \in L_{X}^{2}
$$

(see, [16]). Let $N=N_{a}+N_{s}$. We shall order the observations such that the first $N_{a}$ terms correspond to the auxiliary sample (i.e., $D_{i}=0$ for $i=1, \ldots, N_{a}$ and 1 for $\left.i=N_{a}+1, \ldots, N\right)$. The projection weights $\left(\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{N_{a}}\right)$ for data combination models are obtained as the solution of

$$
\min _{\alpha_{1}, \ldots, \alpha_{N}} \sum_{i=1}^{N} \frac{1}{2}(1-D) \alpha_{i}^{2} \quad \text { s.t. } \quad \frac{1}{N} \sum_{i=1}^{N} D_{i} Q_{K}\left(X_{i}\right)=\frac{1}{N} \sum_{i=1}^{N} \tilde{\alpha}_{i}\left(1-D_{i}\right) Q_{K}\left(X_{i}\right) .
$$

In this case, our likelihood ratio statistic is obtained as

$$
\begin{gathered}
\tilde{\ell}\left(\theta_{0}\right)=\max _{\omega_{1}, \ldots, \omega_{N}} \sum_{i=1}^{N} \phi_{\varsigma}\left(\omega_{i}\right) \\
\text { s.t. } \quad \sum_{i=1}^{N} \omega_{i}\left\{D_{i}-\tilde{\alpha}_{i}\left(1-D_{i}\right)\right\} Q_{K}\left(X_{i}\right)=0, \quad \sum_{i=1}^{N} \omega_{i}=1, \quad \omega_{i} \geq 0 \\
\sum_{i=1}^{N} \omega_{i}\left\{D_{i} \psi_{s}\left(W_{i}, X_{i}, \theta_{0}\right)-\left(1-D_{i}\right) \tilde{\alpha}_{i} \psi_{a}\left(W_{i}, X_{i}, \theta_{0}\right)\right\}=0
\end{gathered}
$$

The dual form of $\tilde{\ell}\left(\theta_{0}\right)$ is obtained in the same manner as $\ell\left(\theta_{0}\right)$. Also under analogous conditions to the ones in Theorem, it can be shown that $\tilde{\ell}\left(\theta_{0}\right) \xrightarrow{d} \chi_{d_{\theta}}^{2}$ under $\mathrm{H}_{0}$, where $d_{\theta}$ is the dimension of $\theta_{0}$.

### 4.3. Over-identified models

Thus far we have considered inference under just-identification. In some applications however, the parameters $\beta$ could be over-identified (e.g., moment conditions with side information, and two-sample instrumental variable models with
more instruments than regressors). While our testing procedure still controls size in such contexts, it is no longer first-order efficient. In this section we show how it can be modified to recover efficiency.

Consider the missing data setup in Section 2. Suppose now that the dimension $p_{1}$ of the moment function $\psi(\cdot)$ is greater than $p$, the dimension of $\beta$. Then we can construct a likelihood ratio test by considering the discrepancy in the log-likelihoods evaluated at the estimated and hypothesized values of $\beta$. In particular, based on the likelihood ratio statistic in (8), the likelihood ratio test statistic for testing $\mathrm{H}_{0}: \beta=\beta_{0}$ against $\mathrm{H}_{1}: \beta \neq \beta_{0}$ is given by

$$
\ell^{R}\left(\beta_{0}\right)=\ell\left(\beta_{0}\right)-\min _{\beta} \ell(\beta)
$$

Under analogous conditions to the Theorem in Section 3, it can be shown that $\ell^{R}\left(\beta_{0}\right) \xrightarrow{d} \chi_{p}^{2}$ under $\mathrm{H}_{0}$. Note that the degree of freedom of the limiting distribution is $p$, the dimension of $\beta$. On the other hand, the statistic $\ell\left(\beta_{0}\right)$ converges to the chi-square distribution with degree of freedom $p_{1}$, the dimension of $\psi$.

## 5. Simulation

In this section, we study the finite sample performance of the proposed likelihood ratio test in a missing data setup. Our main findings are: when the data generating process (DGP) is relatively simple and when the overlap is good, all methods perform well for testing the mean. However, when the overlap worsens, the performance of the Wald statistic is less satisfactory. The debiased likelihood ratio (DLR) test proposed in [6] performs better than the Wald statistic but appears to perform worse than our method particularly when the support of outcome variables is unbounded. When it comes to testing the median, the Wald statistic using bootstrapped variance performs erratically while the both likelihood ratio tests perform much better. The DLR test performs slightly better than our method for testing the median. ${ }^{1}$

We consider two different DGPs. The first DGP (DGP1) is taken from [2] (Supplementary material) adapted for the case of missing data. We generate a two dimensional vector $\left(Z_{1}, Z_{2}\right)$ of covariates by drawing both variables from the Uniform $[-1 / 2,1 / 2]$ distribution independently of each other. The 'true' outcome variable is generated as $Y_{1}=5+2 Z_{1}+4 Z_{2}+U$, where $U$ is a standard normal

[^0]random variable. The propensity score is given by the logistic function
\[

$$
\begin{equation*}
\mathbb{P}(D=1 \mid Z)=\frac{\exp \left(Z_{1}+t Z_{2}\right)}{1+\exp \left(Z_{1}+t Z_{2}\right)} \tag{16}
\end{equation*}
$$

\]

for $t \in[1,6]$. The effect of increasing $t$ is to reduce amount of overlaps in the propensity score. The treatment $D$ is generated by this probability, and the observed outcome variable is generated by $Y=D Y_{1}$.

The second DGP (DGP2) is a more challenging case, where the potential outcome has an unbounded support. We generate $Y_{1}=1+Z_{1}+2 Z_{2}+U$, where $\left(Z_{1}, Z_{2}\right)$ follows the bivariate standard normal, and $U$ is a standard normal random variable independent of $\left(Z_{1}, Z_{2}\right)$, and the true propensity score is set as

$$
\mathbb{P}(D=1 \mid Z)=\frac{\exp \left(t Z_{2}\right)}{1+\exp \left(t Z_{2}\right)}
$$

for $t \in[1,6]$. Again the larger value of $t$ implies reduced overlaps in the propensity score.

We compare inference on the average outcome $\beta_{a}=\mathbb{E}\left[Y_{1}\right]$ using four methods: (1) reweighted likelihood ratio (RLR) test proposed in our paper, with $\varsigma=-1$, corresponding to EL; (2) Wald statistic (Wald 1) using inverse propensity score weighting proposed in [21]; (3) Wald statistic (Wald 2) using balancing and the variance estimate proposed by [10]; (4) debiased likelihood ratio (DLR) test proposed in [6] with EL.

Figures 1 and 2 plot the rejection frequencies under the null $H_{0}: \beta_{a}=5$ for different values of $t$ under DGP1 and DGP2, respectively. The nominal significance level is 0.05 . We report the results with the sample size $N=100,200$, and 500 , and with the number of basis functions $K=3$ (corresponding to $q^{K}(X)=$ $\left.\left(1, Z_{1}, Z_{2}\right)^{\prime}\right)$ and $K=5$ (corresponding to $\left.q^{K}(X)=\left(1, Z_{1}, Z_{2}, Z_{1}^{2}, Z_{2}^{2}\right)^{\prime}\right)$. All simulation results are based on 5,000 Monte Carlo repetitions.

For DGP1 displayed in Figure 1, when the overlap is good (say, $t \leq 2$ ), all four methods perform reasonably well. However, the Wald statistics are highly sensitive to overlap conditions and their performance deteriorate quickly as $t$ increases. For example, when $t=6, K=3$, and $N=100,200$, the null rejection frequencies of Wald 1 are around $20 \%$ for the nominal $5 \%$ level. When $t=6$, $K=5$, and $N=100$, the null rejection frequency of Wald 2 is around $15 \%$. Although RLR and DLR also exhibit over-rejections as $t$ increases particularly when $n$ is small, they are less sensitive to the Wald statistics, and achieve valid size controls when $N=500$. For DGP1, the performances of RLR and DLR are comparable.

DGP2 displayed in Figure 2 is a clear case that our proposed method (RLR) outperforms other methods. First of all, the over-rejections by the Wald statistics become much severer; both may over-rejects around $50 \%$ or more in some cases. Second, when $K=5$, DLR severely over-rejects as well; around $30 \%$ for $N=100$, and $20 \%$ even for $N=500$ for the nominal $5 \%$ level. Although such over-rejections for DLR are relatively less severe when $K=3$ (but still larger than $10 \%$ ), these results indicate sensitivity of DLR for the number of basis
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functions $K$. Finally, the proposed RLR exhibits robust size properties across all the cases.

Table 1 reports the size adjusted power of the proposed method as well as the other methods for testing alternative hypotheses $H_{1}: \beta_{a}=b$, where $b \in\{4,4.1, \ldots, 5.9,6\}$. Since the results for other specifications are similar, we only report the results for $K=3$ and $N=100$. We find that after size adjustment, the power of the four methods are similar. However, we note that our procedure, RLR, has slightly better power than DLR for most alternative hypotheses considered in Table 1.

Finally, we explore the performance of the tests on the median outcome $\beta_{m}=\operatorname{median}\left(Y_{1}\right)$. Here the moment condition for $\beta_{m}$ is given by $\mathbb{E}[\mathbb{I}\{Y<$
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$\left.\left.\beta_{m}\right\}-0.5\right]=0$. Thus the parameter of interest $\beta_{m}$ enters the moment condition in a nonlinear way. The data generating process follows that of DGP1. We first compare the rejection frequencies of the tests under the null $H_{0}: \beta_{m}=5$ and with nominal size 0.05 . For Wald statistic, the point estimator is the IPWGMM estimator, which is similar to the one proposed in [11]. Note in this case the Wald statistic is difficult to obtain due to the complicated nature of the variance estimate for quantile estimators. We instead use a bootstrapped variance estimator with 500 bootstrap replications. In this simulation, the number of Monte Carlo replications is set as 2500 .

Figure 3 plots the rejection frequencies under the null. Notice that the Wald statistic does not have the correct coverage in all scenarios and under-reject in

TABLE 1
Size adjusted power under alternatives for inference on $\beta_{a}, D G P 1$.

|  |  | DGP1, $t=2, K=3, N=100$ |  |  |
| :--- | :---: | :---: | :---: | :---: |
| $H_{1}$ | RLR (our method) | Wald 1 (IPW) | Wald 2 (Balancing) | DLR (Bravo et al.) |
| 4.0 | 0.9988 | 0.997 | 0.9984 | 0.9932 |
| 4.1 | 0.9928 | 0.9884 | 0.9936 | 0.9836 |
| 4.2 | 0.9728 | 0.9664 | 0.9724 | 0.9612 |
| 4.3 | 0.918 | 0.9124 | 0.9196 | 0.9032 |
| 4.4 | 0.814 | 0.8036 | 0.8172 | 0.7936 |
| 4.5 | 0.6824 | 0.6772 | 0.688 | 0.6576 |
| 4.6 | 0.4836 | 0.4816 | 0.4916 | 0.4704 |
| 4.7 | 0.312 | 0.31 | 0.3188 | 0.3076 |
| 4.8 | 0.158 | 0.1664 | 0.164 | 0.1572 |
| 4.9 | 0.0828 | 0.0876 | 0.0796 | 0.0812 |
| 5.0 | 0.05 | 0.05 | 0.05 | 0.05 |
| 5.1 | 0.0848 | 0.0828 | 0.0748 | 0.0828 |
| 5.2 | 0.1636 | 0.1516 | 0.1524 | 0.1644 |
| 5.3 | 0.3228 | 0.2976 | 0.3032 | 0.3176 |
| 5.4 | 0.5208 | 0.4916 | 0.5028 | 0.5116 |
| 5.5 | 0.7216 | 0.6884 | 0.7036 | 0.7188 |
| 5.6 | 0.8712 | 0.8544 | 0.8552 | 0.8628 |
| 5.7 | 0.9448 | 0.9256 | 0.9352 | 0.9352 |
| 5.8 | 0.9828 | 0.9752 | 0.98 | 0.9796 |
| 5.9 | 0.994 | 0.9912 | 0.9924 | 0.9924 |
| 6.0 | 0.9984 | 0.998 | 0.9984 | 0.998 |

most cases. We speculate that this under-rejection is due to the optimization error involved in the bootstrap repetitions when it comes to estimating the nonlinear parameter $\beta_{m}$. On the other hand, the both likelihood ratio statistics perform much better since their optimization is carried out only under the null. However, DLR perform slightly better than our RLR in most cases. Since the performance of the Wald statistic is dominated by the LR tests under the null, we compares the size-adjusted power of the two competing LR tests (RLR and DLR) under $H_{1}: \beta_{m}=b$ for $b \in\{4,4.1, \ldots, 5.9,6\}$ in Table 2. Since the results are similar, we only report the results for $K=3$ and $N=100$ with 5000 Monte Carlo replications. The power properties are overall comparable for RLR and DLR.

## 6. Real data example

We illustrate our inference procedure by applying it on data taken from the influential study of [8]. These authors were interested in studying the effect of the raise, in 1993, of New Jersey's state minimum wage on employment. To this end, they collected data on employment in fast food restaurants in New Jersey and neighboring Pennsylvania, following the minimum wage hike. The restaurants in Pennsylvania, which did not witness a change in the minimum wage, form the control group. While the original study was based on a differences-in-differences design, later authors including [33] and [24] re-analyzed the data as if it arose from an unconfoundedness assumption, i.e., conditional on covariates, the probability of being treated (i.e., being from New Jersey as opposed
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to Pennsylvania) does not depend on the potential outcomes. Subsequently, our results in this section are based on the latter assumption.

The data consist of 273 restaurants from New Jersey (treated units), and 67 from Pennsylvania (control units). The covariate data consist of the following pre-treatment variables: number of employed in each restaurant prior to minimum wage hike (empft), starting wages (wage_st), average duration for the first raise (inctime), and indicators for the identity of the chain:
(burger king, kfc, roys, wendys).
The outcome $(Y)$ is the number of employed in each restaurant after the increase in minimum wage (part time employees are weighted by 0.5 ). Our parameter

Table 2
Size adjusted power under alternatives for inference on $\beta_{m}$, DGP1.
DGP1, $t=2, K=3, N=100$

| $H_{1}$ | RLR (our method) | DLR (Bravo et al.) |
| :---: | :---: | :---: |
| 4.0 | 0.9244 | 0.8984 |
| 4.1 | 0.8676 | 0.8284 |
| 4.2 | 0.78 | 0.7508 |
| 4.3 | 0.6836 | 0.6504 |
| 4.4 | 0.5476 | 0.5164 |
| 4.5 | 0.4164 | 0.3932 |
| 4.6 | 0.288 | 0.2748 |
| 4.7 | 0.1828 | 0.1772 |
| 4.8 | 0.112 | 0.1068 |
| 4.9 | 0.0568 | 0.06 |
| 5.0 | 0.05 | 0.05 |
| 5.1 | 0.0576 | 0.0624 |
| 5.2 | 0.0948 | 0.1036 |
| 5.3 | 0.188 | 0.2008 |
| 5.4 | 0.2944 | 0.2984 |
| 5.5 | 0.4408 | 0.448 |
| 5.6 | 0.6112 | 0.6244 |
| 5.7 | 0.7196 | 0.724 |
| 5.8 | 0.8376 | 0.8344 |
| 5.9 | 0.908 | 0.9032 |
| 6.0 | 0.9564 | 0.954 |

Table 3
Confidence regions for $\beta_{0}$ using Likelihood Ratio and Wald procedures.

|  | $K=2$ |  | $K=7$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Estimate | $\hat{\beta}=0.840$ |  | $\hat{\beta}=0.873$ |  |
|  | $90 \%$ CI | $95 \%$ CI | $90 \%$ CI | $95 \%$ CI |
| LR | $[-0.782,2.382]$ | $[-1.110,2.682]$ | $[-0.608,2.262]$ | $[-0.909,2.527]$ |
| Wald | $[-0.766,2.445]$ | $[-1.073,2.753]$ | $[-0.590,2.335]$ | $[-0.870,2.615]$ |

of interest, $\beta_{0}$, is the average treatment effect on employment levels due to the minimum wage hike.

To provide inference on $\beta_{0}$, we consider two empirical balancing schemes: one where we only balance a single covariate, empft, i.e., $q^{K}(X)=(1$, empft $)$, corresponding to $K=2$; and the other where we balance all the covariates $Z$, i.e., $q^{K}(X)=Z$, corresponding to $K=7$. The first scheme in particular is based on the analysis of [24] who found that empft was the only variable selected by their iterative balance checking algorithm for inclusion in the propensity score. Table 3 presents 90 and $95 \%$ confidence regions for $\beta_{0}$ based on our inferential procedure, along with the Wald confidence regions. We also report the estimates, $\hat{\beta}$, of $\beta_{0}$ under both $K=2$ and 7 . Both values are very close to the estimate of $\hat{\beta}_{m}=0.84$ obtained by [24] using matching.

## Appendix A: Mathematical appendix

Notation Hereafter we use the following notation: Let $|A|$ mean the Euclidean norm for a vector $A$ and the spectral norm for a matrix $A$, "wpa1" mean "with
probability approaching one", and

$$
\begin{aligned}
h_{i} & =h\left(Y_{i}, X_{i}, \theta_{0}\right), \quad \alpha_{0 i}=\alpha_{\theta_{0}}\left(X_{i}\right), \quad \gamma_{0 i}=\gamma_{\theta_{0}}\left(X_{i}\right), \\
m_{i}\left(\gamma_{0}\right) & =m\left(X_{i}, \gamma_{0}, \theta_{0}\right), \quad m_{i}(0)=m\left(X_{i}, 0, \theta_{0}\right), \\
\tilde{m}_{i}(\gamma) & =m_{i}(\gamma)-m_{i}(0), \\
Q_{K i} & =Q_{K}\left(X_{i}\right), \quad M_{K i}=M_{K}\left(X_{i}, \theta_{0}\right), \\
\hat{\varepsilon}_{K i} & =\hat{\alpha}_{i} Q_{K i}-M_{K i}, \quad \varepsilon_{K i}=\alpha_{0 i} Q_{K i}-M_{K i}, \\
\hat{\varepsilon}_{h i} & =\hat{\alpha}_{i} h_{i}-\tilde{m}_{i}\left(\gamma_{0}\right), \quad \varepsilon_{h i}=\alpha_{0 i} h_{i}-\tilde{m}_{i}\left(\gamma_{0}\right), \\
\hat{\varepsilon}_{\gamma_{0} i} & =\hat{\alpha}_{i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right), \quad \varepsilon_{\gamma_{0} i}=\alpha_{0 i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right) .
\end{aligned}
$$

Also recall $\zeta_{K}=\sup _{x \in \mathcal{X}}\left|Q_{K}(x)\right|$ and $\zeta_{\varepsilon, K}=\sup _{x \in \mathcal{X}}\left|\varepsilon_{K}(x)\right|$. Let

$$
\mathcal{P}_{i}\left(a_{i} \mid \hat{\varepsilon}_{K i}\right)=\hat{\varepsilon}_{K i}^{\prime}\left(\hat{\varepsilon}^{\prime} \hat{\varepsilon}\right)^{-1} \hat{\varepsilon}^{\prime} a
$$

for $i=1, \ldots, N$ be the empirical projection of a vector $a=\left(a_{1}, \ldots, a_{N}\right)^{\prime}$ to $\hat{\varepsilon}=\left(\hat{\varepsilon}_{K 1}, \ldots, \hat{\varepsilon}_{K N}\right)^{\prime}$.

## A.1. Proof of Theorem

By Lemma 1 (iv), $\ell\left(\theta_{0}\right)$ exists uniquely wpa1, and we can establish a quadratic expansion of the dual form in (9) as

$$
\begin{equation*}
\ell\left(\theta_{0}\right)=\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} g_{i}^{K}\right)\left(\frac{1}{N} \sum_{i=1}^{N} g_{i}^{K} g_{i}^{K^{\prime}}\right)^{-1}\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N} g_{i}^{K}\right)+R_{N} \tag{17}
\end{equation*}
$$

where $R_{N}$ is the remainder term. Based on Lemma 3 (v) and $\max _{1 \leq i \leq N}\left|g_{i}^{K}\right| \leq$ $\max _{1 \leq i \leq N}\left|D_{1 i}\right|+\max _{1 \leq i \leq N}\left|D_{2 i}\right|=o_{p}(\sqrt{N})$ (by Lemma 1 (i)-(ii)), a similar argument as that used in [23] (proof of Theorem 2.1, p. 1105) yields $R_{N} \xrightarrow{p} 0$. Since $\sum_{i=1}^{N}\left(M_{K i}-\hat{\alpha}_{i} Q_{K i}\right)=0$ (due to (7)), the definition of $g_{i}^{K}$ and inversion formula for partitioned matrices imply that the first term on the right hand side of (17) can be written as

$$
\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}\right)^{\prime}\left[\hat{V}_{0}-\hat{V}_{1}\right]^{-1}\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}\right)
$$

where $\hat{V}_{0}=\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}^{2}$ and

$$
\begin{aligned}
\hat{V}_{1}= & \left(\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\} \hat{\varepsilon}_{K i}\right)
\end{aligned}
$$

Now, Lemma 2 implies $\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\} \xrightarrow{d} N(0, V)$, and Lemma 4 implies $\hat{V}_{0}-\hat{V}_{1} \xrightarrow{p} V_{0}-V_{1}$. Since the condition in (12) guarantees $V=V_{0}-V_{1}$, the conclusion follows.

On the other hand, if (12) does not hold, the conclusion follows by Lemma 6.

## A.2. Lemmas

Lemma 1. Let $D_{1 i}=\left(\varepsilon_{K i}^{\prime}, \alpha_{0 i} h_{i}+m_{i}(0)\right)^{\prime}$ and $D_{2 i}=\left(\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}^{\prime},\left(\hat{\alpha}_{i}-\right.\right.$ $\left.\left.\alpha_{0 i}\right) h_{i}\right)^{\prime}$. Under Assumptions (i)-(v), the following statements hold true.
(i) $\max _{1 \leq i \leq N}\left|D_{1 i}\right|=o_{p}(\sqrt{N})$.
(ii) $\max _{1 \leq i \leq N}\left|D_{2 i}\right|=o_{p}(1)$.
(iii) all eigenvalues of $\mathbb{E}\left[D_{1 i} D_{1 i}^{\prime}\right]$ are bounded away from zero for all $K \in \mathbb{N}$.
(iv) $\mathbb{P}\left\{0 \in \mathcal{C}_{n}\right\} \rightarrow 1$, where $\mathcal{C}_{n}$ is the interior of the convex hull of $\left\{g_{i}^{K+1}, i=\right.$ $1, \ldots, N\}$.
Proof of (i). The triangle inequality implies $\max _{1 \leq i \leq N}\left|D_{1 i}\right| \leq D_{11}+D_{12}$, where

$$
D_{11}=\max _{1 \leq i \leq N}\left|\varepsilon_{K i}\right|, \quad D_{12}=\max _{1 \leq i \leq N}\left|\alpha_{0 i} h_{i}+m_{i}(0)\right|
$$

Note that $D_{11} \leq \zeta_{\varepsilon, K}=o(\sqrt{N})$ by the definition of $\zeta_{\varepsilon, K}$ and Assumption (ii). Also, since $\mathbb{E}\left[\alpha_{0 i} h_{i}+m_{i}(0)\right]^{2}<\infty$ by assumption, [27] (Lemma 11.2) implies that $D_{12}=o_{p}(\sqrt{N})$. Thus, we obtain the conclusion.
Proof of (ii). Note that for each $\epsilon>0$, there exists $C_{\epsilon}>0$ such that

$$
\mathbb{P}\left\{\max _{1 \leq i \leq N}\left|h_{i}\right|>n^{1 / \kappa} C_{\epsilon}\right\} \leq \sum_{i=1}^{N} \mathbb{P}\left\{\left|h_{i}\right|>n^{1 / \kappa} C_{\epsilon}\right\} \leq \frac{\mathbb{E}\left[\left|h_{i}\right|^{\kappa}\right]}{C^{\kappa}} \leq \varepsilon
$$

where the first inequality follows from the union bound, the second inequality follows from Markov's inequality, and the last inequality follows from Assumption (iv). Therefore, by Assumption (iv),

$$
\begin{align*}
\max _{1 \leq i \leq N}\left|D_{2 i}\right| & \leq \delta_{\alpha, N}\left(\max _{1 \leq i \leq N}\left|Q_{K i}\right|+\max _{1 \leq i \leq N}\left|h_{i}\right|\right) \\
& =\delta_{\alpha, N}\left(\zeta_{K}+O_{p}\left(n^{1 / \kappa}\right)\right)=o_{p}(1) \tag{18}
\end{align*}
$$

Proof of (iii). Note that $\lambda_{\min }\left\{\mathbb{E}\left[D_{1 i} D_{1 i}^{\prime}\right]\right\}=\min \left\{\stackrel{\circ}{V}, \lambda_{\min }\left\{\mathbb{E}\left[\varepsilon_{K i} \varepsilon_{K i}\right]\right\}\right.$, where

$$
\begin{aligned}
\stackrel{\circ}{V} & =\mathbb{E}\left[\alpha_{0 i} h_{i}+m_{i}(0)\right]^{2} \\
& -\mathbb{E}\left[\left(\alpha_{0 i} h_{i}+m_{i}(0)\right) \varepsilon_{K i}\right]^{\prime}\left(\mathbb{E}\left[\varepsilon_{K i} \varepsilon_{K i}\right]\right)^{-1} \mathbb{E}\left[\left(\alpha_{0 i} h_{i}+m_{i}(0)\right) \varepsilon_{K i}\right]
\end{aligned}
$$

Similar to Lemma 4 (ii), we can show

$$
\mathbb{E}\left[\left(\alpha_{0} h+m(0)\right) \varepsilon^{Q_{K}}\right]^{\prime}\left(\mathbb{E}\left[\varepsilon^{Q_{K}} \varepsilon^{Q_{K}}\right]\right)^{-1} \mathbb{E}\left[\left(\alpha_{0} h+m(0)\right) \varepsilon^{Q_{K}}\right]
$$

$$
\rightarrow \mathbb{E}\left[\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}^{2}\right]+2 \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right.
$$

as well. Hence $\stackrel{\circ}{V} \rightarrow \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)+\alpha_{0 i}\left(h_{i}-\gamma_{0 i}\right)\right]^{2}>0$ as well. And by assumption $\lambda_{\min }\left(\mathbb{E}\left[\varepsilon^{Q_{K}} \varepsilon^{Q_{K^{\prime}}}\right]\right)$ has all eigenvalues bounded away from zero by assumption. Conclusion follows.
Proof of (iv). Denote $\hat{H}_{n}(a)=\min _{1 \leq i \leq N}\left(a^{\prime} g_{i}^{K+1}\right)$. It suffices to show

$$
\begin{equation*}
\mathbb{P}\left\{\max _{a \in \mathbb{S}^{K}} \hat{H}_{n}(a)<0\right\} \rightarrow 1 \tag{19}
\end{equation*}
$$

as $n \rightarrow \infty$, where $\mathbb{S}^{K}=\left\{a \in \mathbb{R}^{K+1}:|a|=1\right\}$. To this end, let $H_{n}(a)=$ $\min _{1 \leq i \leq N}\left(a^{\prime} D_{1 i}\right)$. Observe that

$$
\left|\hat{H}_{n}(a)-H_{n}(a)\right| \leq \max _{1 \leq i \leq N}\left|a^{\prime} D_{2 i}\right| \leq \max _{1 \leq i \leq N}\left|D_{2 i}\right|=o_{p}(1)
$$

for all $a \in \mathbb{S}^{K}$, where the last inequality follows from Lemma 1 (i). Similarly, we have $\left|H_{n}(a)-H_{n}(b)\right| \leq|a-b| \max _{1 \leq i \leq N}\left|D_{1 i}\right| \leq|a-b| o_{p}(\sqrt{N})$ for all $a, b \in \mathbb{S}^{K}$, where the last inequality follows from Lemma 1 (ii). Let $\mathbb{U}_{N, K}$ be the union of a finite number $C_{K, N}$ of rectangles with side length $\delta_{N}$, where $C_{K, N} \delta_{N}^{K-1} \geq 2 \pi^{K / 2} / \Gamma(K / 2)$ for the gamma function $\Gamma(\cdot)$ [note: $2 \pi^{K / 2} / \Gamma(K / 2)$ is the the surface area of of $\left.\mathbb{S}^{K}\right]$. It follows

$$
\max _{a \in \mathbb{S}^{K}} \hat{H}_{n}(a) \leq \max _{a \in \mathbb{U}_{N, K}} H_{n}(a)+\delta_{n} \max _{1 \leq i \leq N}\left|D_{1 i}\right|+\max _{1 \leq i \leq N}\left|D_{2 i}\right|
$$

For (19), it is sufficient to show show that for each $\epsilon>0$,

$$
\begin{gather*}
\mathbb{P}\left\{\max _{1 \leq i \leq N}\left|D_{2 i}\right| \leq \frac{\epsilon}{2}\right\} \rightarrow 1  \tag{20}\\
\mathbb{P}\left\{\delta_{N} \max _{1 \leq i \leq N}\left|D_{1 i}\right| \leq \frac{\epsilon}{2}\right\} \rightarrow 1  \tag{21}\\
\mathbb{P}\left\{\max _{a \in \mathbb{U}_{N, K}} H_{n}(a)<-\epsilon\right\} \rightarrow 1 \tag{22}
\end{gather*}
$$

The convergence in (20) is guaranteed by $\max _{1 \leq i \leq N}\left|D_{2 i}\right|=o_{p}(1)$. The convergence in (21) is guaranteed by setting $\delta_{N}=\frac{\epsilon}{C \sqrt{N}}$ for some $C>0$ since $\max _{1 \leq i \leq N}\left|D_{1 i}\right|=o_{p}(\sqrt{N})$. By [23] (2009, Lemma 4.2), the convergence in (22) is guaranteed if $\frac{K \log N}{N} \rightarrow 0$ and $\mathbb{E}\left[D_{1 i} D_{1 i}^{\prime}\right]$ has eigenvalues bounded away from zero, which follow by Assumption (ii) and Lemma 1 (iii).
Lemma 2. Under the assumptions of Theorem, it holds

$$
\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\} \xrightarrow{d} N(0, V),
$$

where $V=\mathbb{E}\left[\left\{m_{i}\left(\gamma_{0}\right)+\alpha_{0 i}\left(h_{i}-\gamma_{0 i}\right)\right\}^{2}\right]$.

Proof. Decompose $\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \phi_{i}+E_{1}+E_{2}$, where

$$
\begin{aligned}
\phi_{i} & =m_{i}\left(\gamma_{0}\right)+\alpha_{0 i}\left(h_{i}-\gamma_{0 i}\right) \\
E_{1} & =\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)\left(h_{i}-\gamma_{0 i}\right), \quad E_{2}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\hat{\alpha}_{i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right)\right)
\end{aligned}
$$

Since $\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \phi_{i} \xrightarrow{d} N(0, V)$ by the central limit theorem, it is sufficient for the conclusion to show that $E_{1} \xrightarrow{p} 0$ and $E_{2} \xrightarrow{p} 0$.

Since $\mathbb{E}\left[h_{i}-\gamma_{0 i} \mid X_{i}=x\right]=0$ (by the definition of $\gamma_{0}$ ), the law of iterated expectations yields

$$
\mathbb{E}\left[E_{1}\right]=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \mathbb{E}\left[\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) \mathbb{E}\left[h_{i}-\gamma_{0 i} \mid X_{1}, \ldots, X_{N}\right]\right]=0
$$

Also as $\sup _{x \in \mathcal{X}} \mathbb{E}\left[\left(h_{i}-\gamma_{0 i}\right)^{2} \mid X_{i}=x\right] \lesssim 1$, the same argument in [31] (Lemma S4) implies

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)\left(h_{i}-\gamma_{0 i}\right)\right) \\
\lesssim & \mathbb{E}\left[\operatorname{Var}\left(\left.\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)\left(h_{i}-\gamma_{0 i}\right) \right\rvert\, X_{1}, \ldots, X_{N}\right)\right] \\
= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} \operatorname{Var}\left(h_{i}-\gamma_{0 i} \mid X_{1}, \ldots, X_{N}\right)\right] \\
= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} \operatorname{Var}\left(h_{i}-\gamma_{0 i} \mid X_{i}\right)\right] \\
\lesssim & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} \leq \sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|^{2} .
\end{aligned}
$$

Thus, Markov's inequality and Assumption (iii) imply $E_{1} \xrightarrow{p} 0$.
We now show $E_{2} \xrightarrow{p} 0$. By linearity of $\tilde{m}$ and $\gamma_{0 i}=\beta_{K}^{\prime} Q_{K i}+r_{K i}$, we have $E_{2}=E_{21}+E_{22}+E_{23}$, where

$$
\begin{aligned}
E_{21} & =\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \beta_{K}^{\prime}\left(\hat{\alpha}_{i} Q_{K i}-M_{K i}\right), \quad E_{22}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\alpha_{0 i} r_{K i}-\tilde{m}\left(r_{K i}\right)\right) \\
E_{23} & =\frac{1}{\sqrt{N}} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) r_{K i}
\end{aligned}
$$

Note that $E_{21}=0$ by the construction of $\hat{\alpha}_{i}$ in (7). For $E_{22}$, note that $\mathbb{E}\left[\alpha_{0 i} r_{K i}-\right.$ $\left.\tilde{m}\left(r_{K i}\right)\right]=0$ and

$$
\mathbb{E}\left[E_{22}^{2}\right] \lesssim \mathbb{E}\left[\alpha_{0 i}^{2} r_{K i}^{2}\right]+\mathbb{E}\left[\tilde{m}\left(r_{K i}\right)^{2}\right] \lesssim \eta_{K}^{2}
$$

where the last inequality follows from Assumption (iii). So, Markov's inequality implies $E_{22} \xrightarrow{p} 0$. Finally, Assumptions (iii)-(iv) and the condition $\sqrt{N} \delta_{\alpha, N} \eta_{K} \rightarrow$ 0 guarantee $\left|E_{23}\right| \leq \sqrt{N} \delta_{\alpha, N} \eta_{K}=o_{p}(1)$. Combining these results, we obtain $E_{2} \xrightarrow{p} 0$, and the conclusion follows.

Lemma 3. Under Assumptions (i)-(v), the following statements hold true.
(i) $\left|\frac{1}{N} \sum_{i=1}^{N} Q_{K i} Q_{K i}^{\prime}-\mathbb{E}\left[Q_{K i} Q_{K i}^{\prime}\right]\right| \xrightarrow{p} 0$, and

$$
\lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} Q_{K i} Q_{K i}^{\prime}\right\}
$$

is bounded away from zero wpa1.
(ii) $\left|\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}-\mathbb{E}\left[\varepsilon_{K i} \varepsilon_{K i}^{\prime}\right]\right| \xrightarrow{p} 0$, and

$$
\lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}\right\}
$$

is bounded away from zero wpa1.
(iii) $\left|\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right|=O_{p}(1)$.
(iv) Under $\delta_{\alpha, N} \zeta_{K} \zeta_{\varepsilon, K} \rightarrow 0$, it holds $\left|\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right)^{-1}\right|=O_{p}(1)$.
(v) $\lambda_{\max }\left\{\frac{1}{N} \sum_{i=1}^{N} g_{i}^{K} g_{i}^{K^{\prime}}\right\}=O_{p}(1)$ and $\lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} g_{i}^{K} g_{i}^{K^{\prime}}\right\}=O_{p}(1)$.

Proof of (i). The proof is similar to that of Part (ii).
Proof of (ii). It follows from [5] (Lemma 6.2) for the first statement, and [34] (Theorem 5.1.1) for the second statement.

Proof of (iii). By the triangle inequality, stated assumptions and Lemma 3 (i)-(ii), we have

$$
\begin{aligned}
\left|\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right| & =\max _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime} \hat{\varepsilon}_{K i}\right)^{2}\right\} \\
& \lesssim \max _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime} \varepsilon_{K i}\right)^{2}\right\} \\
& +\max _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{2}\right\} \\
& \leq\left|\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}\right|+\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|\left|\frac{1}{N} \sum_{i=1}^{N} Q_{K i} Q_{K i}^{\prime}\right| \\
& =O_{p}(1)+O_{p}\left(\delta_{\alpha, N}\right) O_{p}(1)=O_{p}(1) .
\end{aligned}
$$

Proof of (iv). Since $(a+b)^{2} \geq a^{2}+b^{2}-2|a b|$ for $a, b \in \mathbb{R}$, we have

$$
\begin{aligned}
\lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right\} & =\min _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime} \hat{\varepsilon}_{K i}\right)^{2}\right\} \\
& \geq \min _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{2}\right\} \\
& +\min _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime} \varepsilon_{K i}\right)^{2}\right\} \\
& -2 \max _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left|\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)\left(s^{\prime} Q_{K i}\right)\left(s^{\prime} \varepsilon_{K i}\right)\right|\right\}
\end{aligned}
$$

Note that

$$
\max _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left|\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)\left(s^{\prime} Q_{K i}\right)\left(s^{\prime} \varepsilon_{K i}\right)\right|\right\}=O_{p}\left(\delta_{\alpha, N} \zeta_{K} \zeta_{\varepsilon, K}\right)=o_{p}(1)
$$

Also $\min _{s \in \mathbb{S}^{K-1}}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{2}\right\}=o_{p}(1)$, and

$$
\min _{s \in \mathbb{S}^{K}-1}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(s^{\prime} \varepsilon_{K i}\right)^{2}\right\}
$$

is bounded away from zero wpa1 by Lemma 3 (i)-(ii). Thus,

$$
\lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right\}
$$

is also bounded away from zero wpa1, and the conclusion follows.
Proof of $(v)$. By the definitions of eigenvalue and determinant for partitioned matrix, we have

$$
\begin{aligned}
& \lambda_{\max }\left\{\frac{1}{N} \sum_{i=1}^{N} g_{i}^{K} g_{i}^{K \prime}\right\}=\max \left\{\hat{V}, \lambda_{\max }\left\{\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}\right\}\right\} \\
& \lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} g_{i}^{K} g_{i}^{K \prime}\right\}=\min \left\{\hat{V}, \lambda_{\min }\left\{\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}\right\}\right\}
\end{aligned}
$$

Thus, the conclusion follows from Lemmas 4 and 3 (iii), and $0<\mathbb{E}\left[m_{i}\left(\gamma_{0}\right)+\right.$ $\left.\alpha_{0 i}\left(h_{i}-\gamma_{0 i}\right)\right]^{2}<\infty$.
Lemma 4. Under Assumptions (i)-(v), the following statements hold true.
(i) $\hat{V}_{0}=\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}^{2} \xrightarrow{p} V_{0}$, where

$$
V_{0}=\mathbb{E}\left[\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}^{2}\right]=\mathbb{E}\left[\alpha_{0 i}^{2}\left\{h_{i}-\gamma_{0 i}\right\}^{2}\right]+\mathbb{E}\left[\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)\right\}^{2}\right] .
$$

(ii) $\hat{V}_{1} \xrightarrow{p} V_{1}$, where

$$
V_{1}=\mathbb{E}\left[\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}^{2}\right]+2 \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right]
$$

Proof of (i). Note that $\hat{V}_{0}-V_{0}=\hat{V}_{01}+\hat{V}_{02}$, where

$$
\begin{aligned}
& \hat{V}_{01}=\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i} h_{i}+m_{i}(0)\right\}^{2}-\frac{1}{N} \sum_{i=1}^{N}\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}^{2} . \\
& \hat{V}_{02}=\frac{1}{N} \sum_{i=1}^{N}\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}^{2}-\mathbb{E}\left[\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}^{2}\right] .
\end{aligned}
$$

Since the weak law of large numbers implies $\hat{V}_{02} \xrightarrow{p} 0$, it suffices to show $\hat{V}_{01} \xrightarrow{p} 0$. By using $a^{2}-b^{2}=2 b(a-b)+(a-b)^{2}$ for $a, b \in \mathbb{R}$, and the triangle inequality,

$$
\left|\hat{V}_{01}\right| \leq 2\left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) h_{i}\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}\right|+\left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} h_{i}^{2}\right| .
$$

The weak law of large numbers implies

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N}\left|h_{i}\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}\right| & \xrightarrow{p} \mathbb{E}\left|h_{i}\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}\right| \\
& \leq \sqrt{\mathbb{E}\left[h_{i}^{2}\right]} \sqrt{\mathbb{E}\left[\left\{\alpha_{0 i} h_{i}+m_{i}(0)\right\}^{2}\right]}
\end{aligned}
$$

and $\frac{1}{N} \sum_{i=1}^{N} h_{i}^{2} \xrightarrow{p} \mathbb{E}\left[h_{i}^{2}\right]$. Thus, $\hat{V}_{01} \xrightarrow{p} 0$ follows from Assumption (iii).
Proof of (ii). Recall $\hat{\varepsilon}_{h i}=\hat{\alpha}_{i} h_{i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)$. Decompose

$$
\begin{aligned}
\hat{V}_{1} & =\left(\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\varepsilon}_{h i}+m_{i}\left(\gamma_{0}\right)\right\} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\varepsilon}_{h i}+m_{i}\left(\gamma_{0}\right)\right\} \hat{\varepsilon}_{K i}\right) \\
& =A_{N}+2 B_{N}+C_{N}
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{N}=\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{h i} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{h i} \hat{\varepsilon}_{K i}\right), \\
& B_{N}=\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{h i} \hat{\varepsilon}_{K i}\right), \\
& C_{N}=\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\varepsilon}_{K i}\right) .
\end{aligned}
$$

Thus, it is sufficient for the conclusion to show that

$$
\begin{align*}
& A_{N} \xrightarrow{p} \mathbb{E}\left[\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}^{2}\right],  \tag{23}\\
& B_{N} \xrightarrow{p} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right],  \tag{24}\\
& C_{N} \xrightarrow{p} 0 . \tag{25}
\end{align*}
$$

Proof of (23). Let $e_{h i}=h_{i}-\gamma_{0 i}$. Observe that $A_{N}$ can be decomposed as $A_{N}=A_{N 1}+A_{N 2}+2 A_{N 3}$, where

$$
\begin{aligned}
& A_{N 1}=\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i} \hat{\varepsilon}_{K i}\right) \\
& A_{N 2}=\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}_{i} e_{h i} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}_{i} e_{h i} \hat{\varepsilon}_{K i}\right) \\
& A_{N 3}=\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}_{i} e_{h i} \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i} \hat{\varepsilon}_{K i}\right) \\
& \hat{\varepsilon}_{\gamma_{0} i}=\hat{\alpha}_{i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right)
\end{aligned}
$$

First, we show $A_{N 1} \xrightarrow{p} \mathbb{E}\left[\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}^{2}\right]$. Observe that

$$
A_{N 1}=\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\hat{\varepsilon}_{\gamma_{0}} \mid \hat{\varepsilon}_{K}\right)=\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i}^{2}-\frac{1}{N} \sum_{i=1}^{N} \hat{\mathcal{E}}_{\gamma_{0} i}^{2}
$$

where $\hat{\mathcal{E}}_{\gamma_{0} i}^{2}$ is the projection error of the empirical projection of $\hat{\varepsilon}_{\gamma_{0}}$ onto $\hat{\varepsilon}_{K}$. Recall $\varepsilon_{\gamma_{0} i}=\alpha_{0 i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right)$. For the first term in $A_{N 1}$, note triangle inequality implies

$$
\begin{aligned}
\left\lvert\, \frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i}^{2}-\mathbb{E}\left[\varepsilon_{\gamma_{0} i}^{2} i \mid\right.\right. & \left.\leq 2 \left\lvert\, \frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) \gamma_{0 i} \varepsilon_{\gamma_{0} i}\right.\right] \left\lvert\,+\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} \gamma_{0 i}^{2}\right. \\
& +\left|\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{\gamma_{0} i}^{2}-\mathbb{E}\left[\varepsilon_{\gamma_{0} i}^{2}\right]\right|
\end{aligned}
$$

Thus, Assumptions (iii) and (ii) and the weak law of large numbers imply

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0} i}^{2} \xrightarrow{p} \mathbb{E}\left[\varepsilon_{\gamma_{0} i}^{2}\right] \tag{26}
\end{equation*}
$$

For the second term in $A_{N 1}$, note that

$$
\frac{1}{N} \sum_{i=1}^{N} \hat{\mathcal{E}}_{\gamma_{0} i}^{2} \leq \frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i}\left(\gamma_{0 i}-\beta_{K}^{\prime} Q_{K i}\right)-\tilde{m}_{i}\left(\gamma_{0}-\beta_{K}^{\prime} Q_{K}\right)\right\}^{2}
$$

$$
\begin{aligned}
& \leq 2 \frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i}\left(\gamma_{0 i}-\beta_{K}^{\prime} Q_{K i}\right)\right\}^{2}+2 \frac{1}{N} \sum_{i=1}^{N} \tilde{m}_{i}\left(\gamma_{0}-\beta_{K}^{\prime} Q_{K}\right)^{2} \\
& =2 A_{N 11}+2 A_{N 12}
\end{aligned}
$$

where the first inequality follows from the fact that $\hat{\mathcal{E}}_{\gamma_{0} i}$ is the empirical projection error.

For $A_{N 11}$, Assumption (iii) and the triangle inequality imply $A_{N 11} \leq$ $\eta_{K, N}^{2}\left\{\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2}+\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i}^{2}\right\}$, and the weak law of large numbers and Assumption (iii) yield $A_{N 11} \xrightarrow{p} 0$.

For $A_{N 12}$, note $A_{N 12} \xrightarrow{p} 0$ by Assumption (iii). Combining these results, we have $A_{N 1} \xrightarrow{p} \mathbb{E}\left[\alpha_{0 i} \gamma_{0 i}-\tilde{m}_{i}\left(\gamma_{0}\right)\right]^{2}$.

Next, we show $A_{N 2} \xrightarrow{p} 0$. Observe by linearity of empirical projection and triangle inequality
$A_{N 2}=\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right) \leq 2 \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\left(\hat{\alpha}-\alpha_{0}\right) e_{h} \mid \hat{\varepsilon}_{K}\right)+2 \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\alpha_{0} e_{h} \mid \hat{\varepsilon}_{K}\right)$.
By definition of empirical projection

$$
\begin{aligned}
& \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\left(\hat{\alpha}-\alpha_{0}\right) e_{h} \mid \hat{\varepsilon}_{K}\right) \\
\leq & \frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} e_{h i}^{2} \leq\left(\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|\right)^{2} \frac{1}{N} \sum_{i=1}^{N} e_{h i}^{2}=o_{p}(1)
\end{aligned}
$$

where the last inequality follows by law of large numbers under Assumption (iv) and $\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right| \xrightarrow{p} 0$ by Assumption (iii). Next, we show

$$
\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\alpha_{0} e_{h} \mid \hat{\varepsilon}_{K}\right)=o_{p}(1)
$$

as well. Since

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\alpha_{0} e_{h} \mid \hat{\varepsilon}_{K}\right)= & \left(\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \hat{\varepsilon}_{K i}\right)^{\prime}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right)^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \hat{\varepsilon}_{K i}\right)
\end{aligned}
$$

and $\left|\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right)^{-1}\right|=O_{p}(1)$ by Lemma 3 (ii), it suffices to show

$$
\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \hat{\varepsilon}_{K i}\right|=o_{p}(1)
$$

Note

$$
\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \hat{\varepsilon}_{K i}\right| \leq\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i}\left(\hat{\alpha}_{0 i}-\alpha_{0 i}\right) Q_{K i}\right|+\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \varepsilon_{K i}\right|,
$$

where the first term is bounded as

$$
\begin{aligned}
\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i}\left(\hat{\alpha}_{0 i}-\alpha_{0 i}\right) Q_{K i}\right| & \leq \sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right| \zeta_{K} \frac{1}{N} \sum_{i=1}^{N}\left|\alpha_{0 i} e_{h i}\right| \\
& =O_{p}\left(\delta_{\alpha, N} \zeta_{K}\right)=o_{p}(1),
\end{aligned}
$$

by Assumption (iii) and law of large numbers by Assumption (iv). For the second term, by definition of $e_{h i}$ and iid assumption

$$
\mathbb{E}\left|\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \varepsilon_{K i}\right|^{2}=\frac{1}{N} \mathbb{E} \alpha_{0 i}^{2} e_{h i}^{2} \varepsilon_{K i}^{\prime} \varepsilon_{K i} \lesssim \frac{\zeta_{\varepsilon, K}^{2}}{N} \rightarrow 0 .
$$

It follows by Markov inequality that $\frac{1}{N} \sum_{i=1}^{N} \alpha_{0 i} e_{h i} \varepsilon_{K i}=O_{p}\left(\frac{\zeta_{\varepsilon, K}^{2}}{N}\right)=o_{p}(1)$ as well.

Finally, we show $A_{N 3} \xrightarrow{p} 0$. Observe that by Cauchy-Schwarz inequality,

$$
\left|A_{N 3}\right|=\left|\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right) \hat{\varepsilon}_{\gamma_{0}}\right| \leq \sqrt{\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right)} \sqrt{\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{\gamma_{0}}^{2}}=o_{p}(1),
$$

by $A_{N 2} \xrightarrow{0} 0$ and (26).
Proof of (24). Recall $\hat{\varepsilon}_{h i}=\hat{\alpha}_{i} h_{i}-\tilde{m}_{i}\left(\gamma_{0}\right)$. By using the empirical projections, decompose

$$
\begin{aligned}
B_{N} & =\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\varepsilon}_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{h i} \hat{\varepsilon}_{K i}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \mathcal{P}_{i}\left(\hat{\varepsilon}_{h} \mid \hat{\varepsilon}_{K}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \mathcal{P}_{i}\left(\hat{\alpha} \gamma_{0}+m(0)-m\left(\gamma_{0}\right) \mid \hat{\varepsilon}_{K}\right)+\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \mathcal{P}_{i}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right) \\
& =B_{N 1}+B_{N 2} .
\end{aligned}
$$

Let $\hat{\mathcal{E}}_{i}$ be the empirical projection error of $\hat{\alpha} \gamma_{0}+m(0)-m\left(\gamma_{0}\right)$ onto $\hat{\varepsilon}_{K}$. By the definition of the empirical projection

$$
B_{N 1}=\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left\{\hat{\alpha}_{i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}-\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\mathcal{E}}_{i} .
$$

For the first term of $B_{N 1}$, the triangle inequality implies

$$
\begin{aligned}
& \left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left\{\hat{\alpha}_{i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right]\right| \\
& \leq \frac{1}{N} \sum_{i=1}^{N}\left|\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) m_{i}\left(\gamma_{0}\right) \gamma_{0 i}\right| \\
& +\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right]\right| \\
& \xrightarrow[\rightarrow]{p} 0
\end{aligned}
$$

where the convergence follows from the weak law of large numbers and Assumption (iii).

For the second term of $B_{N 1}$, the definition of the empirical projection and assumptions imply

$$
\begin{align*}
\frac{1}{N} \sum_{i=1}^{N} \hat{\mathcal{E}}_{i}^{2} & \leq \frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i}\left(\gamma_{0 i}-\beta_{K}^{\prime} Q_{K i}\right)+\tilde{m}_{i}\left(\beta_{K}^{\prime} Q_{K}-\gamma_{0}\right)\right\}^{2} \\
& \lesssim \frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i}\left(\gamma_{0 i}-\beta_{K}^{\prime} Q_{K i}\right)\right\}^{2} \\
& +\frac{1}{N} \sum_{i=1}^{N} \tilde{m}_{i}\left(\beta_{K}^{\prime} Q_{K}-\gamma_{0}\right)^{2} \tag{27}
\end{align*}
$$

For the first term of (27), it holds

$$
\frac{1}{N} \sum_{i=1}^{N}\left\{\hat{\alpha}_{i}\left(\gamma_{0 i}-\beta_{K}^{\prime} Q_{K i}\right)\right\}^{2} \lesssim \eta_{K}^{2} \frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}_{i}^{2}=o_{p}(1)
$$

by Assumption (iii). For the second term of (27), the weak law of large numbers and Assumption (iii) yield $\frac{1}{N} \sum_{i=1}^{N} \tilde{m}_{i}\left(\beta_{K}^{\prime} Q_{K}-\gamma_{0}\right)^{2}=o_{p}(1)$. Thus, we have $\frac{1}{N} \sum_{i=1}^{N} \hat{\mathcal{E}}_{i}^{2} \xrightarrow{p} 0$. By this and the Cauchy Schwarz inequality, we obtain

$$
\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \hat{\mathcal{E}}_{i}\right| \leq \sqrt{\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)^{2}} \sqrt{\frac{1}{N} \sum_{i=1}^{N} \hat{\mathcal{E}}_{i}^{2}}=o_{p}(1)
$$

Therefore, $B_{N 1}$ satisfies $B_{N 1} \xrightarrow{p} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)\left\{\alpha_{0 i} \gamma_{0 i}+m_{i}(0)-m_{i}\left(\gamma_{0}\right)\right\}\right]$.
For the term $B_{N 2}$, by Cauchy-Schwarz inequality

$$
\left|B_{N 2}\right|=\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \mathcal{P}_{i}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right)\right|
$$

$$
\leq \sqrt{\frac{1}{N} \sum_{i=1}^{N} m_{i}^{2}\left(\gamma_{0}\right)} \sqrt{\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right)}
$$

By law of large numbers and Assumption (iv), $\frac{1}{N} \sum_{i=1}^{N} m_{i}^{2}\left(\gamma_{0}\right)=O_{p}(1)$, and by the proof of $A_{N 2} \xrightarrow{p} 0, \frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}^{2}\left(\hat{\alpha} e_{h} \mid \hat{\varepsilon}_{K}\right)=o_{p}(1)$. Thus, $B_{N 2}=o_{p}(1)$. Conclusion follows by combining the probability limits of $B_{N 1}$ and $B_{N 2}$.

Proof of (25). Recall $\varepsilon_{K i}=\alpha_{0 i} Q_{K i}-M_{K i}$. Decompose

$$
\begin{aligned}
C_{N} & =\left(\frac{1}{N} \sum_{i=1}^{N}\left\{m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}+m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right\}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N}\left\{m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}+m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right\}\right) \\
& =C_{N 1}+2 C_{N 2}+C_{N 3}
\end{aligned}
$$

where

$$
\begin{aligned}
C_{N 1}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right) \\
C_{N 2}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right), \\
C_{N 3}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right) .
\end{aligned}
$$

For $C_{N 2}$, we further decompose $C_{N 2}=C_{N 21}+C_{N 22}$, where

$$
\begin{aligned}
C_{N 21}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right) \\
C_{N 22}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right] .
\end{aligned}
$$

Also, $C_{N 3}=C_{N 31}+2 C_{N 32}+C_{N 33}$, where
$C_{N 31}=\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}$

$$
\begin{aligned}
& \times\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right), \\
C_{N 32}= & \left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right], \\
C_{N 33}= & \mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right] .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right| & \leq \zeta_{K} \sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\right) \\
& =O_{p}\left(\zeta_{K} \delta_{\alpha, N}\right)
\end{aligned}
$$

and

$$
\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right|=O_{p}\left(\zeta_{\varepsilon, K} / \sqrt{N}\right)
$$

where the last equality follows from Markov inequality combined with

$$
\mathbb{E}\left[\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}-\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right|^{2}\right]=\frac{1}{N} \mathbb{E}\left[m_{i}\left(\gamma_{0}\right)^{2}\left|\varepsilon_{K i}\right|^{2}\right] \leq \frac{\zeta_{\varepsilon, K}^{2}}{N}
$$

By these results, Lemma 5, and Assumption (iii), we have

$$
\begin{aligned}
\left|C_{N 1}\right| & =O_{p}\left(\zeta_{K}^{2} \delta_{\alpha, N}^{2}\right)=o_{p}(1) \\
\left|C_{N 21}\right| & =O_{p}\left(\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K} / \sqrt{N}\right)=o_{p}(1) \\
\left|C_{N 22}\right| & =O_{p}\left(\zeta_{K} \delta_{\alpha, N} \sqrt{K} \eta_{K}\right)=o_{p}(1) \\
\left|C_{N 31}\right| & =O_{p}\left(\zeta_{\varepsilon, K}^{2} / N\right)=o_{p}(1) \\
\left|C_{N 32}\right| & =O_{p}\left(\zeta_{\varepsilon, K} \eta_{K} \sqrt{K / N}\right)=o_{p}(1) \\
\left|C_{N 33}\right| & =O_{p}\left(K \eta_{K}^{2}\right)=o_{p}(1)
\end{aligned}
$$

and the conclusion follows.
Lemma 5. Under Assumptions (i)-(v), it holds $\left|\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]\right|=O\left(\sqrt{K} \eta_{K}\right)$.
Proof. Note that $\mathbb{E}\left[m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]=\mathbb{E}\left[m_{i}(0) \varepsilon_{K i}\right]+\mathbb{E}\left[\tilde{m}_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right]$. Let $r_{K}=\gamma_{0}-$ $\beta_{K}^{\prime} Q_{K}$. It follows

$$
\begin{aligned}
\mathbb{E}\left[\tilde{m}_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right] & =\mathbb{E}\left[\tilde{m}_{i}\left(\gamma_{0}\right) \alpha_{0 i} Q_{K i}\right]-\mathbb{E}\left[\tilde{m}_{i}\left(\gamma_{0}\right) M_{K i}\right] \\
& =\mathbb{E}\left[\left\{\beta_{K}^{\prime} M_{K i}+\tilde{m}_{i}\left(r_{K}\right)\right\} \alpha_{0 i} Q_{K i}\right] \\
& -\mathbb{E}\left[\left\{\beta_{K}^{\prime} M_{K i}+\tilde{m}_{i}\left(r_{K}\right)\right\} M_{K i}\right] \\
& =\Xi_{1}+\Xi_{2},
\end{aligned}
$$

where

$$
\Xi_{1}=\mathbb{E}\left[\alpha_{0 i} Q_{K i} M_{K i}^{\prime}\right] \beta_{K}-\mathbb{E}\left[M_{K i} M_{K i}^{\prime}\right] \beta_{K}
$$

and

$$
\Xi_{2}=\mathbb{E}\left[\left(\alpha_{0 i} Q_{K i}-M_{K i}\right) \tilde{m}_{i}\left(r_{K}\right)\right]
$$

Note that (5) implies $\Xi_{1}=0$. By Cauchy and Schwarz inequality, we have

$$
\begin{aligned}
\left|\Xi_{2}\right|^{2} & \leq \mathbb{E}\left[\left|\alpha_{0 i} Q_{K i}-M_{K i}\right|^{2}\right] \mathbb{E}\left[\tilde{m}_{i}\left(r_{K}\right)^{2}\right] \\
& \lesssim \operatorname{trace}\left(\mathbb{E}\left[\varepsilon_{K i} \varepsilon_{K i}^{\prime}\right]\right) \mathbb{E}\left[r_{K}^{2}\right] \lesssim K \eta_{K}^{2} \rightarrow 0
\end{aligned}
$$

Also, by (5),

$$
\begin{aligned}
\mathbb{E}\left[m_{i}(0) \varepsilon_{K i}\right] & =\mathbb{E}\left[m_{i}(0) \alpha_{0 i} Q_{K i}\right]-\mathbb{E}\left[m_{i}(0) M_{K i}\right] \\
& =\mathbb{E}\left[\begin{array}{c}
\tilde{m}_{i}\left(m(0) q_{1}\right) \\
\vdots \\
\tilde{m}_{i}\left(m(0) q_{K}\right)
\end{array}\right]-\mathbb{E}\left[\begin{array}{c}
m_{i}(0) \tilde{m}_{i}\left(q_{1}\right) \\
\vdots \\
m_{i}(0) \tilde{m}_{i}\left(q_{K}\right)
\end{array}\right]=0 .
\end{aligned}
$$

Combining these results, the conclusion follows.
Lemma 6. Suppose assumptions of the Theorem hold true except display (12). In addition, (1) if $\zeta_{\varepsilon, K}^{3} \zeta_{K} \delta_{\alpha, N} \rightarrow 0$, and $\operatorname{plim}\left[\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \varepsilon_{K}\right)^{2}\right]=\mathcal{V}^{*}$, then $C_{N} \xrightarrow{p} \mathcal{V}^{*} ;(2)$ otherwise, if $\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \hat{\varepsilon}_{K}\right)^{2} \xrightarrow{p} \mathcal{V}^{* *}$, then $C_{N} \xrightarrow{p} \mathcal{V}^{* *}$.
Proof. Statement (2) is straightforward. We only show statement (1). Note the following decomposition of $C_{N}$ still holds:

$$
C_{N}=C_{N 1}+2 C_{N 2}+C_{N 3}
$$

where $C_{N 1}, C_{N 2}, C_{N 3}$ are defined in the proof of for display (25). Specifically, it still holds $\left|C_{N 1}\right|=O_{p}\left(\zeta_{K}^{2} \delta_{\alpha, N}^{2}\right)=o_{p}(1)$. It remains to bound $C_{N 2}$ and $C_{N 3}$. Note

$$
\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right| \leq \zeta_{\varepsilon, K} \frac{1}{N} \sum_{i=1}^{N}\left|m_{i}\left(\gamma_{0}\right)\right|=O_{p}\left(\zeta_{\varepsilon, K}\right)
$$

since

$$
\frac{1}{N} \sum_{i=1}^{N}\left|m_{i}\left(\gamma_{0}\right)\right|=O_{p}(1)
$$

by the law of large numbers. Recall

$$
\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right|=O_{p}\left(\zeta_{K} \delta_{\alpha, N}\right)
$$

Hence, by Lemma 3(iii),

$$
\left|C_{N 2}\right| \leq\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right)\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i}\right|\left|\left(\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right)^{-1}\right|
$$

$$
\begin{aligned}
& \times\left|\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right| \\
& =O_{p}\left(\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K}\right)=o_{p}(1)
\end{aligned}
$$

For $C_{N 3}$, notice

$$
\begin{aligned}
C_{N 3} & =\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right) \\
& =\tilde{C}_{N 31}+\tilde{C}_{N 32}
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{C}_{N 31} & =\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)^{\prime}\left\{\left[\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}\right]^{-1}-\left[\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}\right]^{-1}\right\} \\
& \times\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right), \\
\tilde{C}_{N 32} & =\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)^{\prime}\left[\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}\right]^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)
\end{aligned}
$$

Let $\frac{1}{N} \sum_{i=1}^{N} \hat{\varepsilon}_{K i} \hat{\varepsilon}_{K i}^{\prime}=\hat{\Sigma}_{N}, \frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i} \varepsilon_{K i}^{\prime}=\Sigma_{N}$. Then

$$
\begin{aligned}
& \left|\Sigma_{N}-\hat{\Sigma}_{N}\right| \\
= & \left\lvert\, \frac{1}{N} \sum_{i=1}^{N}\left(\hat{\varepsilon}_{K i}-\varepsilon_{K i}\right)\left(\hat{\varepsilon}_{K i}-\varepsilon_{K i}\right)^{\prime}+\frac{1}{N} \sum_{i=1}^{N} \varepsilon_{K i}\left(\hat{\varepsilon}_{K i}-\varepsilon_{K i}\right)^{\prime}\right. \\
+ & \left.\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\varepsilon}_{K i}-\varepsilon_{K i}\right) \varepsilon_{K i}^{\prime} \right\rvert\, \\
\leq & \left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} Q_{K i} Q_{K i}^{\prime}\right|+\left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) \varepsilon_{K i} Q_{K i}^{\prime}\right| \\
+ & \left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i} \varepsilon_{K i}^{\prime}\right|
\end{aligned}
$$

Note $\left|\frac{1}{N} \sum_{i=1}^{N} Q_{K i} Q_{K i}^{\prime}\right|=O_{p}(1)$ by Lemma 3 (i), so

$$
\begin{aligned}
& \left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2} Q_{K i} Q_{K i}^{\prime}\right| \\
= & \max _{a \in \mathbb{S}^{K-1}} \frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right)^{2}\left(a^{\prime} Q_{K i}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left(\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|\right)^{2} \max _{a \in \mathbb{S} K-1} \frac{1}{N} \sum_{i=1}^{N}\left(a^{\prime} Q_{K i}\right)^{2} \\
& =\left(\sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right|\right)^{2}\left|\frac{1}{N} \sum_{i=1}^{N} Q_{K i} Q_{K i}^{\prime}\right|=O_{p}\left(\delta_{\alpha, N}^{2}\right) .
\end{aligned}
$$

Also,

$$
\begin{aligned}
\left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) \varepsilon_{K i} Q_{K i}^{\prime}\right| & \leq \sup _{x \in \mathcal{X}}\left|\hat{\alpha}(x)-\alpha_{0}(x)\right| \sup _{x \in \mathcal{X}}\left|\varepsilon_{K}(x)\right| \sup _{x \in \mathcal{X}}\left|Q_{K}(x)\right| \\
& =O_{p}\left(\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K}\right)
\end{aligned}
$$

Similarly $\left|\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha_{0 i}\right) Q_{K i} \varepsilon_{K i}^{\prime}\right|=O_{p}\left(\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K}\right)$ as well. So,

$$
\left|\Sigma_{N}-\hat{\Sigma}_{N}\right|=O_{p}\left(\delta_{\alpha, N}^{2}+\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K}\right)=O_{p}\left(\zeta_{K} \delta_{\alpha, N} \zeta_{\varepsilon, K}\right)
$$

It follows

$$
\begin{aligned}
\left|\tilde{C}_{N 31}\right| & =\left|\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)^{\prime} \hat{\Sigma}_{N}^{-1}\left\{\Sigma_{N}-\hat{\Sigma}_{N}\right\} \Sigma_{N}^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} m_{i}\left(\gamma_{0}\right) \varepsilon_{K i}\right)\right| \\
& =O_{p}\left(\zeta_{\varepsilon, K}^{3} \zeta_{K} \delta_{\alpha, N}\right)=o_{p}(1)
\end{aligned}
$$

by assumption and Lemmas 3 (i) and (iv). Finally

$$
\tilde{C}_{N 32}=\frac{1}{N} \sum_{i=1}^{N} \mathcal{P}_{i}\left(m\left(\gamma_{0}\right) \mid \varepsilon_{K}\right)^{2} \xrightarrow{p} V^{*}
$$

by assumption. The conclusion follows.
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[^0]:    ${ }^{1}$ For example, the conventional Wald test using the inverse probability weighting requires the propensity score to be correctly specified and highly smooth (i.e., continuously differentiable of order larger than $7 d_{x}$ as in [21]). On the other hand, our test basically requires $\sqrt{n} \delta_{\alpha, N} \eta_{K} \rightarrow 0$, where $\delta_{\alpha, N}$ and $\eta_{K}$ are the sup-norm convergence rates for estimating the Riesz representer and the conditional expectation function, respectively. This condition may be significantly weaker than the one for the Wald test. Compared with [6] approach, their test also needs estimation of the propensity score, which enters the moment condition nonlinearly. Our method avoids estimating the propensity score, and instead estimates the Riesz representer, which enters the moment condition linearly. These features could be reasons to explain robustness of our test for different degrees of overlaps compared to the other tests.

