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In bot we trust? Personality traits
and reciprocity in human-bot
trust games

Nitish Upadhyaya* and Matteo M. Galizzi

Department of Psychological and Behavioural Science, London School of Economics, London,

United Kingdom

People are increasingly interacting with forms of artificial intelligence (AI). It is

crucial to understand whether accepted evidence for human-human reciprocity

holds true for human-bot interactions. In a pre-registered online experiment (N

= 539) we first replicate recent studies, finding that the identity of a player’s

counterpart in a one-shot binary Trust Game has a significant e�ect on the rate of

reciprocity, with bot counterparts receiving lower levels of returned amounts than

human counterparts. We then explore whether individual di�erences in a player’s

personality traits—in particular Agreeableness, Extraversion,Honesty-Humility and

Openness—moderate the e�ect of the identity of the player’s counterpart on

the rate of reciprocity. In line with literature on human-human interactions,

participants exhibiting higher levels of Honesty-Humility, and to a lesser extent

Agreeableness, are found to reciprocate more, regardless of the identity of their

counterpart. No personality trait, however,moderates the e�ect of interactingwith

a bot. Finally, we consider whether general attitudes to AI a�ect the reciprocity but

find no significant relationship.
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Introduction

The growth in the sophistication of artificial intelligence1 (AI) have led some to proclaim

the dawn of the Fourth Industrial Revolution (Schwab, 2017; Skilton and Hovsepian, 2018).

AI has been identified as a crucial driver of future economic growth, with impacts being

felt across labour markets, innovation, trade and productivity, among other facets of the

so-called “robot economy” (Agrawal et al., 2019; Furman and Seamans, 2019). Human-AI

interaction already generates efficiencies in a number of fields including industrial assembly

(Faber et al., 2015; Villani et al., 2018) and mixed traffic (Nyholm and Smids, 2020). Our

reliance on engagement with, and assistance from, bots and machines is growing across

all the sectors of the economy (Makridakis, 2017; Rahwan et al., 2019; Dafoe et al., 2021;

Chugunova and Sele, 2022).

Rahwan et al. (2019) note that studies of machine behaviour must integrate analysis of

the social environments in which algorithms operate. Trust, reciprocity, cooperation, and

altruism have long been identified as some of the bedrocks for human behaviour, economic

growth and development, and social cohesion (Arrow, 1972; Andreoni, 1988; Camerer

and Thaler, 1995; Fehr and Gächter, 2000, 2002; Charness and Rabin, 2002; Nowak,

2006; List, 2007; Algan and Cahuc, 2014). Trust and collaboration with bots will likely form

1 We use quite interchangeably the terms “AI”, “bot”, “robot”, and “machine” tomean “amachine that has

the ability to solve problems that are usually dealt with by…humans…with…natural intelligence” (Carriço,

2018, p. 30; see further, Andresen, 2002).
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a fundamental enabler for economic growth: it is reckoned that

trust and reciprocity are essential aspects of the interactions

between humans and bots (Lee and See, 2004; Lorenz et al.,

2016; Sandoval et al., 2016; Sheridan, 2019; Schniter et al., 2020).

It is thus crucial to understand whether accepted evidence for

human-human trust and reciprocity holds true also for human-

bot interactions.

While some recent studies suggest that humans show lower

levels of reciprocity when interacting with bots as compared to

human counterparts (Ishowo-Oloko et al., 2019; Karpus et al.,

2021), others find no significant differences (Kirchkamp and

Strobel, 2019). In summarising the stream of literature exploring

human-machine interaction, March (2021) notes that the “overall

finding is that subjects can cooperate with [computer players] as

much as with other subjects, but this depends on the information

about them” (p. 6).

We use a pre-registered between-subjects design to randomise

participants into one of two experimental conditions: either

playing with a human or a bot trustor counterpart in a one-

shot binary Trust Game. The Trust Game (Berg et al., 1995)

is perfectly suited to exploring positive reciprocity behaviour,

and has been repeatedly used to test the relationship between

numerous individual characteristics and trust and trustworthiness

(Berg et al., 1995; Ortmann et al., 2000; Cox, 2004; Ashraf et al.,

2006; Ermisch et al., 2009; Johnson and Mislin, 2011; Algan and

Cahuc, 2014; Thielmann and Hilbig, 2015; Zhao and Smillie,

2015; Alós-Ferrer and Ritzberger, 2016; Alós-Ferrer and Farolfi,

2019). As a benchmark, in a human-human Trust Game, trustors

generally send half of their endowment to trustees, receiving in

return from trustees about a third of the pot multiplied by the

experimenter (Johnson and Mislin, 2011; see further Figure 1 in

Alós-Ferrer and Farolfi, 2019, for depictions of different formats of

the Trust Game).

The dimensions of trust and reciprocity covered by the Trust

Game are relevant to the ever-increasing range of human-machine

interactions. Examples offered by March (2021) of strategic

interactions utilising AI range from automated actors operating

on behalf of humans in strategic settings (e.g., financial markets)

to AI creating new strategic decisions (e.g., patients deciding

whether to rely on diagnosis from AI or to seek a second,

human, opinion). Further, automated agents are increasingly

being used in e-commerce where trusting relationships are

needed to facilitate economic transactions (Liu, 2010; Foehr and

Germelmann, 2020). In addition, with automated agents being

used to augment human teams, researchers are starting to explore

how humans behave with automated agents acting as co-workers

and teammates, as well as reactions from humans to delegated

decision making from automated agents (Chugunova and Sele,

2022).

Chugunova and Sele (2022) discuss several potential factors

which moderate responses to automated agents in social

preferences games such as Dictator, Ultimatum, and Public

Good Games, including emotional and social concerns, cultural

backgrounds, and features of the experimental tasks and design.

Other experimental studies have already looked at trust games

between humans and bots (Mota et al., 2016; Oksanen et al., 2020;

Schniter et al., 2020; Cominelli et al., 2021; Karpus et al., 2021).

In this paper, we specifically focus on an aspect that has received

comparatively less attention, namely whether positive reciprocity

between humans and bots in the Trust Game is moderated by

personality traits.

We first replicate the results of a previous study by Karpus

et al. (2021) which highlighted a significantly lower rate of

positive reciprocity where an AI trustor was paired with a human

trustee. We then test whether personality traits of the human

trustee moderate the interaction between human players and AI

similarly to what has been documented for human-human Trust

Games (Thielmann and Hilbig, 2015; Zhao and Smillie, 2015). The

intersection between economic games, personality traits, and AI

is an emerging avenue of research with surprisingly limited work

conducted to date. We are not aware of any study investigating

the role of personality traits as moderating factors in the context

of an experimental Trust Game. In the context of other economic

games, there is a recent study by Nielsen et al. (2021) on the impact

of personality traits on contributions in the Dictator Game and

the Public Goods Game with participants playing with humans

or a computer. Given that personality traits and non-cognitive

skills are playing a growing role in explaining economic behaviours

and socio-economic outcomes (Heckman and Rubinstein, 2001;

Stixrud and Urzua, 2006; Borghans et al., 2008; Denissen et al.,

2018; Borghans and Schils, 2021), it is interesting to explore the

role they can play in economic interactions with bots (Bashirpour

Bonab et al., 2021). We also consider whether human attitudes

towards AI affect the rate of reciprocity. Karpus et al. (2021)

discussed a series of potential explanations including humans

having a heightened competitive desire to outperform their AI

counterpart, and humans perceiving machines as part of an out-

group and therefore having fewer qualms about exploitation.

Karpus et al. (2021), however, did not explore the role of personality

traits nor of attitudes towards AI as potential explanatory factors for

the lower rate of reciprocity with AI counterparts.

Against this background, we first examine whether the

identity of a player’s counterpart—either a human or machine—

in the Trust Game, influences the rate of reciprocity, predicting

that participants would exhibit a lower level of reciprocity

with machine counterparts (Hypothesis 1, H1). Further, we

posit that individual differences in a player’s personality traits,

in particular Agreeableness, Extraversion, Honesty-Humility and

Openness, would moderate the effect of the identity of the player’s

counterpart on the rate of reciprocity (Hypothesis 2, H2). Finally,

we expect that the player’s general attitudes towards AI would

moderate the effect of the identity of the player’s counterpart on

the rate of reciprocity (Hypothesis 3, H3).

The rest of the paper is organised as follows: Section 2

discusses the literature at the intersection between economic games,

personality traits and AI, three fields that have only recently started

to be connected; Section 3 describes the design and methods;

Section 4 presents the results, while Section 5 discusses the main

findings and briefly concludes.

Literature and background

Overview

Experimental economic games have long been used as a proxy

to empirically test trust, reciprocity, cooperation, and altruism
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between humans (Camerer, 2003; Johnson and Mislin, 2011;

Thielmann et al., 2020). Personality traits have been posited as

one potential explanation for these behaviours, with higher levels

of traits such as agreeableness found to be present in those

who cooperate in social dilemma or public goods games (Pothos

et al., 2011; Guilfoos and Kurtz, 2017; Müller and Schwieren,

2020). Personality traits have in turn been used to analyse human

perceptions of robots, with agreeableness and openness found to

predict positive evaluations of interactions with robots (Takayama

and Pantofaru, 2009; Bernotat and Eyssel, 2017; Robert et al., 2020).

Finally, economic games have most recently been used to test

reciprocity between humans and AI, with mixed findings (Sandoval

et al., 2016; Kirchkamp and Strobel, 2019; Karpus et al., 2021).

Although a range of potential factors have been considered as

moderating the responses to automated agents in social preference

games, personality traits have only very recently been considered as

moderating factors (Nielsen et al., 2021) and not yet in the context

of the Trust Game.

Economic games and interactions with bots

Even as the first modern computers were being developed,

researchers began to consider whether there is a difference between

how people cooperate with humans and “human-like” computers,

finding that people are more likely to break promises or cheat

when dealing with a computer (Kiesler et al., 1996). As computers

have grown in sophistication, so have experimental paradigms.

From complex resource-sharing scenarios (Whiting et al., 2021)

and immersive investment games (Zörner et al., 2021), to the

creation of a reinforcement-learning algorithm that can signal to

counterparts (Crandall et al., 2018), an entire field now exists

to investigate the behavioural and logistical factors which affect

human-bot cooperation (Rahwan et al., 2019; Chugunova and Sele,

2022).

Some studies find that humans cooperate less with machines

than other humans across a range of economic games including

the Prisoner’s Dilemma (Sandoval et al., 2016; Ishowo-Oloko et al.,

2019) and the mini-Ultimatum Game (Sandoval et al., 2016).

When the true identity of a human player’s counterpart was

revealed to be a bot in a repeated Prisoner’s Dilemma, cooperation

rates dropped significantly, despite cooperation generating higher

profits (Ishowo-Oloko et al., 2019). Participants playing the mini-

Ultimatum Game were found to collaborate more with humans

than bots, although there was no significant difference in the

negative reciprocity shown to either counterpart in a different

stage of the game. In a series of experiments using two-player

games including the Chicken Game and the Trust Game, Karpus

et al. (2021) found that while human participants exhibited similar

levels of trust towards their AI counterparts as they did human

counterparts, they did not reciprocate trusting behaviour from AI

counterparts, instead exploiting the AI more than humans. Less

pro-social and more self-serving responses towards AI partners

in experimental games have also been found by Moon and

Nass (1998), Moon (2003), de Melo et al. (2016), Adam et al.

(2018), Farjam and Kirchkamp (2018), Corgnet et al. (2019),

Erlei et al. (2020), Köbis et al. (2021), and Klockmann et al.

(2022). On the other hand, Kirchkamp and Strobel (2019), using

a modified Dictator Game to investigate whether humans perceive

a decision shared with a computer differently from one shared

with a human, found no significant differences in the number

of selfish choices made when working with a human or machine

counterpart. Our H1 is motivated by this first stream of literature:

we examine whether the identity of a player’s counterpart—either

a human or machine—in the Trust Game, influences the rate of

reciprocity, predicting that participants would exhibit a lower level

of reciprocity with machine counterparts (Hypothesis 1, H1).

Personality traits and economic games

Personality traits have been shown to predict outcomes as

well as, or better than, economic preferences for a range of key

variables such as job persistence and credit scores (Rustichini

et al., 2016). Importantly, personality can be modelled as a stable

trait into economic decisions (Cobb-Clark and Schurer, 2012).

Further, the structure of personality traits appear to be generalised

across a diverse range of cultures (McCrae and Costa, 1997; García

et al., 2022), at least in Western, educated, industrialised, rich and

democratic (WEIRD) societies (Henrich et al., 2010; Dijk and De

Dreu, 2020), with some studies using personality trait models to

conduct cross-cultural comparisons (Morelli et al., 2020).

Two major models have been used to analyse the interaction

between personality traits and outcomes in economic

games. The Five-Factor Model (FFM) features Agreeableness,

Conscientiousness, Extraversion, Neuroticism, and Openness to

Experience) (Digman, 1990; McCrae and Costa, 1997). The

HEXACO Model (Lee and Ashton, 2004, 2018) features a

six-factor structure which is conceptually different from the FFM

(Thielmann et al., 2021), coveringHonesty-Humility, Emotionality,

EXtraversion, Agreeableness, Conscientiousness, and Openness

to Experience2 (see Appendix A.1 for a detailed breakdown of

the traits).

Personality traits have been shown to affect reciprocity and

prosocial behaviour, both generally and more specifically in the

context of economic games (Proto et al., 2019; Sofianos, 2022).

In a study of contextual performance, agreeableness in particular

was found to explain cooperative behaviour in team tasks (LePine

and Van Dyne, 2001). In a re-analyses of previous studies,

Honesty-Humility but not Agreeablenesswas found to predict active

cooperation (i.e., non-exploitation), with the latter instead linked

to reactive cooperation (i.e., reciprocity, non-retaliation) (Hilbig

et al., 2013). In the context of economic games, findings suggest

Honesty-Humility, Agreeableness and, to a lesser extent, Openness

are traits present in those who cooperate in social dilemma or

public goods games (Pothos et al., 2011; Kagel and Mcgee, 2014;

Guilfoos and Kurtz, 2017; Müller and Schwieren, 2020; see more

generally Thielmann et al., 2020; Lawn et al., 2021).

Within the context of the Trust Game, there are comparatively

few studies (compared to those focusing on the behaviour of

player 1) looking at the influence of personality traits on trustee

2 Italicised references to traits in this paper refer to the factors of the

HEXACOModel. Terms used for discussion of amore general concept are not

capitalised or italicised.Openness to Experience is shortened toOpenness for

the remainder of this paper.
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behaviour (Thielmann and Hilbig, 2015). Those that do, however,

suggest a significant role of agreeableness and openness (Ben-

Ner and Halldorsson, 2010; Becker et al., 2012). However, Müller

and Schwieren (2020), applying the FFM to interpret behaviour

in a Trust Game, concluded that while personality contributed

to explaining the behaviour of player 1 (with agreeableness and

openness having a significant positive impact on the amount of

money sent by the trustor), the behaviour of player 2 was instead

mostly affected by the behaviour of the player 1. Their findings

lend evidence to the strong situation hypothesis (Mischel, 1977),

which suggests that personality contributes more to decisions in

ambiguous situations (deemed “weak”) compared to when there

are situational triggers (deemed “strong”), such as the actions of

player 1, which instead form the basis of a decision (see also Zhao

and Smillie, 2015). While this presents a potentially interesting

moderating effect of personality traits, the overall empirical basis

for the overarching theory has been called into question (Cooper

and Withey, 2009).

For studies involving the analysis of the actions of the trustee

in the Trust Game, Thielmann et al. (2020) show at least a small

or a medium positive correlation between Honesty-Humility and

reciprocating behaviour (meta-analytic r = 0.22, p < 0.001, k =

7), with weaker correlations for FFM Agreeableness (r = 0.13, P <

0.001, k = 28) and HEXACO Agreeableness (r = 0.11, P < 0.001, k

= 7) (p. 54). Falling within the top∼40% of effect sizes reported in

personality psychology (i.e., r > 0.21, Gignac and Szodorai, 2016),

the question of whether this link between Honesty-Humility and

reciprocity holds when interacting with bots bears investigation.

The impact of personality traits on human interactions with

bots is an open question. A recent study considered whether giving

behaviour in economic games reflects true prosocial preferences or

instead confusion on the part of the participants. In tackling this

question, Nielsen et al. (2021) analysed the impact of personality

traits on contributions in the Dictator Game and the Public Goods

Game with participants playing with humans or a computer.

Interestingly, Honesty-Humility was found to be significantly

related to allocations to both types of counterparts (r = 0.21, p <

0.001 for humans, and r = 0.11, p= 0.019 for bots) in a two-player

Dictator Game, but not to contributions in a two-player Public

Goods Game (r = 0.10, p = 0.085 for humans, and r = 0.04, p =

0.431 for bots)3. No evidence is available for playing experimental

trust games with bots in this context, something which motivates

our H2: we posit that individual differences in a player’s personality

traits, in particular Agreeableness, Extraversion, Honesty-Humility

and Openness, would affect reciprocity in a human-bot trust game

and would moderate the effect of the identity of the player’s

counterpart on the rate of reciprocity (Hypothesis 2, H2).

Interactions with bots and personality traits

Following a wide-ranging review, Robert et al. (2020)

confirm that “personality has been identified as a vital factor

3 The mixed result for the four-player Public Goods Game is less relevant

for this study but worth reporting (r=.17, p=.003 for humans but r=.01,

p=.794 for bots).

in understanding the quality of human-robot interactions” (p.1).

Although the review focuses on interactions between humans

and embodied-personality robots, it provides useful direction,

both in terms of the relevance of personality to human

perceptions of robots, and more specifically identifying traits

(whether of the human or embodied by the bot) that may

influence reciprocity.

Researchers typically seem to use the FFM to examine

robot personality (Chee et al., 2012; Hwang et al., 2013; Robert

et al., 2020) with agreeableness and openness predicting positive

evaluations of interactions with robots (Takayama and Pantofaru,

2009; Bernotat and Eyssel, 2017; Robert et al., 2020). In one

study, people who exhibited higher levels of agreeableness felt

more comfortable being closer to a robot in a behavioural

experiment about personal space than those who had lower levels

of agreeableness (Takayama and Pantofaru, 2009), although in

another study traits were found to have null effect on approach

distance (Syrdal et al., 2007). Robert et al. (2020) find that

extraversion is the most commonly explored trait in terms of

understanding the impact of personality on perception of robots,

with one study suggesting that individuals high in extraversion

are more likely to afford bots with a higher level of trust (Haring

et al., 2013). These other findings, none of which, again, refer to

experimental trust games, further motivate our H2.

Our Hypothesis 3 is arguably more speculative and, rather than

on the previous literature, was based mainly on our intuition that

general attitudes towards AI could potentially explain reciprocity

towards bots in an experimental trust game. We expected that the

player’s general attitudes towards AI would moderate the effect of

the identity of the player’s counterpart on the rate of reciprocity

(Hypothesis 3, H3).

Design and procedures

To understand whether and how the identity of the counterpart

affects the rate of reciprocity, we used a between-subjects design

to randomly allocate participants into one of two experimental

conditions: either playing with a human or a bot trustor

counterpart in a binary Trust Game. Participants also provided

demographic information as well as answering questionnaires on

the HEXACO and General Attitudes towards Artificial Intelligence

Scale (GAAIS) measures to support the analysis of the role of

traits and attitudes on the rate of reciprocity. In what follows,

we briefly describe the experimental design, the measures, and

the sample.

Experimental design

Participants and questionnaire
The study was conducted online with participants drawn from

Prolific Academic (prolific.co) (Zhou and Fishbach, 2016; Arechar

et al., 2018; Sauter et al., 2020) (see Appendix A.3). The Gorilla

Experiment Builder (app.gorilla.sc) (Anwyl-Irvine et al., 2020)

(Gorilla) was used to design and host the experiment, and to

collect data.
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The 60-item English HEXACO Personality Inventory-Revised

(PI-R) (Ashton and Lee, 2009), which has been used extensively in

analysing the outcomes of economic games and also in mapping

human interactions with bots (Robert et al., 2020; Thielmann

et al., 2020), was used as the base traits questionnaire. Questions

relating to Emotionality and Conscientiousness were removed (see

Appendix A.1 for questionnaire and scoring key) to reduce the

time spent by, and fatigue of, participants in completing the

entire experiment. The literature indicated that Emotionality and

Conscientiousness had been found to be of limited relevance to

human-machine interactions across a range of settings. Responses

were provided by participants on a five-point Likert-scale ranging

from Strongly Disagree to Strongly Agree. In the estimations we

use the raw responses to the five-point Likert-scale questions in

each HEXACO subscale. In the Supplementary material we also

report, as robustness checks, the results replicating the analyses

using standardised measures of the responses in the subscales.

To test H3, participants completed the GAAIS (Schepman and

Rodway, 2020) (see Appendix A.2 for questionnaire and scoring

key) which operates on the same five-point Likert-scale as the

HEXACO PI-R. Validated through exploratory factor analysis

and displaying good psychometric properties, the GAAIS was

developed to measure attitudes towards AI in different contexts.

The GAAIS features independent (although correlated) Positive

and Negative subscales. The higher the participant’s score on

each scale, the more positive their attitude towards AI. As

with the HEXACO subscale, in the estimations we use the raw

responses to the GAAIS five-point Likert-scale questions and in the

Supplementary material we also report, as robustness checks, the

results replicating the analyses using standardised measures of the

responses in the subscales.

Experimental paradigm
We used the same experimental paradigm used by Karpus et al.

(2021). This experimental paradigm also meets the criteria for a

trust situation set out by Alós-Ferrer and Farolfi (2019), occurring

when: (a) the trustor’s decision to trust is voluntary; (b) there is a

time lag between the choices made by the trustor and trustee; (c)

the possibility for the trustee to abuse or honour the reciprocity

(i.e., trust) occurs if and only if the trustee does indeed show

reciprocity; d) the trustor is left worse off (when compared to a

situation where the trustor did not show trust) if the trustee decides

to abuse the reciprocity; and (e) trust should be optimal, in the sense

of maximising the sum of the payoffs.

Figure 1 sets out a visual representation of the incentive-

compatible paradigm used in this study. Participants acting as the

trustee (i.e., player 2) were informed in the instructions that their

counterpart (the trustor, player 1) was either a human or bot. They

were then informed that, during their turn, their counterpart had

chosen to play , that is a trusting move giving both parties the

chance to potentially earn more than the 30 credits each that would

be due to each player if the counterpart had played the alternative

strategy . To avoid any confusion, it was made explicit that this

meant that the participant’s counterpart had chosen not to play

but the participant was left to interpret what this meant in terms

of the overall pot available for distribution. The trustee then had

two options to choose from. They could either play , that is, a

FIGURE 1

Diagram of the options available to participants and associated

payo�s in the binary Trust Game used in this study.

reciprocating move rewarding the trustor’s trust, giving each player

a return of 70 credits each; or play , that is a strategy betraying the

trustor’s trust, leaving the trustee with 100 credits and the trustor

with 0.

In our study, reciprocity is therefore operationalised as the

willingness of the human trustee to play in response to being

informed that their counterpart, either human or bot, had played .

The overall rate of reciprocity is calculated by dividing the number

of times the human player plays in a condition by the number of

human players assigned to that condition.

We used the strategy method to implement the Trust Game

as an asynchronous game of strategic interaction in an online

experiment (Brandts and Charness, 2000, 2011; Brosig et al., 2003;

Burks et al., 2003; Oxoby and McLeish, 2004; Bardsley et al., 2009;

Casari and Cason, 2009), implementing what March (2021) calls

a “Human-like [computer player]” which mimics the behaviour of

human subjects in a previous experiment. We used a simple one-

shot Trust Game to avoid confounding factors related to learning,

feedback, income, or reputation building effects (Goeree and Holt,

2001, 2004), and because a one-shot game better reflects first

encounter situations with bots where human decision-makers have

limited information about the bot counterpart. For the same reason

we used a generic and neutral presentation of the bot counterpart.

Before participants in the experiment were asked to make

their choices as the second player, we asked separate samples of

participants to make their choices as the first players in the binary

Trust Game. Some players selected to play and others . For

the human condition, we selected those players from the separate

sample who chose to play to be matched as player 1 to the

player 2 participants. For the bot condition, we selected the same AI

algorithm originally used by Karpus et al. (2021) which proposed to

play to bematched as player 1 to all the player 2 participants. This

asynchronous, ex-ante pairing procedure is the same procedure
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employed by Karpus et al. (2021) and in other experiments in

economic game experiments (for example, Shapiro, 2009; Cox et al.,

2017). Participants received a base payment of £1.50 for completing

the study, an effective rate of £6 per hour in line with the minimum

wage in the UK. They were also eligible to receive a bonus allocated

by the randomised payment. Each credit earned in the game was

worth £0.02 for the purposes of any bonus payment. The option

to betray the trust of the counterpart and to earn 100 credits was

therefore the most profitable move for the participant. Matched

player 1s whose original offers were selected to be used in the

experiment were also paid a bonus depending on the corresponding

moves of player 2.

In line with the largest share of the studies recently reviewed

by von Schenk et al. (2023) (132 studies out of 160), no specific

information was given to players 2 about whether machine players

1 also received payoffs. This corresponds to the “no information”

condition in the experiment by von Schenk et al. (2023). This

was done also to make our experimental interaction with bots

as close as possible to real-world situations where usually there

is no information about possible compensations to machines: in

another recent review of the literature, March (2021) notes that

“full information about AI that humans interact with is unlikely to

apply in the real world” (p. 13), whereas Oksanen et al. (2020) argue

that in experimental games it is important to give as few cues as

possible about the nature of robots and AI because in real-world

online behaviours “various cues are left out” (p. 8).

The only significant departures from the original protocol used

by Karpus et al. (2021) was the introduction of a randomised lottery

to decide which participants would be paid the amount earned in

the study (with 1 credit = £0.02) in order to make the decision

incentive-compatible, along with a change in the description of

whether or not the machine would receive a payoff. Further

information about the participant pairing procedure, instructions

provided regarding the nature of the participant’s counterpart and

the compensation procedure can be found in Appendix. A.3.

Sample size and power

Informed by the analysis fully set out in Appendix A.4, a

conservative, small effect size of d = 0.25 (Cohen, 2013) was

set as the minimal difference to be detected between the study

groups (Gignac and Szodorai, 2016; Funder and Ozer, 2019).

Appendix A.4. also contains details of our a priori power analysis

(Glennerster and Takavarasha, 2013; Munafò et al., 2017; Lakens,

2021): using G∗Power 3.1 (Faul et al., 2009) it indicated a sample

size of 265 participants per condition would be needed to detect

a small effect of d ≥ 0.25 at α = 0.05 with appropriate statistical

power (1-β = 0.80).

Control variables

In addition to the personality and attitude measures noted

above, additional robustness checks were conducted using a range

of covariates which the literature suggested might interact with,

or moderate, the rate of reciprocity. Age (Oksanen et al., 2020),

gender (Spiel et al., 2019), experience with game theory games of

strategic interaction (Chandler et al., 2014), and religiosity were all

used by Karpus et al. (2021) as covariates. An additional covariate,

experience interacting with bots, was included based on research

that suggests that the outcome of experiments involving machines

can be affected by a novelty effect on those who have not previously

interacted with a bot (Chandler et al., 2014).

Ethics and pre-registration

The study complied with the London School of Economics and

Political Science Research Ethics Policy and Procedures (reference:

49465). There was no deception, and all participants provided their

explicit informed consent. The study was pre-registered in OSF4

There were nomaterial deviations from the pre-registered protocol,

save that, in analysing H2, personality traits were not categorised

by percentiles (see below) and the study was stopped once the

minimum power threshold was reached.

Results

Sample

Five hundred and thirty nine participants completed the

study. Supplementary Table A1 confirms the general balance of

the observable characteristics of the participants between the two

experimental conditions, with additional commentary on data

TABLE 1 Descriptive statistics of demographic characteristics.

Variables Summary statistics

N Mean Standard
deviation

Minimum Maximum

Age 5385 40.69 12.99 18 80

Proportions (%)

Gender 539 Female 49.17

Male 49.72

Non-binary 0.56

Self-describe 0.19

Prefer not to say 0.37

Experience

with game

theory

539 Yes 12.43

No 87.57

Religiosity 539 Yes 15.40

No 84.60

Experience

with bots

539 Yes 74.03

No 25.97

4 https://osf.io/48jgv/?view_only=28d14f4e206541928f3da53fcb0602d7

5 An entry by one participant reporting their age to be “3” was re-coded as

missing data.
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FIGURE 2

Rate of reciprocity by condition (with error bars showing 95% confidence intervals).

analysis and dropouts. Table 1 reports the characteristics of the

whole sample.

Reciprocity with human and machine
counterparts (H1)

Participants reciprocated significantly more in the human

condition than in the bot condition (see Figure 2). When

participants, acting in the role of the trustee (i.e., Player 2) were

told that the trustor (i.e., Player 1) was a human, they reciprocated

58% of the time, while the rate of reciprocity was 42% when they

were told that the trustor was a bot (see Figure 2).

A chi-square test for difference in proportions shows a

significant relationship between the identity of the counterpart and

the rate of reciprocation [χ2 (1, N = 539) = 13.403, p < 0.001]:

consistent with results from recent studies, people are more likely

to reciprocate a human counterpart than a bot counterpart when

playing the Trust Game.

In the pre-registration, age and experience with game theory

were selected as a potentially relevant co-variates for robustness

analysis. However, it turns out that there was a generally negligible

or weak association between the rate of reciprocity and the control

variables (see Supplementary Table A2). This finding is in line with

the results obtained by Karpus et al. (2021) which suggest that the

only significant factor behind trust was the identity of a player’s

counterpart. Experience with bots, the other control selected for

our study, was similarly not significant.

A set of probit regression models was then used to analyse

the robustness of the treatment effect on reciprocation across

multiple specifications controlling for different sets of co-variates

(see Supplementary Table A3). The result fromModel 1 (p< 0.001)

confirms that the identity of a player’s counterpart has a significant

effect on the rate of reciprocation. The effect of the identity of the

counterpart is robust across all the specifications including controls

(Models 2–7), with marginal effects consistently indicating that,

even controlling for co-variates, participants randomly assigned to

the bot condition are between 15% and 16% less likely to reciprocate

than participants in the human condition (see Table 2). Age is

the only co-variate which has a small and (marginally) statistically

significant impact on the rate of reciprocity (p= 0.041).

E�ect of personality types on reciprocity
with human and machine counterparts (H2)

There was reasonable variation in the scores for personality

traits, as also highlighted by acceptable to good alpha and

omega coefficients for all the scales (Dunn et al., 2014;

Hayes and Coutts, 2020, see Table 3 for descriptive statistics).

A randomisation check confirms balance of personality traits

between experimental conditions (see Supplementary Table A4).

Supplementary Figures A10–A13 provide a visual summary of

the distribution of the traits between the responses. Correlation

coefficients for the personality traits and the choice made by the

participants in the game can be found in Supplementary Table A5.

A set of probit regression models was used to analyse the effect

of the personality traits on the rate of reciprocation across the

conditions (see Supplementary Table A8). Personality traits were

analysed based on the raw scale (i.e., 1 to 5) as the literature does

not indicate any consensually validated categories, for example

a recognised level at which a person could be said to have a

“high” or “low” level of a particular trait. However, in robustness

checks reported in the Supplementary material, we also replicated

all the analyses using standardised scores of the personality

traits subscales, finding substantially similar results to the ones

reported below.
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TABLE 2 Marginal e�ects of relevant H1 models.

Model 1
(bot)

Model 2
(bot and
age)

Model 3
(bot and
game
theory
exp)

Model 4
(bot and
female)

Model 5
(bot and
religiosity)

Model 6
(bot and
bot exp)

Model 7
(bot and

all
controls)

Bot −0.156∗∗∗ −0.151∗∗∗ −0.155∗∗∗ −0.150∗∗∗ −0.163∗∗∗ −0.154∗∗∗ −0.151∗∗∗

(0.0409) (0.0409) (0.0407) (0.0413) (0.0409) (0.0409) (0.0413)

Age −0.00336∗ −0.00350∗

(0.00162) (0.00165)

Game theory

exp

0.114 0.117

(0.0645) (0.0650)

Female 0.00541 0.00423

(0.0429) (0.0435)

Religiosity −0.100 −0.0955

(0.0589) (0.0587)

Bot exp 0.0563 0.0499

(0.0483) (0.0487)

Observations 539 538 539 533 539 539 532

Standard errors in parentheses.
∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

TABLE 3 Summary statistics of personality traits.

Trait N Mean Standard
deviation

Minimum Maximum α ω

Honesty-humility 539 3.567 0.598 1.5 5 0.70 0.62

Agreeableness 539 3.194 0.628 1.3 4.6 0.81 0.81

Openness 539 3.517 0.653 1.8 5 0.76 0.76

Extraversion 539 3.013 0.701 1 4.8 0.83 0.83

Observations 539

The effect of the identity of the counterpart is robust across all

the specifications including personality traits as controls (Models

8–12), with marginal effects consistently indicating that, even

controlling for personality traits, participants randomly assigned to

the bot condition are between 15% and 16% less likely to reciprocate

than participants in the human condition (see Table 4).

An analysis of the marginal effects from the probit models

suggests that, controlling for the experimental condition,

participants who exhibit one more point in the Honesty-Humility

scale are, on average, 11.5%more likely to cooperate, and those that

exhibit one more point in the Agreeableness scale are, on average,

6.8% more likely to show such reciprocity (see Table 4). The results

reveal that the personality traits that most affect the actions of the

trustee in a Trust Game between humans are also relevant in games

between humans and bots, although the proportions of variance

explained by the models are relatively low.

We also conduct moderation analysis to formally test whether

personality traits moderate the effect of the bot experimental

condition. Using a moderation-of-process design, we conduct

further regression analyses looking at the interactions between the

bot condition and each of the personality traits. The regressions,

which include the interaction terms together with the relevant main

effects of the experimental condition and the personality traits,

show that the estimated coefficients of all the interaction terms

are not statistically significant at conventional levels (Table 5). This

indicates that none of the personality traits moderate the effect of

the bot condition or, in other words, that none of the personality

traits play any different role in human-bot interactions compared

to human-human interactions.

E�ect of general attitudes towards AI on
reciprocity with human and machine
counterparts (H3)

There was reasonable variation also in the scores for the

GAAIS subscales, as also confirmed by good alpha and omega

coefficients for all the subscales [(Dunn et al., 2014; Hayes

and Coutts, 2020), see Supplementary Table A9 for descriptive
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TABLE 4 Marginal e�ects of relevant H2 models.

Model 1
(bot)

Model 8
(bot and
honesty-
humility)

Model 9
(bot and

agreeableness)

Model 10
(bot and
openness)

Model 11
(bot and

extraversion)

Model 12
(bot and all
controls)

Bot −0.156∗∗∗ −0.157∗∗∗ −0.152∗∗∗ −0.153∗∗∗ −0.159∗∗∗ −0.158∗∗∗

(0.0409) (0.0404) (0.0408) (0.0411) (0.0408) (0.0406)

Honesty-humility 0.115∗∗∗ 0.101∗∗

(0.0343) (0.0357)

Agreeableness 0.0676∗ 0.0535

(0.0336) (0.0355)

Openness 0.0192 0.00852

(0.0326) (0.0327)

Extraversion −0.0378 −0.0504

(0.0303) (0.0307)

Observations 539 539 539 539 539 539

Standard errors in parentheses.
∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

TABLE 5 Personality interaction e�ects (marginal e�ects).

Model 1
honesty-
humility

Model 2
agreeableness

Model 3
openness

Model 4
extraversion

Bot −0.369 0.00602 0.716 −0.640

(0.666) (0.569) (0.600) (0.484)

Honesty-Humility 0.304∗

(0.128)

Agreeableness 0.234

(0.122)

Openness 0.205

(0.118)

Extraversion −0.134

(0.108)

Bot X personality trait −0.0107 −0.125 −0.316 0.0773

(0.184) (0.175) (0.168) (0.156)

Constant −0.887 −0.560 −0.539 0.602

(0.460) (0.399) (0.428) (0.340)

Observations 539 539 539 539

Pseudo R2 0.0323 0.0240 0.0232 0.0204

Standard errors in parentheses.
∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

statistics]. A randomisation check confirmed a balance of

GAAIS scales between conditions (see Supplementary Table A10).

Supplementary Figures A14, A15 provide a visual summary of the

distribution of the GAAIS scales between the responses.

Correlation analysis between the subscales and the choice made

by the participants in the game (see Supplementary Table A11),

reveal negligible and not significant correlation between the

GAAIS subscales and the response of the participants. The

strong and significant correlation between the subscales themselves

was expected as the higher the score on each subscale, the

more positive the attitude (Schepman and Rodway, 2020). A

set of probit regression models (see Supplementary Table A13)

confirms that H3 was not supported by the data. The effect

of the identity of the counterpart is robust also across all the
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specifications including GAAIS scales as controls (Models 13–15

in Supplementary Table A13), with marginal effects consistently

indicating that, even controlling for them, participants randomly

assigned to the bot condition are about 15.5% less likely to

reciprocate than participants in the human condition. In robustness

checks reported in the Supplementary material, we also replicated

all the analyses using standardised scores of the GAAIS subscales,

finding substantially similar results to the ones reported above.

Discussion

The tendency to reciprocate shown by humans playing

economic games with other humans is well established. As wemove

towards a new age where interactions with AI are rewiring entire

sectors of the economy and the society, it is vital to understand

whether and how human-bot interaction differs from the findings

of human-human studies (Rahwan et al., 2019; March, 2021;

Chugunova and Sele, 2022). Over and above the debates about

what it means to be “fair” to bots (Ishowo-Oloko et al., 2019),

there are stark practical consequences to humans not trusting bots.

Machines which are both subject to reciprocal behaviour from

humans and capable of using such data to inform future behaviour

may learn to mimic such an approach in subsequent interactions

(Karpus et al., 2021). Such an outcome would inevitably reduce or

entirely dissipate the efficiency gains generated by introducing AI

in economic interactions. In this study we assess whether human

respondents reciprocate less towards bots than other humans, and

we explore the role of personality traits and attitudes towards AI.

Our first hypothesis (H1) was that participants would exhibit

a lower level of reciprocity with machine counterparts. Consistent

with recent studies, we confirm that people are more likely to

reciprocate a human counterpart than a bot counterpart when

playing the Trust Game. Our results thus contribute to the growing

pool of evidence that reveals a new framework of reference is

required when considering interactions between humans and bots.

While some have suggested machines may need to hide their non-

human identity for the sake of efficiency (Ishowo-Oloko et al.,

2019), this position is less than optimal in terms of transparency

and may end up leading to lower levels of reciprocity with other

humans if the identity of a counterpart is uncertain (Karpus et al.,

2021).

We expected that individual differences in personality traits,

in particular Agreeableness, Extraversion, Honesty-Humility and

Openness, would moderate the effect of the identity of the

player’s counterpart on the rate of reciprocation (H2). Our

hypothesis was mainly based on existing literature around human-

human interactions. While there was no significance in the

effect of Extraversion and Openness on the rate of reciprocation,

participants who exhibited higher levels of Honesty-Humility and,

to a lesser extent, Agreeableness were more likely to reciprocate

regardless of the identity of their counterpart. This result mirrors

the findings from studies of human-human interactions, where

Honesty-Humility andAgreeableness have been shown to contribute

to higher levels of reciprocity. However, and importantly, no

personality trait moderates the effect of interacting with a bot when

deciding to reciprocate. These findings around personality traits

might be used as a potentially helpful new lens through which to

investigate human-bot interactions.

The impact of personality traits on trustee behaviour in

our study complement the findings from Müller and Schwieren

(2020). As outlined above, the study, focusing on human-human

interactions, found no correlation between the behaviour of the

trustee and any personality factors from the FFM, with the authors

concluding that if players find themselves in a strong position,

personality factors do not explain behavioural differences. Instead

they concluded that it was the amount sent by the trustor that

predicted trustee behaviour. The experimental paradigm used by

Müller and Schwieren (2020) allowed participants to return a

range of amounts, which may perhaps explain the differences in

outcome. Participants in our study faced a stark binary decision

and we acknowledge that a paradigm which offers a higher degree

of granularity in returns may have yielded different results.

Personality traits are already considered significant in affecting

outcomes of social and economic interactions between humans

(Cobb-Clark and Schurer, 2012; Rustichini et al., 2016; Proto et al.,

2019; Sofianos, 2022). Given our findings, the personality traits

of users could be taken into account in developing more effective

interactions between humans and computers (Alves et al., 2020):

for example, researchers are considering how elements of a user

interface can be influenced by personality traits (Al-Samarraie

et al., 2018), with the aim of designing more personalised systems

that lead to more effective engagement from users. The findings

from our study could be used to inspire AI interaction design

that activates, or caters to, user traits of Honesty-Humility and

Agreeableness which may in turn promote reciprocity. While not

all potential users will have high levels of such traits, working with

those who do may create allies and ambassadors for the wider use

of bots.

Our final hypothesis was that general attitudes towards AI

would moderate the effect of the identity of the player’s counterpart

on the rate of reciprocity. Contrary to our expectations, this

hypothesis was not supported by the experimental data. It is

possible that while people do not hold general negative views

towards AI, theymay take the opportunity in themoment to exploit

AI despite their general beliefs.

We also acknowledge some limitations of our study.

First, we acknowledge that the combination of using the

asynchronous strategy method with the different and asymmetric

practical solutions employed to generate binary Trust Game offers

from the human and machine players 1, and to administer

their payments, makes our experimental procedure complex and

cumbersome. While participants were informed about the whole

procedure, it is possible that participants may have been confused

about the monetary consequences of their choices on both their

own payoffs and the payoffs for their matched player 1. If this

was the case, there may well be multiple interpretations of our

results. Although our preferred interpretation of the results is

differences in levels of reciprocity, there may be other factors at

play such as participants’ concerns about efficiency, social pressure,

or self-serving bias, as discussed in detail by Chugunova and Sele

(2022).

Further, the degree to which humans cooperate with machines

depends on the implementation of, and information about, payoffs
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for the machine (von Schenk et al., 2023; see more generally

also March, 2021). Using a Dictator Game and a Reciprocity

Game, von Schenk et al. (2023) ran a between-subjects study

manipulating the identity of the counterpart (human andmachine),

and the description of payoffs, including explanations that the

programmer of the algorithm or an independent third person

(token player) would keep payoffs earned by the machine, the

computer earning and keeping money itself, and providing no

information about payoffs. They found that people show signs of

reciprocity towards humans and towards machines where humans

(either the programmer or the token player) earn the payoffs,

but that this reciprocity falls aways when there are no human

beneficiaries or no information about the payoffs is provided.

The findings regarding lower reciprocity towards machines in our

study may have been affected by our payoff instructions that are

similar to the “no information” condition in von Schenk et al.

(2023). Our study contributes to this evidence by documenting

that personality traits do not moderate the impact of the machine

identity counterpart in a Trust Game. Further studies are needed to

fully investigate the impact of personality traits across the various

payoff conditions used by von Schenk et al. (2023).

As noted above, like many other studies on economic games

and most online experiments, we have used a pool of participants

from a western developed country. Given there are undoubtedly

cultural and societal factors which influence trust and reciprocity

both more generally (Bohnet et al., 2008; Fehr, 2009) and in the

context of economic games more specifically (Henrich et al., 2005),

and given the global proliferation of AI, this presents a significant

limitation to the generalisability of the findings. A future series

of experiments should consider replication of the study using

participant pools that are culturally distant (Muthukrishna et al.,

2020; Banerjee et al., 2021) from the present sample.

We consider only the outcome of a specific economic game, the

Trust Game, and indeed only the actions of humans acting as the

second player. Although Karpus et al. (2021) have used a range of

games to test the outcome of identity on the rate of cooperation

and reciprocity, there is further work to be done to assess the

impact of personality traits on such outcomes. For example, while

Honesty-Humility has been shown to promote active cooperation,

Agreeableness is instead the tendency towards reactive cooperation

and therefore may manifests itself as non-retaliation (Hilbig et al.,

2013). The impact of such traits on cooperation may therefore be

different, especially in repeated games (Al-Ubaydli et al., 2016).

Indeed, while we focused on a one-shot interaction without

communication, it is likely that there will be richer interactions

with bot counterparts in real life situations which involve multiple

interactions or longer-term engagements (Crandall et al., 2018).

The use of different sequential moves games such as the ultimatum

game would allow for testing similar hypotheses also for negative

reciprocity—that is, punishment of uncooperative behaviour. The

research on the role of personality traits in experimental ultimatum

games among human-human participants is mixed, and, together

with existing findings fromhuman-bots ultimatum games, provides

an intriguing area for further exploration for human-machine

interactions (Perugini et al., 2003; Lee and Ashton, 2012; Sandoval

et al., 2016; Zhao et al., 2016; de Melo et al., 2019).

Finally, there is currently debate on whether, and to which

extent, experimental social preferences games predict real-life social

behaviours (Galizzi and Navarro-Martinez, 2019). To try to address

this external validity question, we conducted this study online, in

the same environment where one expects a bot encounter to take

place in the real world. However, it is fair to acknowledge that

the scenario was still heavily controlled and stylised. To consider

whether the outcomes regarding reciprocity manifest in real-

world scenarios, it would be helpful to next design a natural field

experiment where different groups of participants are observed

while naturally interacting with bots (Harrison and List, 2004). For

example, a participant may be asked to deal or work with a chatbot

to complete a series of additional tasks (Følstad et al., 2021).

Themost innovative finding from our study is the evidence that

personality traits are just as much a factor in influencing reciprocity

between human-bot counterparts as they are in human-human

settings. Personality traits do not affect reciprocity differently

when interacting with a bot compared to another human partner.

This study breaks new ground by extending the outcomes of

the human-human-focused literature into the growing field of

human-machine interaction, adding the personality traits as a

new lens through which to view reciprocity with bots. This

new finding is critical to our understanding of human-bot

interaction in the real world, with implications for human-robot

interaction design.

Our paper creates the foundation for a series of further

research. In the field of human-robot interaction, researchers are

already investigating human perceptions of, and engagements with,

embodied robots, both more generally (Zörner et al., 2021) and

as across cultures (Haring et al., 2014). With personality playing

such a large role in how humans interact with bots (Robert et al.,

2020; Paetzel-Prüsmann et al., 2021), it would be interesting to see

whether the outcomes of the present study differ when humans

play against embodied robots. If the Fourth Industrial Revolution

is truly upon us, the work to understand the underlying basis for

human-bot reciprocity is just beginning.
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