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Significance

Using experiments involves leeway 
in choosing one out of many 
possible experimental designs. 
This choice constitutes a source of 
uncertainty in estimating the 
underlying effect size which is not 
incorporated into common 
research practices. This study 
presents the results of a crowd-
sourced project in which 45 
independent teams implemented 
research designs to address the 
same research question: Does 
competition affect moral behavior? 
We find a small adverse effect of 
competition on moral behavior in 
a meta-analysis involving 18,123 
experimental participants. 
Importantly, however, the variation 
in effect size estimates across the 
45 designs is substantially larger 
than the variation expected due to 
sampling errors. This “design 
heterogeneity” highlights that the 
generalizability and 
informativeness of individual 
experimental designs are limited.
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Does competition affect moral behavior? This fundamental question has been 
debated among leading scholars for centuries, and more recently, it has been tested 
in experimental studies yielding a body of rather inconclusive empirical evidence. 
A potential source of ambivalent empirical results on the same hypothesis is design 
heterogeneity—variation in true effect sizes across various reasonable experimental 
research protocols. To provide further evidence on whether competition affects moral 
behavior and to examine whether the generalizability of a single experimental study 
is jeopardized by design heterogeneity, we invited independent research teams to 
contribute experimental designs to a crowd-sourced project. In a large-scale online 
data collection, 18,123 experimental participants were randomly allocated to 45 
randomly selected experimental designs out of 95 submitted designs. We find a small 
adverse effect of competition on moral behavior in a meta-analysis of the pooled 
data. The crowd-sourced design of our study allows for a clean identification and 
estimation of the variation in effect sizes above and beyond what could be expected 
due to sampling variance. We find substantial design heterogeneity—estimated to 
be about 1.6 times as large as the average standard error of effect size estimates of 
the 45 research designs—indicating that the informativeness and generalizability of 
results based on a single experimental design are limited. Drawing strong conclusions 
about the underlying hypotheses in the presence of substantive design heterogeneity 
requires moving toward much larger data collections on various experimental designs 
testing the same hypothesis.

competition | moral behavior | metascience | generalizability | experimental design

Does competition erode, promote, or not affect moral behavior? This fundamental ques-
tion has been debated since the early history of modern economics and in the social 
sciences in general. Adam Smith argued that markets, which are inherently competitive, 
would have a civilizing effect on participants’ behavior (1, 2). In line with this, some 
modern-day scholars argue that markets may reduce conflict and violence (3), enhance 
morality, and induce trust and prosocial behavior (4–6). In contrast, Karl Marx (7) and 
Thorstein Veblen (8) expected market activity to be inherently alienating and cause ills 
such as dishonesty, bringing out the worst in human beings. Also today, some economists 
argue that competitive pressure may create strong incentives for unethical practices (like 
child labor, tax evasion, or corruption) and undermine moral values per se by crowding 
out social norms (9, 10).

Recently, this debate has been taken to the laboratory, where controlled experiments 
promise causal inference. In a seminal study, more participants were willing to give up 
money for preventing the death of a mouse when making decisions individually than 
when competing in markets (11). However, follow-up studies, relying on alternative 
designs, question the robustness and interpretation of this finding and provide inconclusive 
evidence on the interplay of competitive markets and moral behavior (12–16). In addition, 
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studying the impact of competition on behavior, particularly on 
prosocial and moral aspects, has gained growing attention in a 
variety of disciplines such as management, psychology, organiza-
tional studies, and sociology (17, 18).

The previous literature points to two main challenges in testing 
if competition affects moral behavior: how to experimentally 
implement competition and how to measure whether observed 
behavior is moral? As there are multiple valid approaches to 
address both issues, we implemented a crowd-sourced research 
program (19). We invited research teams (RTs) to independently 
design and implement an online experiment with one competition 
and one control condition. We left it to the RTs how to opera-
tionalize competition and how to elicit and assess moral behavior, 
but they were required to use an “experimental economics proto-
col” with monetary incentives and no deception (20). After screen-
ing the initial applications based on our preregistered inclusion 
criteria, 102 RTs were invited to submit a research design, 95 RTs 
submitted a research design, of which 50 RTs were randomly 
selected to participate in the study, and of which, 45 RTs delivered 
the experimental software and were thus included in the data 
collection. Participants in the experiments were randomly assigned 
to one of the 45 × 2 experimental treatments, and 18,123 com-
pleted observations (about 400 per design) were collected via 
Prolific in January 2022. The average age of the Prolific partici-
pants who completed the experiment was 32.5 y (sd = 12.3), and 
55.5% were female. Of the participants, 32.5% were from the 
United Kingdom, 15.1% from the United States, and 11.7% from 
South Africa. The average Prolific approval rate of the participants 
was 99.5 (sd = 1.0), and English is the first language for 48.1% of 
the sample. Of the participants, 34.4% are fully employed, and 
39.2% are students. We do not find evidence of systematic differ-
ences in individual characteristics of the participants who com-
pleted the experiment across the 45 research designs (see the 
Materials and Methods section and SI Appendix, Fig. S1 for details).

The research design underlying our study allows us to accom-
plish two important goals. First, we can estimate a meta-analytic 
effect size across 45 experimental designs—proposed by 45 inde-
pendent RTs around the globe—that is free from p-hacking, pub-
lication bias, and “hypothesizing after results are known” 
(HARKing) (21). Relying on common research practices, accu-
mulating 45 studies on the same research question would likely 
take several years, and the resulting sample of studies would poten-
tially be biased due to questionable research practices and the file 
drawer problem (21). Second, the methodology of our study 
allows us to isolate the effect of design heterogeneity—the varia-
tion in the true effect size across experimental designs—and to 
estimate its magnitude and to assess its practical relevance. Design 
heterogeneity is a fundamental methodological concept with 
immediate implications for the generalizability of experimental 
results, but it has attracted limited attention in the existing liter-
ature (22). Particularly, design heterogeneity constitutes an addi-
tional layer of uncertainty in the estimation of the effect size that 
is not considered by statistical inference practices, and that is 
inversely related to the generalizability of experimental findings, 
i.e., high design heterogeneity implies low generalizability.

Results

Our hypotheses and tests follow a detailed preanalysis plan (PAP) 
registered prior to starting the data collection (osf.io/r6anc). 
During the review process, the editor and two anonymous review-
ers suggested additional exploratory analyses and robustness tests; 
we are grateful for the suggested amendments. All paragraph head-
ings clearly indicate whether or not the corresponding analyses were 

preregistered. As preregistered, we use the threshold of P < 0.005 
for “statistically significant evidence” and P < 0.05 for “suggestive 
evidence” (23).

Meta-Analytic Effect Size (Preregistered). Our first primary 
hypothesis is that competition affects moral behavior. This hypothesis 
is not directional, as different scholars have argued for both a negative 
and a positive effect of competition on moral behavior, and the 
existing empirical literature is also inconclusive about whether the 
eventual effect of competition is positive or negative. We test this 
hypothesis using the pooled evidence of the 45 crowd-sourced 
research designs and analyze the data using two analytic approaches 
(A and B). In analytic approach A, the meta-analytic effect size and its 
standard error are based on the analyses preregistered by the RTs. In 
analytic approach B, we standardize the analyses across RTs to avoid 
any variation across designs due to different analytical decisions.

Fig. 1 shows the effect sizes and the 95% confidence interval 
of the 45 experimental designs (see SI Appendix, Tables S1 and S2 
for details) and the meta-analytic effect size (24) based on a 
random-effects model. The meta-analytic effect size in Cohen’s d 
units is −0.085 (95% CI [−0.147, −0.022], P = 0.008) for analytic 
approach A and −0.086 (95% CI [−0.144, −0.027], P = 0.004) 
for analytic approach B. We thus find suggestive evidence for a 
negative effect of competition on moral behavior for analytic 
approach A and statistically significant evidence for analytic 
approach B. Yet, for both analytical approaches, the magnitude 
of the effect turns out to be small.

Design Heterogeneity (Preregistered). Our second primary 
hypothesis is that effect size estimates vary across research designs 
over and above the variation expected from pure sampling 
variation (i.e., the within-study variance). We refer to this kind 
of heterogeneity in effect sizes as “design heterogeneity,” and it is 
measured as the between-study variance in true effect sizes across the 
experimental designs in the random-effects meta-analysis. Previous 
work has documented low to moderate heterogeneity in effect 
sizes across populations (25–27) and substantial heterogeneity in 
effect sizes across analytical decisions (28–31); however, for design 
heterogeneity, systematic evidence is scarce (22). We eliminate 
population heterogeneity by randomly allocating participants 
to different designs, and we preempt analytical heterogeneity by 
standardizing the analyses across designs in analytic approach 
B. Thus, by design, any variation not attributable to sampling 
variation (i.e., a study’s SE) is due to design heterogeneity.

Based on Cochran’s Q tests, we find statistically significant het-
erogeneity for both analytic approach A (Q(44) = 181.1, P < 0.001) 
and analytic approach B (Q(44) = 161.5, P < 0.001). The hetero-
geneity measured in a random-effects meta-analysis reflects varia-
tion in true effect sizes across studies (between-study variance), 
which cannot be explained by random error (within-study variance) 
(32). As analytic approach B removes other sources of heterogeneity, 
our results provide strong evidence of design heterogeneity, i.e., 
that the true effect sizes vary across the 45 experimental designs 
above and beyond the variation that would be expected due to 
chance alone. According to the estimated I2 for analytic approach 
B, 72.8% (95% CI [64.8, 85.8]) of the variation in results across 
research designs is attributable to design heterogeneity; the corre-
sponding result for analytic approach A is 75.7% (95% CI [66.2, 
86.0]). A limitation of the I2 measure is that it depends on how 
precisely the effect size is estimated for each individual research 
design; the larger the sample size per research design, the larger the 
share of the variation explained by heterogeneity. The estimated τ, 
which is our preferred measure for quantifying heterogeneity, 
implies that the standard deviation of the true effect size across D
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research designs is 0.185 (95% CI [0.147, 0.259]) and 0.169 (95% 
CI [0.140, 0.254]) for analytic approaches A and B, respectively. 
This is 69% larger than the average sampling standard error of the 
individual designs for analytic approach A and 57% larger than the 
average sampling standard error for analytic approach B.

Moderating Effects of Research Quality (Preregistered). We 
also test two secondary hypotheses related to the quality of the 
research designs. Before the data collection, each RT anonymously 
assessed the quality of ten other experimental designs on a 0 to 10 
scale. The average rated quality is 6.0 (sd = 1.0, n = 45). Our first 
secondary hypothesis is that the effect sizes vary systematically with 
the average quality ratings. In Fig. 2, we plot the estimated effect 

sizes of the 45 designs against the average (demeaned) quality 
assessments. Fig. 2 reveals no evident pattern between effect size 
estimates and quality ratings, which is confirmed by formally testing 
this hypothesis in a meta-regression. In secondary hypothesis 2, 
we test whether there is heterogeneity in the estimated effect sizes 
across research designs after controlling for the rated quality. As 
the quality ratings do virtually not explain any of the variation 
in effect sizes, heterogeneity remains statistically significant for 
both analytic approaches (see SI Appendix, section S3 for details).

Exploratory and Robustness Analyses (Preregistered). We also 
estimate the meta-analytic effect and the heterogeneity measures 
for the 50% of experimental designs with the highest rated quality 

Fig. 1. Forest plot of meta-analytic results. (A) Plotted are the point estimates and the 95% CIs of the effect sizes in the 45 experimental designs and a random-
effects meta-analysis for analytic approach A (in Cohen’s d units). There is statistically significant evidence (P < 0.005) of a negative effect of competition on 
moral behavior in four of the individual designs and suggestive evidence (P < 0.05) in four additional designs, and there is statistically significant evidence  
(P < 0.005) of a positive effect of competition on moral behavior in one of the individual designs and suggestive evidence (P < 0.05) in one additional design. 
There is suggestive evidence of an adverse effect of competition on moral behavior in the meta-analysis (d = −0.085, 95% CI [−0.147, −0.022], P = 0.008). (B) 
Plotted are the point estimates and the 95% CIs of the effect sizes in the 45 experimental designs and a random-effects meta-analysis for analytic approach B (in 
Cohen’s d units). There is statistically significant evidence (P < 0.005) of a negative effect of competition on moral behavior in four of the individual designs and 
suggestive evidence (P < 0.05) in three additional designs, and there is statistically significant evidence (P < 0.005) of a positive effect of competition on moral 
behavior in one of the individual designs and suggestive evidence (P < 0.05) in one additional design. There is statistically significant evidence of an adverse 
effect of competition on moral behavior in the meta-analysis (d = −0.086, 95% CI [−0.144, −0.027], P = 0.004).
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and the 50% of designs with the lowest rated quality (SI Appendix, 
Fig. S2). There is suggestive evidence of a negative meta-analytic 
effect size in the bottom 50% of designs but not in the top 50% 
of designs. While the heterogeneity is statistically significant in the 
bottom 50% of designs, evidence of heterogeneity in the top 50% 
of designs is suggestive (see SI Appendix, section S3 for details).

We also conduct an exploratory analysis using a third analytic 
approach and a robustness test with clustering on the batch vari-
able (subjects were randomized in batches of four participants to 
the 45 × 2 = 90 experimental treatments). These analyses yield 
very similar results to the ones above; see SI Appendix, section S3 
and Tables S3 and S4.

Moderating Effect of Common Design Choices (Not 
Preregistered). An interesting question is whether (part of ) the 
heterogeneity in effect sizes is systematically driven by certain 
features of the experimental designs. Yet it is not straightforward 
to formally address this question as no two experimental designs 
model competition and moral behavior exactly the same way. 
To venture a step in testing this conjecture, we code the 45 
experimental designs along three variables, capturing potentially 
important characteristics of the research designs. The first 
variable divides the conceptualization of moral behavior into four 
categories: i) donations to charity (n = 9), ii) generosity to other 
participants (n = 9), iii) cheating/deception (n = 23), and iv) “other 
designs” that cannot be classified into any of the other three groups  
(n = 4). Two more variables concern the operationalization of the 
competition intervention: The first one captures whether or not 
there is a monetary incentive in the competition in that winning 
(or the rank in) the competition affects the monetary payment 
of the participant (“yes”: n = 35; “no”: n = 10); the second one 
identifies whether or not the competition is directly linked to 
moral behavior, i.e., whether the moral behavior as conceptualized 
by the teams affects the likelihood of winning (or the rank in) the 
competition (yes: n = 26; no: n = 19). The coding of the 45 designs 
along these three dimensions is shown in SI Appendix, Table S5; 
thorough descriptions of all experimental designs are provided in 
the RTs’ preregistrations, available at osf.io/r6anc.

To illustrate the variability in the conceptualization of moral 
behavior and the operationalization of competition, we exemplify 
the coding based on three examples. In design ACH91, participants 

solve as many matrices as possible in 5 min. They receive £0.10 
per self-reported correct answer in both the control and the com-
petition treatment, but in the competition treatment, participants 
get paid an additional £0.70 bonus if they report solving more 
matrices than another randomly selected participant. (Im)moral 
behavior is measured as the difference between self-reported and 
actual performance, coded as “cheating/deception” for the concep-
tualization of moral behavior, as yes on monetary incentives in the 
competition, and as yes on the moral behavior affecting the likeli-
hood of winning the competition. The design ICP06 involves two 
stages. In the first stage, participants carry out a real effort task 
(positioning sliders at the midpoint). While there is no incentive 
in the control condition, the participant solving most sliders in a 
group of 25 players wins a £10 bonus in the competition condition. 
In the second stage, participants decide how much of £0.50 to 
donate to a charity and how much to keep for themselves, consti-
tuting the measure of moral behavior. This design is coded as 
“donations to charity” for the conceptualization of moral behavior, 
as yes on monetary incentives, and as no on moral behavior affect-
ing the likelihood of winning the competition. The design BDQ29 
also involves two stages. In the first stage, participants are matched 
in groups of four and participate in a real-effort task (encoding 
words into numbers for 5 min). In the competition treatment, 
participants receive symbolic medals based on their performance 
rank in their group, whereas in the control treatment, participants 
do not get any feedback on their performance or rank. In the 
second stage, all four players receive a 100 Taler endowment (equiv-
alent to £0.75) and can increase or decrease the endowment of 
other group members by up to 30 Taler at a cost of one Taler. The 
average “transfer” to other players serves as the measure of moral 
behavior. This design is coded as “generosity to other players” for 
the conceptualization of moral behavior, as no on monetary incen-
tives, and as no on moral behavior affecting the likelihood of win-
ning the competition.

We estimate meta-regressions with the three design variables 
as moderators; the results are reported in SI Appendix, Table S6. 
The predicted meta-analytic effect sizes in different experimental 
design sub-groups based on the meta-regressions for analytic 
approaches A and B are depicted in Fig. 3. The three design vari-
ables are not jointly statistically significant (analytic approach A: 
χ2(5) = 7.755, P = 0.170; analytic approach B: χ2(5) = 9.312, P = 

Fig. 2. Relationship between effect sizes and experimental design quality. (A) Plotted are the 45 estimated effect sizes in analytic approach A over the average 
(demeaned) quality ratings of the experimental designs. The linear relationship between the two variables estimated using a meta-regression is also plotted 
together with its 95% CI, revealing no systematic relationship (b = 0.033, se = 0.033, P = 0.316; R2 = 0.000). (B) Plotted are the 45 estimated effect sizes in analytic 
approach B over the average (demeaned) quality ratings of the experimental designs. The linear relationship between the two variables estimated using a meta-
regression is also plotted together with its 95% CI, revealing no systematic relationship (b = 0.034, se = 0.031, P = 0.269; R2 = 0.000).
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0.097), and they explain only 3.1% and 6.4% of the heterogeneity 
in analytic approaches A and B, respectively. The heterogeneity 
after controlling for the three design variables (τ = 0.182 in A;  
τ = 0.163 in B) is statistically significant for both analytic approach 
A (Q(39) = 156.9, P < 0.001) and analytic approach B (Q(39) = 
136.0, P < 0.001) and comparable in magnitude to the main 
results reported above. There is suggestive evidence for the joint 
significance of the three moral behavior variable coefficients for 
analytic approach B (χ2(3) = 8.120, P = 0.044), but not for ana-
lytic approach A (χ2(3) = 6.869, P = 0.076). Joint tests of the two 
variables capturing different conceptualizations of competition 
result in p values exceeding the 5% suggestive evidence threshold 
for both analytic approach A (χ2(2) = 1.074, P = 0.585) and 
analytic approach B (χ2(2) = 1.373, P = 0.503). Overall, the 
design variables explain little of the heterogeneity, and we find no 
strong evidence for systematic variation in meta-analytic effects 
attributable to these three design characteristics. However, it 
should be noted that the statistical power is limited for detecting 
differences between subgroups of designs.

The three design variables explain 6.4% of the variation in 
design heterogeneity according to the above estimate for analytic 
approach B, which implies that the remaining design heterogeneity 
is explained by other design choices (“hidden moderator variables”) 
and/or interactions among the three modeled moderator variables. 
That the three modeled design choice variables only explain 6.4% 
of the design heterogeneity is not surprising. An interesting exam-
ple to illustrate this point is the recent study by Breznau et al. (33). 
They conduct a multianalyst study where different RTs test the 
same hypothesis using the same data, but where the analysis can 

vary across RTs. That is, they study the heterogeneity in effect sizes 
due to analytical variation across RTs (while holding other sources 
of variation constant as the same dataset is used by all analysts). 
In coding ex-post a large number of analytical decisions made by 
analysts, Breznau et al. (33) report that only 2.6% of the variation 
in effect sizes can be explained by the coded analytical choices in 
their “prediction model.” They furthermore simulate the distribu-
tion of effect sizes based on 23 analytical decisions, yielding 2,304 
unique analysis paths. They then estimate how much of the result-
ing simulated variation can be explained in prediction models 
utilizing the 23 analytical choice variables. They manage to explain 
at most 16% of the overall (simulated) variation with these 23 
variables, although they—by definition—characterize 100% of 
the variation (as these variables were the only ones used to simulate 
the effect size distribution). The difference in explanatory power 
between 16% and 100% is due to nontrivial interactions between 
the 23 variables that can hardly be modeled. This illustrates the 
difficulty of predicting variation even if the included moderator 
variables account for 100% of the variation. The difference between 
the explanatory power of 2.6% in the actual data and the explan-
atory power of 16% in the simulated data also illustrates the diffi-
culty of coding and measuring all relevant analytical decisions ex 
post (a similar challenge as trying to code and measure all the 
relevant design decisions ex post in our study). Further work is 
needed to establish which design features are crucial to explain 
between-study variation attributable to the variation in experimen-
tal designs. To study moderation effects, a research design in which 
different design variables are systematically varied while holding 
all other design aspects constant (rather than relying on the “nat-
ural” design variation as in the present study) would be more 
appropriate.

Attrition Analysis (Not Preregistered). Zhou and Fishbach (34) 
raised the important issue of selection bias due to attrition in 
online studies. To examine whether our results are affected by a 
potential attrition bias, we test whether the attrition—measured 
as the fraction of participants that started the experiment but did 
not complete it—differs between the two conditions. Particularly, 
we estimate a probit regression for each of the 45 designs with 
attrition as a function of a treatment indicator, clustering SEs 
on the batch randomization variable (to take into account that 
dropouts in a group design may imply that other group members 
cannot complete the experiment). These results are reported in 
SI Appendix, Table S7. The average attrition rate of 7.9% in the 
competition treatment and 8.6% in the control treatment do not 
differ statistically significantly between the treatments (paired t 
test: t(44) = 0.891, P  = 0.378, n = 45). On average, attrition 
rates are quite low, but there is some variation across the designs 
with sizable fractions of dropouts in some designs. Among the 45 
designs, there is a statistically significant difference (P < 0.005) 
in attrition for two designs and suggestive evidence (P < 0.05) 
of a difference in two designs; but note that we would expect 
to observe suggestive evidence for 2.25 designs by chance in 45 
independent tests if the null hypothesis of no systematic attrition 
between treatments would be true.

To investigate whether designs involving systematically different 
attrition rates between treatments affect our overall conclusions, we 
carry out a meta-regression on an indicator variable for the four 
designs with statistically significant or suggestive evidence of a differ-
ence in attrition; the results are reported in SI Appendix, Table S8. 
The coefficient in the meta-regression is –0.276 (P = 0.010) for ana-
lytic approach A and –0.260 (P = 0.014) for analytic approach B, 
explaining 23.6% of the variation in A and 17.2% of the variation 
in B. The residual heterogeneity after controlling for the attrition 

Fig. 3. Predicted meta-analytic effect sizes in different experimental design 
sub-groups. (A) Plotted are the predicted values and 95% CIs of the meta-
analytic effect size for analytic approach A, for the different conceptualizations 
of moral behavior and the different operationalizations of the competition 
intervention. The predicted values are based on the meta-regression tabulated 
in SI Appendix, Table S6, and the prediction for each design variable is carried 
out at the mean of the other design variables. *P  < 0.05, **P  < 0.005. (B) 
Plotted are the predicted values and 95% CIs of the meta-analytic effect size 
for analytic approach B, for the different conceptualizations of moral behavior 
and the different operationalizations of the competition intervention. The 
predicted values are based on the meta-regression tabulated in SI Appendix, 
Table S6, and the prediction for each design variable is carried out at the mean 
of the other design variables. *P < 0.05, **P < 0.005.
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dummy variable is still statistically significant (analytic approach A: 
τ = 0.162; I2 = 70.4%; Q(43) = 145.4; P < 0.001; analytic approach 
B: τ = 0.153; I2 = 68.9%; Q(43) = 138.4; P < 0.001). The meta-analytic 
effect size for the remaining 41 effect sizes (as predicted by the 
meta-regression) is –0.063 (P = 0.030) for analytic approach A and 
–0.066 (P = 0.029) for analytic approach B, i.e., there is suggestive 
evidence of a negative effect of competition on moral behavior among 
these 41 designs. These analyses suggest low attrition overall but indi-
cate that differences in attrition rates may have been an issue for a few 
designs, potentially inflating the mean effect size and the heterogeneity 
somewhat.

Limitations. Even though our study is broad, involving multiple 
RTs and experimental designs, it also has important limitations. 
An obvious constraint is that we only include experimental 
designs implementable in online data collections. We cannot 
rule out that alternative designs implementable in the laboratory 
and/or the field would yield systematically different effect sizes 
or that effect sizes would differ for the same designs in online 
and laboratory settings. The more controlled environment in the 
laboratory may also increase standardized effect sizes by reducing 
the sample variance in the data. Only including online designs 
may have reduced the design heterogeneity compared to if we 
had also included laboratory and field experiments, but that is 
an issue to be addressed in future work. Moreover, restricting 
designs to online settings implies that participants were competing 
with strangers rather than with someone they knew, which could 
affect how much they care about the outcome of the competition. 
Attrition is also more of a problem for online experiments than in 
lab and field experiments. Furthermore, participants were English 
speakers recruited via the Prolific subject pool (which potentially 
involves self-selection effects), and our sample is dominated by 
a relatively small number of countries; we cannot rule out that 
results vary across populations. These design constraints limit the 
generalizability of our results, and especially, the meta-analytic 
effect size should be interpreted cautiously. Our relatively restrictive 
inclusion criteria for the permissible experimental designs may also 
imply that we underestimate the design heterogeneity compared 
to the existing literature investigating this research question.

Discussion

In summary, we find an adverse effect of competition on moral 
behavior in the meta-analysis pooling results across the 45 exper-
imental designs. The results are similar for analytic approaches A 
and B, although the evidence is statistically significant (p < 0.005) 
for B and suggestive (P < 0.05) for A. The estimated negative 
effect size is quite small with a Cohen’s d of about 0.1 [a Cohen’s 
d of 0.2 is typically considered a small effect size (35)]. Moreover, 
we find strong evidence for substantial design heterogeneity. 
Landy et al. (22) also estimated the heterogeneity across experi-
mental designs for five hypotheses in psychology observing even 
larger heterogeneity (the average τ for the four hypotheses report-
ing effect sizes in Cohen’s d units was about 0.4). Both Landy 
et al. (22) and our study collected the data online (although using 
different online platforms), but there are several dimensions in 
which the two studies differ: the hypotheses tested, the recruit-
ment of RTs, the standardization of the analysis across designs, 
and requirements imposed on the crowd-sourced experimental 
designs. A priori it would be expected that imposing some stand-
ardization of the experimental designs, such as requiring an 
“experimental economics protocol” for all designs, would lower 
heterogeneity, but this needs to be systematically examined in 
future studies.

How broadly to define the research question is an important 
decision to make in any study, particularly in meta-analyses. The 
scope for variation in experimental designs, and thus the scope 
for identifying design heterogeneity, is codetermined by the par-
ticular research question chosen. The research question raised in 
our study has been inspired by a longstanding debate in the liter-
ature, and the particular phrasing has been guided by the phrasing 
used in recent experimental contributions. For instance, Falk and 
Szech (11) formulate their research question as “does market inter-
action erode moral values?”—a similarly broad phrasing as we use. 
They do not phrase their research question as “does participating 
in a double-auction market make participants more likely to kill 
a mouse?”, but they use a very specific study design to draw con-
clusions as to a hypothesis involving broad concepts. Similar 
broadly phrased research questions have been raised in follow-up 
studies (12–16, 36–38), all of which use an idiosyncratic research 
design to draw conclusions about a generic hypothesis. The vari-
ation in experimental designs—and thus the scope for design 
heterogeneity—is likely to be larger in the previous literature test-
ing comparably generic hypotheses, as the designs in our study 
were restricted along several dimensions (as discussed above). 
Ultimately, the answer to the question of how broadly to define 
the research question depends on what hypotheses we want our 
study designs to be informative about. To test whether and to 
which extent design heterogeneity varies with the broadness of 
the research question is an important question for further research. 
Yet, as highlighted by our study, neglecting the uncertainty due 
to variation in compatible study designs implies that the informa-
tiveness and conclusiveness of experimental findings based on a 
particular research design might be vastly overstated.

The substantive design heterogeneity in our study reveals that 
generalizability based on single research designs can be limited 
(39–41). To illustrate this, Fig. 4 plots the expected distribution 
of effect sizes of randomly implementing one of the 45 designs. 
Taking into account the uncertainty associated with the choice of 
an experimental design—which is not incorporated into standard 
statistical testing—results in a wide 95% CI of [−0.477, 0.308], 
illustrating that a single design is largely uninformative about 
whether or not the underlying hypothesis is supported. The aver-
age sample standard error for our 45 designs is σ = 0.108, which 
approximately doubles if our estimated design heterogeneity is 
added (√(σ2 + τ2) = 0.200). The estimated τ of 0.169 also provides 
a lower bound of the standard error of a single study when the 
sampling variance converges to zero (i.e., for very large sample 
sizes). This implies a lower bound of the 95% CI of [−0.415, 
0.246] and that a single-design study can at most reach 80% power 
to detect an effect size of 0.393 at the 0.5% level and 0.302 at the 
5% level. To increase statistical power and to obtain more reliable 
scientific evidence, researchers would need to conduct studies 
based on multiple designs pooled in a meta-analysis. An essential 
advantage of such prospective meta-analyses is that selective 
reporting and publication bias, threatening the validity of standard 
meta-analyses, can be avoided. Moreover, the process of knowledge 
generation can be sped up by collecting data for many experimen-
tal designs in a single study, whereas it may otherwise take years 
to accumulate this amount of evidence. Our findings provide an 
argument for moving toward much larger data collections and 
more team science to improve the informativeness and generaliz-
ability of experimental research in the social sciences.

Materials and Methods

We invited RTs to contribute experimental research designs on the ques-
tion “Does competition affect moral behavior?” The goal was i) to estimate D
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a meta-analytic effect size based on a large pool of research designs to test 
whether competition affects moral behavior and ii) to estimate to what extent 
the estimated effect size varies across alternative experimental designs. 
Contributing RTs proposed an experimental design and programmed their 
experiment; the data were collected by the project coordinators in one large 
online data collection at Prolific (www.prolific.co) with randomization to the 
different experimental designs.

Prior to starting the data collection, we preregistered a detailed PAP for the 
project and filed the 45 PAPs submitted by RTs (osf.io/r6anc). In SI Appendix, 
section S4, we detail any unforeseen decisions made after the preregistration, 
and we explicitly mention any deviations from the PAP in the main text. The 
preregistered hypotheses and tests were divided into four categories: i) primary 
hypotheses, ii) secondary hypotheses, iii) exploratory analyses, and iv) robust-
ness tests. See SI Appendix, section S3, for more details about the hypotheses 
and tests. In all hypothesis tests, we used the preregistered thresholds of P < 
0.005 proposed by Benjamin et al. (24) for “statistically significant” evidence and  
P < 0.05 for “suggestive” evidence. All the tests are based on two-sided P values.

All the experimental designs as well as the overall project received IRB approval 
from the University of Innsbruck (Certificate of good standing, 36/2021 for the 
overall project, and Certificate of good standing, 59/2021 for the 45 individual 
designs which were randomly selected for implementation). All participants in the 
Prolific data collection gave informed consent to participate. Below we describe our 
methods and in some cases refer to the SI Appendix or the PAP for further details.

RTs and Experimental Design Requirements. Participating RTs were required 
to design (and later program) an experiment with one competition and one con-
trol treatment to be administered online via Prolific with a total sample size of  
n = 400 participants for each design/experiment. Designs had to be implemented 
in a between-subjects setting (with, in expectation, equally sized control and 
treatment groups of n = 200 each). The rationale for having a sample size of at 
least 400 per study design was guided by both statistical and economic consid-
erations. First, as we planned to have a sample of 50 RTs, we needed to make 
sure that the overall study was affordable in terms of resources (i.e., subject pool 
availability on Prolific and monetary incentives). With 50 study designs à 400 

participants, we required a total sample of 20,000 participants, which we deemed 
feasible along both dimensions. Second, a sample of n = 400 is sufficiently 
large to obtain reasonable statistical power to detect small to medium effect sizes 
in terms of Cohen’s d units for each study design in the sample. Assuming an 
independent-samples t test, with n1 = n2 = 200, gives us 90% power to detect 
an effect size of d = 0.411 and d = 0.324 at the 0.5% and the 5% significance 
thresholds. Note, however, that the main objectives of the project were to esti-
mate the meta-analytic effect size after pooling the data from the different study 
designs and to estimate the heterogeneity in results across study designs. The 
question of whether an individual study design yields a significant result was of 
minor importance to our main analysis and will only enter in terms of descriptive 
statistics of the fraction of designs with significant effects.

RTs were required to define a clear outcome measure of moral behavior in 
both treatments and a clear treatment intervention inducing competition, as 
well as to use monetary incentives. In the control treatment, moral behavior is 
measured without competition. In the competition treatment, moral behavior is 
measured under competition. All designs of all RTs specifically had to adhere to 
the following design conditions:

»Experimental participants must not be deceived at any time.
»�The experiment must be based on a between-subjects treatment variation. 
Participants’ anonymity regarding who is interacting with whom must be 
preserved throughout the experiment.

»T�he experimental design may not involve measurements of physical state 
(e.g., saliva samples and blood samples) and may not involve the risk of 
physical or psychological harm.

»�The experiment must provide clear information to subjects regarding the 
experiment’s duration, repetitions, interactions, and random processes (e.g., 
lotteries) that are relevant for participants and regarding which information 
is common knowledge to other (groups of) subjects. All instructions must 
be in English.

»�The experiment must involve incentive-compatible payments for subjects 
that cover at least the opportunity cost of time (at the time of the experiment, 
Prolific implemented the requirement of £5 per hour as minimum payment); 
payments may not be negative. Experiments should be designed to last no 
longer than 15 min for participants to complete. The fixed payment (show-up 
fee) will be £1.30 for all experiments. The average expected bonus payment 
on top of this fixed payment must not exceed £1.70.

»�The experiment must be designed such that it can be administered online via 
Prolific and such that it adheres to Prolific’s terms & conditions for research-
ers: Please be aware that not all kinds of interaction can plausibly be run in 
online experiments.

»�The experimental design has to be eligible to obtain an IRB shortcut approval 
from the University of Innsbruck (see Appendix C in the PAP for more details; 
osf.io/r6anc).

»�Participants will be invited from a selection of the Prolific database which 
is defined as follows: a) fluency in English and b) approval rate above 90%. 
The participants who accept the invitations will be randomly allocated to 
the different research designs. It is not allowed to exclude (screen out) any 
of the randomly assigned subjects from participating in the experiment. If 
RTs want to include questions in the experiment that allow them to exclude 
observations ex post in the RTs preregistered analysis, then this is possible 
but must be specified ex ante by the RT.

We invited RTs through public mailing lists (e.g., ESA and JDM lists), social 
media (e.g., Twitter), and sent out direct emails to colleagues with the invitation 
to participate and/or advertise the study within their network (see Appendix D 
in the PAP for the invitation letter; osf.io/r6anc). The recruitment of RTs involved 
the following two steps.

In the first step, potential RTs had to fill out a short application form with back-
ground information (see Appendix A in the PAP; osf.io/r6anc). Based on the form, 
we screened out RTs according to the eligibility conditions and invited the RTs that 
passed the screening to submit a proposed research design. Participants could only 
be a member of one RT and each RT could only submit one design. Each RT could 
consist of a maximum of two members and at least one member had to hold a 
PhD in Economics, Psychology, or a related field. To make sure that RTs had previ-
ous experience with designing experiments, at least one member needed to have 
published at least one experimental paper (published, accepted for publication, or 
published as a working paper/preprint). RTs also had to justify why they considered 

Fig. 4. Illustration of the importance of experimental design heterogeneity. 
Plotted is the normal density function of the effect size distribution and 
the associated 95% CI of conducting a single-design study randomly drawn 
from the 45 experimental designs (for analytic approach B, isolating design 
heterogeneity). The mean of the density function is equal to the (equally 
weighted) mean of the 45 designs m = −0.085, and the variance of the density 
function is defined as the estimated design heterogeneity (τ2 = 0.028) plus the 
average sampling variance (σ2 = 0.012) of the 45 experimental designs. The 
95% CI is [−0.477, 0.308], illustrating that single-design studies yield imprecise 
estimates if the estimated design heterogeneity is incorporated. Plotted is 
also the normal density function and the 95% CI based on only the design 
heterogeneity (τ2), providing a lower bound of the confidence interval when 
the sampling variance (sample size) goes to zero (infinity), illustrating that 
also this lower bound results in a wide confidence interval of [−0.415, 0.246]. 
The intervals in Fig. 4 were not preregistered and should not be interpreted 
as hypothesis tests, but only as an illustration of the importance of design 
heterogeneity.
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themselves eligible for the study in the application form. In the second step, RTs 
that passed the initial screening submitted their research designs according to a 
preregistration template (see Appendix B in the PAP; osf.io/r6anc). In this preregis-
tration, RTs were required to prespecify the measure of moral behavior, the control 
and the competition treatment, as well as their preregistered analyses.

To select the participating RTs out of the submitted experimental designs, we 
first prescreened all submitted proposals to make sure they conformed with the 
RT constraints as specified above (eligible submissions). We decided to include at 
most 50 research designs and as we received 95 designs, we randomly selected 50 
designs out of those for inclusion in the study. To be as transparent as possible, we 
preregistered the Stata script used to randomly select the 50 designs (see Appendix 
F in the PAP; osf.io/r6anc). After the RTs were selected for participation, they had to 
program the experimental software for their own designs and were responsible for 
hosting the experiment online. The project coordinators recruited participants for the 
experiment via Prolific and paid for the experiments. In the process of implementing 
the experiments, the number of designs was reduced from 50 to 45: four RTs did not 
submit the code/software to run the experiment and were thus excluded; for one RT, 
we discovered during the piloting that their design could not be implemented using 
Prolific (henceforth “pilot dropout”). We carried out two pilot sessions with around 
360 participants each (i.e., in each pilot aiming for four participants in each of the 
two treatments of all 45 implemented designs) to ensure that the software and the 
randomization of participants to the various experiments were running properly; 
the pilot data are not included in the dataset used in the study.

RTs whose designs were included in the project (and the pilot dropout) were 
invited to be coauthors on the paper that results from the project. The link between 
individual researchers and the individual designs is not revealed in the paper, but 
as they are coauthors, they are not fully anonymous. The 45 RTs consisted of 86 
researchers, of which 17.4% did not hold a PhD, 43.0% held a PhD in economics, 
26.7% held a PhD in psychology, 5.8% held a PhD in behavioral sciences, 4.7% 
held a PhD in business studies, and 2.3% held a PhD in finance. Of the research-
ers, 75.6% were affiliated with a research institution in Europe, 19.8% in North 
America, 3.5% in Asia, and 1.2% in Australia.

Data Collection and Randomization of Participants to the Different 
Designs. In recruiting and assigning experimental participants to the 45 differ-
ent designs, we used the following procedures:

1.   �There was one common Prolific study which was set up by the project coor-
dinators and which directed participants to a common welcome screen.

2.   �At the common welcome screen, all participants were required to sign a capt-
cha (to rule out bots), to provide informed consent, and to complete a common 
attention check question (see Addendum Appendix 1 in the addendum to the 
PAP for these screens; osf.io/r6anc).

3.   �After that, participants were randomly redirected to the 90 (45 designs × 2 
treatments) individual treatments in batches of four participants, i.e., four 
participants in a row were redirected to the same treatment of the same experi-
ment/design. This was to avoid problems with experiments involving real-time 
interactions in groups of two or four participants (with randomization at the 
individual level and 90 treatments, it could have been a long waiting period 
until there are two or four participants to form one group that plays the game 
simultaneously, potentially leading to a high fraction of dropouts during the 
waiting period). We randomly assigned the first 45 × 2 = 90 batches of four 
participants (i.e., the first 360 participants) to each of the 90 treatments (i.e., 
one batch per treatment) and so on for the next 90 batches, etc. This procedure 
implies that it was only possible to use groups of either two or four participants 
simultaneously interacting in the same group during the experiment (and, of 
course, designs without any groups or designs with groups defined ex post). 
For a few experiments (JTI38, LGT85, PKY70, and ZZS69), this led to some 
minor adjustments in the design changing group sizes from six, five, or three 
to four or two or to ex post matching of groups.

4.   �We collected the data in ten time slots during the 2 wk from January 17 to 
January 28, 2022, with one slot per day starting at 2 pm (GMT) from Monday to 
Friday in each week. The aim was to collect 1,800 “completed observations” in 
each time slot, where a completed observation is defined as a participant that 
submits a valid and correct Prolific completion code. We opened the data col-
lection at each time slot at 2 pm (GMT) and continued until we reached 1,800 
completed observations or until 4 pm (GMT). After the end of the tenth time 
slot, we counted the total number of completed observations and continued 

the data collection the same day in increments of 360 (90 × 4) completed 
observations until we reached at least 18,000 “completed observations” 
(implying at least an average of 400 completed observations per design). In 
the end, we reached 18,123 completed observations. We used the procedure 
with multiple time slots to reduce the risk of technical problems, which would 
have been more likely if we would have administered the experiment with 
more than 18,000 participants at the same time.

Individual characteristics of the participants who completed the experiment 
do not differ systematically between the designs. Particularly, we estimate linear 
regressions of each characteristic on research team fixed effects and test whether 
the fixed effects are jointly statistically significant. We carry out this test for the 
following characteristics: age, gender, Prolific score, fraction fully employed, frac-
tion of students, fraction with first language English, fraction from the United 
Kingdom, fraction from the United States, and fraction from South Africa. We find 
no evidence of a statistically significant difference between the 45 designs for 
any of these characteristics (P > 0.05 for all these tests); see SI Appendix, Fig. S1 
for details. These analyses were not preregistered.

Peer Assessment. Before the Prolific data collection, participating RTs were 
asked to assess each other’s designs anonymously (based on the preregistration 
template submitted by each RT). In particular, each RT was asked to assess ten 
other randomly selected designs and rate them on a Likert scale from 0 to 10 
based on the following question:

To what extent does this design, within the design conditions defined 
above, provide an informative test of the research question: “Does 
competition affect moral behavior?”

•	 0 (not at all informative)
• 	 1
•	 …
• 	 9
• 	 10 (extremely informative)

RTs consisting of two members were asked to coordinate and required to 
submit one rating per design only. The designs to be assessed by each RT were ran-
domly determined. We demean the RTs’ quality ratings (i.e., we subtract the mean 
rating of an RT from every rating of this RT) before we estimate the average peer 
assessment score for each design. All analyses are based on this demeaned score.

Analytic Approaches. We estimate our results for two analytic approaches A and 
B. For both analytic approaches in any of the analyses, we only include “completed 
observations,” defined as participants who submitted a valid and correct Prolific 
completion code. Any participant who was randomized into one of the designs 
was also excluded from participating in the study again, irrespective of whether 
the participant completed the study (submitted a Prolific completion code) or 
whether the participant dropped out before completion. We tried to rule out 
repeated participation, but 709 participants still managed to participate in the 
study again. We excluded all subsequent observations for these 709 participants 
in both analytic approaches A and B. Specifically, the first observation of the par-
ticipant was included if the participant submitted a Prolific completion code for 
that observation, but any subsequent observations from that participant were 
excluded. The requirement that participants could only participate once in the 
study was preregistered. Below we describe analytic approaches A and B:

A. � Standardizing effect sizes across RTs: For each RT study, we estimate the 
effect size and standard error according to the proposed/preregistered 
analysis and econometric specification that has been preferred by the 
RT as the best approach to answer the research question (see the pre-
registration template in Appendix B in the PAP and the 45 preregistered 
PAPs submitted by the RTs; osf.io/r6anc). In case the specification of the 
statistical analysis was not sufficiently clear, we contacted RTs individually 
to resolve any uncertainties. The only condition for the analysis was that 
the RTs had to prespecify an ordinary least squares regression for their 
chosen main analysis, with moral behavior as the dependent variable and 
an indicator variable for the competition treatment. To be able to conduct a 
meta-analysis based on the results for analytic approach A, we standardize 
the treatment effects across RTs using Cohen’s d.D
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B. � Standardizing the analytic approach across RTs (in addition to standardizing 
effect sizes across RTs): To remove as much of the analytical variation across 
RTs as possible, we estimate the meta-analytic effect size and between-
study heterogeneity based on a standardized analytical approach across 
the RT designs. In this standardization, we use the same ordinary least 
squares regression as in analytic approach A but with some adaptations as 
described further in SI Appendix, section S2 (as for analytic approach A, we 
also standardize the reported treatment effects across RTs using Cohen’s d).

The conversion of effect sizes to Cohen’s d is described in SI Appendix, sec-
tion S1. We estimate two separate meta-analyses: one based on the effect sizes 
from the analyses proposed by the RTs (as described in analytic approach A) 
and one based on the effect sizes from the standardized analytical approach as 
described in analytic approach B. The RTs delivered the raw data from their design 
to the project coordinators and information about the coding of variables (i.e., a 
code book); the project coordinators then estimated the effect size and standard 
error for each experimental design for both analytic approaches A and B. The result 
of analytic approach A was shared with the RTs, and they were asked to assess the 
plausibility of the result (in terms of the magnitude and the sign of the effect). RTs 
were not asked to reproduce the exact results as they were not informed about 
which of the participants recorded in their dataset eventually provided a valid 
Prolific completion code.

Data, Materials, and Software Availability. The data and analysis code are 
available at the project’s OSF repository (osf.io/r6anc). The mean and stand-
ard error resulting from each experimental design for the different analytical 
approaches and the peer rating for each experimental design are tabulated in 
SI Appendix, Tables  S1–S4. The PAP of the overall project, the preregistration 
of each experimental design, the materials submitted by RTs to collect data for 
each experimental design, and the individual level data for each experimental 
design are available at the project’s OSF repository (osf.io/r6anc). Anonymized 
pre-analysis plan, experimental design proposals, materials, data and codes data 
have been deposited in OSF Open Science Framework osf.io/r6anc.
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