
C H A P T E R 7

Proximate and fundamental
causes of growth

Now let’s talk a little bit about what the data say regarding economic growth. There is a very long line
of research trying to empirically assess the determinants of growth – an area that is still very vibrant.
In order to organise what this literature has to say, it is useful to start by distinguishing between what
Acemoglu (2009) calls proximate and fundamental causes of economic growth. If we think of any
generic production function Y = F(X,A), where X is a vector of inputs (capital, labour, human capi-
tal) and A captures productivity, we can attribute any increase in output to an increase in X or A. In
that sense, the accumulation of physical capital, human capital, or technological progress generates
growth, but we still want to learn why different societies choose different accumulation paths. We can
thus think of these as proximate causes, but we want to be able to say something about the funda-
mental causes that determine those choices. Our survey of the empirical literature will address what
economists have been able to say about each of those sets of causes.

7.1 | The proximate causes of economic growth

There are three basic empirical tools to assess the importance of proximate causes of growth (factor
accumulation, productivity): growth accounting, regression-based approaches, and calibration. We
briefly go over the advantages and pitfalls, and the message they deliver. Factor accumulation has
significant explanatory power, but in the end productivity matters a lot.

The natural starting point for this investigation is our workhorse, the Neoclassical Growth Model
(NGM). The basic question, to which we have already alluded, is: how well does the NGM do in
explaining differences in income levels and in growth rates?1

Several methods have been devised and used to assess this question, and they can be broadly
grouped into three classes: growth accounting, growth regressions, and calibration. Let us address each
of these.
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7.1.1 | Growth accounting

This is another founding contribution of Robert Solow to the study of economic growth. Right after
publishing his “Contribution to theTheory of EconomicGrowth” in 1956, he published another article
in 1957 (Solow 1957) noting that an aggregate production function such as

Y (t) = A (t) F
(
Kt, Lt

)
, (7.1)

when combined with competitive factor markets, immediately yields a framework that lets us account
for the (proximate) sources of economic growth. Take the derivative of the log of the production func-
tion with respect to time,
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gY = gA + 𝛼KgK + 𝛼LgL, (7.2)

where gX is the growth rate of variableX, and 𝛼X ≡ AFXX
Y

is the elasticity of output with respect to factor
X. This is an identity, but adding the assumption of competitive factor markets (i.e. factors are paid
their marginal productivity) means that 𝛼X is also the share of output that factor X obtains as payment
for its services. Equation (7.2) then enables us to estimate the contributions of factor accumulation and
technological progress (often referred to as total factor productivity (TFP)) to economic growth.

This is how itworks in practice: fromnational accounts andother data sources, one can estimate the
values of gY, gK, gL, 𝛼K, and 𝛼L; from (7.2) one can then back out the estimate for gA.2 (For this reason,
gA is widely referred to as the Solow residual.) Solow actually computed this for the U.S. economy, and
reached the conclusion that the bulk of economic growth, about 2/3, could be attributed to the residual.
Technological progress, and not factor accumulation, seems to be the key to economic growth.

Now, here is where a caveat is needed: gA is calculated as a residual, not directly from measures of
technological progress. It is the measure of our ignorance!3 More precisely, any underestimate of the
increase in K or L (say, because it is hard to adjust for the increased quality of labour input), will result
in an overestimate of gA. As a result, a lot of effort has been devoted to better measure the contribution
of the different factors of production.

In any event, this approach has been used over and over again. A particularly famous example
was Alwyn Young’s research in the early 1990s (1995), where he tried to understand the sources of
the fantastic growth performance of the East Asian “tigers”, Hong Kong, Singapore, South Korea,
and Taiwan.4 Most observers thought that this meant that they must have achieved amazing rates of
technological progress, but Young showed that their pace of factor accumulation had been astonish-
ing. Rising rates of labour force participation (increasing L), skyrocketing rises in investment rates
(from 10% of GDP in 1960 to 47% of GDP in 1984, in Singapore, for instance!) (increasing K), and
increasing educational achievement (increasing H). Once all of this is accounted for, their Solow
residuals were not particularly outliers compared to the rest of the world. (This was particularly the
case for Singapore, and not so much for Hong Kong.) Why is this important? Well, we know from
the NGM that factor accumulation cannot sustain growth in the long run! This seemed to predict
that the tigers’ performance would soon hit the snag of decreasing returns. Paul Krugman started to
become famous beyond the circles of economics by explicitly predicting asmuch in a famous article in
1994 (Krugman 1994), which was interpreted by many as having predicted the 1997 East Asian crisis.
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Of course, the tigers resumed growing fast soon after that crisis – have they since then picked up with
productivity growth?

7.1.2 | Using calibration to explain income differences

We have seen in Chapter 2 that a major issue in growth empirics is to assess the relative importance
of factor accumulation and productivity in explaining differences in growth rates and income levels.
A different empirical approach to this question is calibration, in which differences in productivity are
calculated using imputed parameter values that come from microeconomic evidence. As it is closely
related to themethodology of growth accounting, we discuss it here. (Wewill see later, whendiscussing
business cycle fluctuations, that calibration is one of themain tools ofmacroeconomics, when it comes
to evaluating models empirically.)

One of the main contributions in this line of work is a paper by Hall and Jones (1999). In their
approach, they consider a Cobb-Douglas production function for country i,

Yi = K𝛼i
(
AiHi

)1−𝛼 , (7.3)

where Ki is the stock of physical capital, Hi is the amount of human capital-augmented labour and
Ai is a labour-augmenting measure of productivity. If we know 𝛼, Ki and Hi, and given that we can
observe Y, we can back out productivity Ai:

Ai =
Y

1
1−𝛼
i

K
𝛼

1−𝛼
i Hi

. (7.4)

But how are we to know those?
For human capital-augmented labour, we start by assuming that labour Li is homogeneous within

a country, and each unit of it has been trained with Ei years of schooling. Human capital-augmented
labour is given by

Hi = e𝜙(Ei)Li. (7.5)

The function 𝜙 (E) reflects the efficiency of a unit of labour with E years of schooling relative to one
with no schooling (𝜙 (0) = 0) . 𝜙′ (E) is the return to schooling estimated in a Mincerian wage regres-
sion (i.e. a regression of log wages on schooling and demographic controls, at the individual level). As
such, we can run a Mincerian regression to obtain Hi. (Hall and Jones do so assuming that different
types of schooling affect productivity differently.)

How about physical capital? We can compute it from data on past investment, using what is called
the perpetual inventory method. If we have a depreciation rate 𝛿, it follows that

Ki,t = (1 − 𝛿)Ki,t−1 + Ii,t−1. (7.6)

It also follows that

Ki,t = (1 − 𝛿)tKi,0 +
t∑

s=0
Ii,s(1 − 𝛿)t−s−1. (7.7)

If we have a complete series of investment, we can calculate this for any point in time. (We assume 𝛿 =
0.06 for all countries). Since we don’t, we assume that, before the start of our data series, investment
had been growing at the same rate that we observe in the sample. By doing that, we can compute the
Ki,0 and obtain our value for the capital stock.
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How about 𝛼?Well, we go for our usual assumption of 𝛼 = 1∕3, which is thought of as a reasonable
value given the share of capital returns in output as measured by national accounts. This is subject to
the caveats we have already discussed, but it is a good starting point.

Since we are interested in cross-country comparisons, we benchmark the data with comparisons
to the U.S. series. This comparison can be seen in Figure 7.1, from Acemoglu (2009).

Figure 7.1 Productivity differences, from Acemoglu (2009)
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If all countries had the same productivity, and all differences in income were due to differences
in factor accumulation, we would see all countries bunched around a value of 1 in the y-axis. This is
clearly not the case! Note also that the pattern seems to become stronger over time: we were farther
from that benchmark in 2000 than in 1980.

To summarise the message quantitatively, we can do the following exercise. Output per worker in
the five countries with the highest levels of output per worker was 31.7 times higher than output per
worker in the five lowest countries. Relatively little of this difference was due to physical and human
capital:

• Capital intensity per worker contributed a factor of 1.8
• Human capital per worker contributed a factor of 2.2
• Productivity contributed a factor of 8.3!

Hall and Jones associate this big impact of productivity to the role of social capital: the ability of soci-
eties to organise their economic activity with more or less costs. For example, a society where theft is
prevalent will imply the need to spend resources to protect property; a society full of red tape would
require lots of energy in counteracting it, and so on. In short, productivity seems a much bigger con-
cept than just technological efficiency.

However, just as in the regression approaches, calibration also relies on important assumptions.
Now, functional forms make a huge difference, both in the production function and in the human
capital equation. If we lift theCobb-Douglas production function or change the technological assump-
tions in the production of human capital (e.g. assuming externalities), things can change a lot.

7.1.3 | Growth regressions

Another approach to the empirics of economic growth is that of growth regressions – namely, estimat-
ing regressions with growth rates as dependent variables. The original contribution was an extremely
influential paper by Robert Barro (1991), that established a canonical specification. Generally speak-
ing, the equation to be estimated looks like this:

gi,t = X′
i,t𝛽 + 𝛼 log(yi,t−1) + 𝜖i,t, (7.8)

where gi,t is the growth rate of country i from period t − 1 to period t, X′
i,t is a vector of variables

that one thinks can affect a country’s growth rate, both in steady state (i.e. productivity) and along the
transition path, 𝛽 is a vector of coefficients, yi,t−1 is country i’s output in the previous period t− 1, 𝛼 is
a coefficient capturing convergence, and 𝜖i,t is a random term that captures all other factors omitted
from the specification.

Following this seminal contribution, innumerable papers were written over the subsequent few
years, with a wide range of results. In some one variable was significant; in others, it was not. Eventu-
ally, the results were challenged on the basis of their robustness. Levine and Renelt (1991), for exam-
ple, published a paper in which they argued no results were robust. The counterattack was done by a
former student and colleague of Barro, Sala-i-Martin (1997), that applied a similar robustness check
to all variables used by any author in growth regressions, in his amusingly titled paper, “I Just Ran
Two Million Regressions”. He concluded that, out of the 59 variables that had shown up as significant
somewhere in his survey of the literature, some 22 seem to be robust according to his more lax, or
less extreme, criteria (compared to Levine and Renelt’s). These include region and religion dummies,
political variables (e.g. rule of law), market distortions (e.g. black market premium), investment, and
openness.
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Leaving aside the issues of robustness, the approach, at least in its basic form, faces other severe
challenges, which are of two types, roughly speaking.

1. Causality (aka Identification; aka Endogeneity): The variables in Xi,t are typically endogenous,
i.e. jointly determined with the growth rate. As you have seen in your courses on econometrics,
this introduces bias in our estimates of 𝛽, which in turn makes it unlikely that we identify the
causal effect of any of those variables (at the end of this chapter, when discussing institutions,
we will discuss the solution of this problem suggested by Acemoglu et al. (2001), one of the
most creative and influential proposed solutions to this endogeneity problem).

2. Interpretation:The economic interpretation of the resultsmight be quite difficult. Suppose that
openness truly affects economic growth, but it does so (at least partly) by increasing investment
rates; if our specification includes both variables in Xi,t, the coefficient on openness will not
capture the full extent of its true effect.

Both of these are particularly problematic if we want to investigate the relationship between policies
and growth, a point that is illustrated by Dani Rodrik’s (2012) critique. Rodrik’s point is that if policies
are endogenous (and who could argue they are not?) we definitely have a problem. The intuition is as
follows. Imagine you want to test whether public banks are associated with higher or lower growth. If
you run a regression of growth on, say, share of the financial sector that is run by public banks, you
may find a negative coefficient. But is that because public banks are bad for growth? Or is it because
politicians resort to public banks when the economy faces a lot of constraints (and thus its growth is
bound to be relatively low)?

To see the issue more clearly, consider a setup, from a modified AK model, in which

g = (1 − 𝜃)A − 𝜌, (7.9)

where 𝜃 is a distortion. Now consider a policy intervention s, which reduces the distortion, but that
has a cost of its own. Then,

g (s, 𝜃, 𝜙) = (1 − 𝜃 (1 − s))A − 𝜙𝛼 (s) − 𝜌. (7.10)

The optimal intervention delivers growth as defined by the implicit equation

gs (s∗∗, 𝜃, 𝜙) = 0. (7.11)

In addition, there is a diversion function of the policy maker 𝜋 (s) , with 𝜋′ (s) > 0, 𝜋′′ (s) < 0, and
𝜋′ (sP) = 0 with sP > s∗∗. This means that the politicians will use the intervention more than is
actually desirable from a social perspective. The politician will want to maximise growth and their
own benefit, placing a weight 𝜆 on growth. This means solving

max
s

u (s, 𝜃, 𝜙) = 𝜆g (s, 𝜃, 𝜙) + 𝜋 (s) , (7.12)

which from simple optimisation yields the FOC

𝜆gs (s∗, 𝜃, 𝜙) + 𝜋′ (s∗) = 0. (7.13)

Because we have assumed that 𝜋′ (s) > 0, it follows from (7.13) that gs (s∗, 𝜃, 𝜙) < 0, and this implies
that a reduction in s will increase growth. Does this imply that we should reduce s? Marginally, yes,
but not to zero, which is the conclusion that people typically read from growth regressions.
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Now, what if we were to run a regression to study the links between policy s and growth? We need
to take into account the changes in s that happen when the parameters vary across countries. Consider
the effect of changes in the level of distortions 𝜃. Recall that, from (7.10):

gs (s, 𝜃, 𝜙) = 𝜃A − 𝜙𝛼′ (s) . (7.14)

Replacing in (7.13) and totally differentiating yields

d𝜃𝜆A +
[
−𝜆𝜙𝛼′′ (s) + 𝜋′′ (s∗)

]
ds∗ = 0 (7.15)

ds∗
d𝜃

= 𝜆
(+)
A

𝜆𝜙𝛼′′ (s) − 𝜋′′ (s∗)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(+)

> 0. (7.16)

This implies that in an economywith greater inefficiencies we will see a higher level of the policy inter-
vention, as long as politicians care about growth. But growth will suffer with the greater inefficiencies:
differentiating (7.10) with respect to 𝜃 we have

dg
d𝜃

= −A (1 − s∗) + gs (s∗, 𝜃, 𝜙)
ds∗
d𝜃

< 0 ⇒

dg
d𝜃
ds∗
d𝜃

< 0. (7.17)

The fact that this coefficient is negative means nothing, at least from a policy perspective (remember
that it is optimal to increase the policy intervention if the distortion increases).

Because of challenges like these, people later moved to analyse panel growth regressions, which
rearrange (7.8) as

gi,t = X′
i,t𝛽 + 𝛼 log(yi,t−1) + 𝛿i + 𝜇t + 𝜖i,t, (7.18)

where 𝛿i and 𝜇t are country and time fixed effects, respectively. By including country fixed effects, this
removes fixed country characteristics that might affect both growth and other independent variables
of interest, and thus identifies the effects of such variables out of within-country variation. However,
in so doing they might be getting rid of most of the interesting variation, which is across countries,
while also increasing the potential bias due to measurement error. Finally, these regressions do not
account for time-varying country-specific factors. In sum, they are no panacea.

Convergence

Another vast empirical debate that has taken place within the framework of growth regressions is one
to which we have already alluded when discussing the Solow model: convergence. We have talked,
very briefly, about what the evidence looks like; let us now get into more detail.

Absolute convergence

As you recall, this is the idea that poorer countries grow faster than richer countries, unconditionally.
Convergence is a stark prediction of the NGM, and economists started off by taking this (on second
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thought, naive) version of it to the data. Baumol (1986) took Maddison’s core sample of 16 rich coun-
tries over the long run and found

growth = 5.251 − 0.749 initial income
(0.075)

with R2 = 0.87.He thus concluded that there was strong convergence!
However, De Long (1988) suggested a reason why this result was spurious: only successful coun-

tries took the effort to construct long historical data series. So the result may be a simple fluke of sam-
ple selection bias (another problem is measurement error in initial income that also biases the results
in favour of the convergence hypothesis). In fact, broadening the sample of countries beyond Madi-
son’s sixteen leads us immediately to reject the hypothesis of convergence. By the way, there has been
extensive work on convergence, within countries and there is fairly consistent evidence of absolute
convergence for different regions of a country.5

Conditional convergence

The literature then moved to discuss the possibility of conditional convergence. This means including
in a regression a term for the initial level of GDP, and checking whether the coefficient is negative
when controlling for the other factors that determine the steady state of each economy. In other words,
we want to look at the coefficient 𝛼 in (7.8), which we obtain by including the control variables in X.
By including those factors in the regression, we partial out the steady state from initial income and
measure deviations from this steady state. This, of course, is the convergence that is actually predicted
by the NGM.

Barro (1991) and Barro and Sala-i-Martin (1992) found evidence of a negative 𝛼 coefficient, and
we can say that in general the evidence is favourable to conditional convergence. Nevertheless, the
same issues that apply to growth regressions in general will be present here as well.

7.1.4 | Explaining cross-country income differences, again

Another regression-based approach to investigate how the NGM fares in explaining the data was pio-
neered by Mankiw et al. (1992) (MWR hence). Their starting point is playfully announced in the very
first sentence: “This paper takes Robert Solow seriously” (p. 407).6 This means that they focus simply
on the factor accumulation determinants that are directly identified by the Solow model as the key
proximate factors to explain cross-country income differences, leaving aside the productivity differ-
ences. They claim that the NGM (augmented with human capital) does a good job of explaining the
existing cross-country differences.

Basic Solow model

There are two inputs, capital and labour, which are paid their marginal products. A Cobb-Douglas
production function is assumed

Yt = K𝛼t
(
AtLt

)1−𝛼 0 < 𝛼 < 1. (7.19)
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L and A are assumed to grow exogenously at rates n and g:

L̇
L
= n (7.20)

Ȧ
A

= g. (7.21)

The number of effective units of labour A(t)L(t) grows at rate n + g.
As usual, we define k as the stock of capital per effective unit of labour k = K

AL
and y = Y

AL
as the

level of output per effective unit of labour.
The model assumes that a constant fraction of output s is invested. The evolution of k is

k̇t = syt −
(
n + g + 𝛿

)
kt (7.22)

or

k̇t = sk𝛼t −
(
n + g + 𝛿

)
kt, (7.23)

where 𝛿 is the rate of depreciation. The steady state value k∗ is

k∗ =

[
s(

n + g + 𝛿
)] 1

1−𝛼

. (7.24)

Output per capita is (Yt
Lt

)
= K𝛼t A

1−𝛼
t L−𝛼

t = k𝛼t At. (7.25)

Substituting (7.24) into (7.25) (Yt
Lt

)
=

[
s(

n + g + 𝛿
)] 𝛼

1−𝛼

At (7.26)

and taking logs

log
(Yt

Lt

)
= 𝛼

1 − 𝛼
log (s) − 𝛼

1 − 𝛼
log

(
n + g + 𝛿

)
+ logA (0) + gt. (7.27)

MRWassume that g (representing advancement of knowledge) and 𝛿 do not vary across countries, but
A reflects not only technology but also resource endowments. It thus differs across countries as in

logA (0) = a + 𝜖, (7.28)

where a is a constant and 𝜖 is a country-specific shock. So we have

log
(Y

L

)
= a + 𝛼

1 − 𝛼
log (s) − 𝛼

1 − 𝛼
log

(
n + g + 𝛿

)
+ 𝜖 (7.29)

Weassume s and n are not correlatedwith 𝜖. (What do you think of this assumption?) Since it is usually
assumed that the capital share is 𝛼 ≅ 1

3
, the model predicts an elasticity of income per capita with

respect to the saving rate 𝛼
1 − 𝛼

≅ 1
2

and an elasticity with respect to n+g+𝛿 of approximately−0.5.
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Table 7.1 Estimates of the basic Solow model
Update

Log GDP per Capita
MRW 1985 Acemoglu 2000 Update 2017

log(sk) 1.42∗∗∗ 1.22∗∗∗ .96∗
(.14) (.13) (.48)

log(n+g+𝛿) −1.97∗∗∗ −1.59∗∗∗ −1.48∗∗∗
(.56) (.36) (.21)

Implied 𝛼 .59 .55 .49

Adjusted R2 .59 .49 .49

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

What do the data say?

With data from the real national accounts constructed by Summers and Heston (1988) for the period
1960-1985, they run (7.29), using ordinary least squares (OLS) for all countries for which data are
available minus countries where oil production is the dominant industry.

We reproduce their results in Table 7.1, to which we add an update by Acemoglu (2009), and one
of our own more than 30 years after the original contribution. In all three cases, aspects of the results
support the Solow model:

1. Signs of the coefficients on saving and population growth are OK.
2. Equality of the coefficients for log (s) and − log

(
n + g + 𝛿

)
is not rejected.

3. A high percentage of the variance is explained (see R2 in the table).

But the estimate for 𝛼 contradicts the prediction that 𝛼 = 1∕3.While the implicit value of 𝛼 seems to
be falling, in each update it is still around or above .5. Some would have said it is OK (remember our
discussion in Chapter 2), but for MRW it was not.

Introducing human capital

MRW go on to consider the implications of considering the role of human capital. Let us now recall
the augmented Solow model that we saw in Chapter 5. The production function is now

Yt = K𝛼t H
𝛽
t
(
AtLt

)1−𝛼−𝛽 , (7.30)

where H is the stock of human capital. If sk is the fraction of income invested in physical capital and
sh the fraction invested in human capital, the evolution of k and h are determined by

k̇t = skyt −
(
n + g + 𝛿

)
kt (7.31)

ḣt = shyt −
(
n + g + 𝛿

)
ht, (7.32)

where k, h and y are quantities per effective unit of labour.
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It is assumed that 𝛼+ 𝛽 < 1, so that there are decreasing returns to all capital and we have a steady
state for the model. The steady-state level for k and h are

k∗ =

[
s1−𝛽k s𝛽h(

n + g + 𝛿
)] 1

1−𝛼−𝛽

(7.33)

h∗ =

[
s𝛼k s

1−𝛼
h(

n + g + 𝛿
)] 1

1−𝛼−𝛽

. (7.34)

Substituting (7.33) and (7.34) into the production function and taking logs, income per capita is

log
(Yt

Lt

)
= 𝛼

1 − 𝛼 − 𝛽
log

(
sk
)
+

𝛽
1 − 𝛼 − 𝛽

log
(
sh
)

−
𝛼 + 𝛽

1 − 𝛼 − 𝛽
log

(
n + g + 𝛿

)
+ logA (0) + gt.

(7.35)

To implement the model, investment in human capital is restricted to education. They construct
a SCHOOL variable that measures the percentage of the working age population that is in secondary
school, and use it as a proxy for human capital accumulation sh.

The results are shown in Table 7.2. It turns out that now 78% of the variation is explained, and the
numbers seem to match: 𝛼̂ ≅ 0.3, 𝛽 ≅ 0.3. (For the updated data we have a slightly lower R2 and a
higher 𝛽 indicating an increasing role of human capital, in line with what we found in the previous
section.)

Table 7.2 Estimates of the augmented Solow model
Update

Log GDP per Capita
MRW 1985 Acemoglu 2000 Update 2017

log(sk) .69∗∗∗ .96∗∗∗ .71
(.13) (.13) (.44)

log(n+g+𝛿) −1.73∗∗∗ −1.06∗∗∗ −1.43∗∗∗
(.41) (.33) (.19)

log(sh) .66∗∗∗ .70∗∗∗ 1.69∗∗∗
(.07) (.13) (.43)

Implied 𝛼 .30 .36 .28

Implied 𝛽 .28 .26 .33

Adjusted R2 .78 .60 .59

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Challenges

The first difficulty with this approach is: is it really OK to use OLS? Consistency of OLS estimates
requires that the error term be orthogonal to the other variables. But that error term includes tech-
nology differences, and are these really uncorrelated with the accumulation of physical and human
capital? If not, the omitted variable bias (and reverse causality) would mean that the estimates for
the effects of physical and human capital accumulation (and for the R2) are biased upwards, and the
NGM doesn’t do as good a job as MRW think, when it comes to explaining cross-country income
differences. This is the very same difficulty that arises from the growth regressions approach – not
surprising, since the econometric underpinnings are very much similar.

A second difficulty has to dowith themeasure of human capital: is it really a good one?Themicroe-
conometric evidence suggests that the variation in average years of schooling across countries that we
see in the data is not compatible with the estimate 𝛽 obtained by MRW.

7.1.5 | Summing up

We have seen many different empirical approaches, and their limitations. Both in terms of explaining
differences in growth and in income levels at the cross-country level, there is a lot of debate on the
extent to which the NGM can do the job.

It does seem that the consensus in the literature today is that productivity differences are crucial
for understanding cross-country differences in economic performance. (A paper by Acemoglu and
Dell (2010) makes the point that productivity differences are crucial for within-country differences
as well.)Thismeans that the endogenous growthmodels that try to understand technological progress
are a central part of understanding those differences.

In the previous chapter we talked about some of the questions surrounding those models, such as
the effects of competition and scale, but these models focused on productive technology, that is, how
to build a new blueprint or a better variety for a good. The empirical research, as we mentioned above,
suggests that productivity differences don’t necessarily mean technology in a narrow sense. A country
can be less productive because of market or organisational failures, even for a given technology. The
reasons for this lower productivity may be manifold, but they lead us into the next set of questions:
what explains them? What explains differences in factor accumulation? In other words, what are the
fundamental causes of economic performance? We turn to this question now.

7.2 | The fundamental causes of economic growth

We go over four types of fundamental explanations for differences in economic performance: luck
(multiple equilibria), geography, culture, and institutions.

As North (1990) point out, things like technological progress and factor accumulation “are not causes
of growth; they are growth” (p.2). The big question is, what in turn causes them? Following Acemoglu
(2009), we can classify the main hypotheses into four major groups:

1. Luck: Countries that are identical in principle may diverge because small factors lead them to
select different equilibria, assuming that multiple equilibria exist.
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2. Geography: Productivity can be affected by things that are determined by the physical, geo-
graphical, and ecological environment: soil quality, presence of natural resources, disease envi-
ronment, inhospitable climate, etc.

3. Culture: Beliefs, values, and preferences affect economic behaviour, and may lead to different
patterns of factor accumulation and productivity: work ethic, thrift, attitudes towards profit,
trust, etc.

4. Institutions: Rules, regulations, laws, and policies that affect economic incentives to invest in
technology, physical, and human capital.The crucial aspect is that institutions are choicesmade
by society.

Let us discuss each one of them.

7.2.1 | Luck

This is essentially a catchier way of talking about multiple equilibria. If we go back to our models of
poverty traps, wewill recall that, inmany cases, the same set of parameters is consistentwithmore than
one equilibrium. Moreover, these equilibria can be ranked in welfare terms. As a result, it is possible
(at least theoretically) that identical countries will end up in very different places.

But is the theoretical possibility that important empirically? Do we really believe that Switzerland
is rich and Malawi is poor essentially because of luck? It seems a little hard to believe. Even if we go
back in time, it seems that initial conditions were very different in very relevant dimensions. In other
words, multiple equilibria might explain relatively small and short-lived divergence, but not the bulk
of the mind-boggling cross-country differences we see – at least not in isolation.

In addition, from a conceptual standpoint, a drawback is that we need to explain the coordination
failures and how people fail to coordinate even when they are trapped in a demonstrably bad equilib-
rium. This pushes back the explanatory challenge by another degree.

In sum, it seems that multiple equilibria and luck might be relevant, but in conjunction with other
explanations. For instance, itmay be that a country happened to be ruled by a growth-friendly dictator,
while another was stuck with a growth-destroying one. Jones and Olken (2005) use random deaths
of country leaders to show that there does seem to be an impact on subsequent performance. The
question then becomes why the effects of these different rulers would matter over the long run, and
for this we would have to consider some of the other classes of explanations.7

7.2.2 | Geography

This is somewhat related to the luck hypothesis, but certainly distinctive: perhaps the deepest source
of heterogeneity between countries is the natural environment they happened to be endowed with.
From a very big picture perspective, geographical happenstance of this sort is a very plausible candi-
date for a determinant of broad development paths, as argued for instance by Jarred Diamond in his
1999 Pulitzer-Prize-winning bookGuns, Germs and Steel8. As an example, Diamond suggests that one
key reason Europe conqueredAmerica, and not the other way around, was that Europe had an endow-
ment of big animal species that were relatively easy to domesticate, which in turn led to improved
immunisation by humans exposed to animal-borne diseases, and more technological advances. But
can geography also explain differences in economic performance at the scale on which we usually
think about them, say between different countries over decades or even a couple of centuries?
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On some level, it is hard to think that the natural environment would not affect economic perfor-
mance, on any time frame. Whether a country is in the middle of the Sahara desert, the Amazon rain
forest, or some temperate climate zone must make some difference for the set of economic opportuni-
ties that it faces. This idea becomes more compelling when we look at the correlation between certain
geographical variables and economic performance, as illustrated by the Figure (7.2), again taken from
Acemoglu (2009). It is clear from that picture that countries that are closer to the equator are poorer
on average. At the very least, any explanation for economic performance would have to be consistent
with this stylised fact. The question, once again, is to assess to what extent these geographical differ-
ences underlie the ultimate performance, and this is not an easy empirical question.

Let us start by considering the possible conceptual arguments. The earliest version of the geogra-
phy hypothesis has to do with the effect of the climate on the effort – the old idea that hot climates are
not conducive to hard work. While this seems very naive (and not too politically correct) to our 21st
century ears, the idea that climate (and geography more broadly) affects technological productivity,
especially in agriculture, still sounds very plausible. If these initial differences in turn condition sub-
sequent technological progress (as argued by Jared Diamond, as we have seen, and as we will see, in
different forms, by Jeffrey Sachs), it just might be that geography is the ultimate determinant of the
divergence between societies over the very long run.

A big issue with this modern version of the geography hypothesis is that it is muchmore appealing
to think of geography affecting agricultural productivity, but modern growth seems to have a lot more
to do with industrialisation. While productivity in agriculture might have conditioned the develop-
ment of industry to begin with, once industrial technologies are developed we would have to explain
why they are not adopted by some countries. Geography is probably not enough to account for that,
at least in this version of the story.

Figure 7.2 Distance from the equator and income, from Acemoglu (2009)
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Another version has to do with the effect of geography on the disease environment, and the effect
of the latter on productivity.This is a version strongly associated with Jeffrey Sachs (2002), who argues
that the disease burden in the tropics (malaria in particular) can explain a lot of why Africa is so poor.
The basic idea is very simple: unhealthy people are less productive. However, many of these diseases
have been (or could potentially be) tamed by technological progress, so the question becomes one of
why some countries have failed to benefit from that progress. In other words, the disease environment
that prevails in a given country is also a consequence of its economic performance. While this doesn’t
mean that there cannot be causality running in the other direction, at the very least it makes the
empirical assessment substantially harder.

What does the evidence say, broadly speaking? Acemoglu et al. (2002) (henceforth AJR) make the
argument of the reversal of fortune to suggest that geography cannot explain that much. Consider the
set of countries that were colonised by the Europeans, starting in the 15th century. The point is that
countries that were richer before colonisation eventually became poorer – think about Peru orMexico
versus Canada, Australia, or the U.S. (see Figures 7.3 and 7.4). But geography, if the concept is tomean
anything, is largely constant over time! (At least over the time periods we talk about.)

But how about the version that operates through the disease environment? This might operate
on a smaller scale than the one that is belied by the reversal of fortunes argument. To assess this
argument, we want to have some exogenous variation in the disease environment, that enables us to
disentangle the two avenues of causality. Acemoglu and Johnson (2007) use the worldwide technolog-
ical shocks that greatly improved control over many of the world’s worst diseases. They measure this
exogenous impact, at the country level, by considering the date at which a technological breakthrough

Figure 7.3 Reversal of fortunes - urbanization, from Acemoglu (2009)
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Figure 7.4 Reversal of fortunes -pop. density, from Acemoglu (2009)
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was obtained against a given disease, such as tuberculosis or malaria, and the country’s initial expo-
sure to that disease. What they show is that, quite beyond not having a quantitatively important effect
on output per capita, these health interventions actually seem not to have had any significant effect
at all.9

Finally, another version of the geography argument relates to the role of natural resources and
growth. Sachs andWarner (2001) tackle this issue and find a surprising result: countries endowedwith
natural resources seem to grow slower than countries that do not (think of Congo, Zambia or Iran,
vs Japan and Hong Kong). How could this be so? Shouldn’t having more resources be good? Sachs
associates the poorer performance to the fact that societies that are rich in resources become societies
of rent-seekers, societies where appropriating the wealth of natural resources is more important than
creating new wealth. Another explanation has to do with relative prices. Commodity booms lead to
a sustained real exchange rate appreciation that fosters the growth of non-tradable activities, where
productivity growth seems a bit slower. Finally, commodity economies suffer large volatility in their
real exchange rates, making economic activity more risky both in the tradable and non-tradable sec-
tors. This decreases the incentives to invest, as we will see later in the book, and also hurts growth
prospects. Obviously, this is not a foregone conclusion. Some countries like Norway or Chile have
learnt to deal with the challenge of natural resources by setting sovereign wealth funds or investment
strategies that try to diminish these negative effects. But then this, once again, pushes the question of
this dimension of geography to that of institutions, to which we will shortly turn below.
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7.2.3 | Culture

What dowemean by culture?The standard definition used by economists, as spelled out byGuiso et al.
(2006), refers to “those customary beliefs and values that ethnic, religious, and social groups transmit
fairly unchanged from generation to generation” (p. 23). In other words, culture is something that lives
inside people’s heads – as opposed to being external to them – but it is not something idiosyncratic to
individuals; it is built and, importantly, transmitted at the level of groups.

It is hard to argue against the assertion that people’s beliefs, values, and attitudes affect their eco-
nomic decisions. It is just as clear that those beliefs, values and attitudes vary across countries (and
over time). From this it is easy to conclude that culture matters for economic performance, an argu-
ment that goes back at least toMax Weber’s thesis that Protestant beliefs and values, emphasising hard
work and thrift, and with a positive view of wealth accumulation as a signal of God’s grace, were an
important factor behind the development of capitalism and the modern industrial development. In
his words, the “Protestant ethic” lies behind the “spirit of capitalism”.

Other arguments in the same vein have suggested that certain cultural traits are more conducive
to economic growth than others (David Landes is a particularly prominent proponent of this view, as
in Landes (1998)), and the distribution of those traits across countries is the key variable to ultimately
understand growth. “Anglo-Saxon” values are growth-promoting, compared to “Latin” or “Asian” val-
ues, and so on. More recently, Joel Mokyr (2018) has argued that Enlightenment culture was the key
driving force behind the emergence of the Industrial Revolution in Europe, and hence of the so-called
“Great Divergence” between that continent and the rest of the world.

A number of issues arise with such explanations. First, culture is hard to measure, and as such may
lead us into the realm of tautology. A country is rich because of its favourable culture, and a favourable
culture is defined as that which is held by rich countries. This doesn’t get us very far in understanding
the causes of good economic performance.This circularity is particularly disturbingwhen the same set
of values (say, Confucianism) is considered inimical to growth when Asian countries perform poorly,
and suddenly becomes growth-enhancing when the same countries perform well. Second, even if
culture is indeed an important causal determinant of growth, we still need to figure out where it comes
from if we are to consider implications for policy and predictions for future outcomes.

These empirical and conceptual challenges have now been addressed more systematically, as bet-
ter data on cultural attitudes have emerged. With such data, a vibrant literature has emerged, with
economists developing theories and testing their predictions on the role that specific types of val-
ues (as opposed to a generic “culture” umbrella) play in determining economic performance. Many
different types of cultural attitudes have been investigated: trust, collectivism, gender roles, beliefs
about fairness, etc. This literature has often exploited historical episodes – the slave trade, the forma-
tion of medieval self-governing cities, colonisation, immigration, recessions – and specific cultural
practices – religious rites, civic festivities, family arrangements – to shed light on the evolution of cul-
tural attitudes and their impact on economic outcomes. Our assessment is that this avenue of research
has already borne a lot of fruit, and remains very promising for the future. (For an overview of this
literature, see the surveys by Guiso et al. (2006), Alesina and Giuliano (2015), and Nunn (2020).

As an example of this research, Campante and Yanagizawa-Drott (2015) address the question of
whether one specific aspect of culture, namely religious practices, affects economic growth.They do so
by focusing on the specific example of Ramadan fasting (one of the pillars of Islam). To identify a causal
effect of the practice, they use variation induced by the (lunar) Islamic calendar: do (exogenously)
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longer Ramadan fasting hours affect economic growth? The answer they find is yes, and negatively (in
Muslim countries only, reassuringly). They find a substantial effect, beyond the month of Ramadan
itself, which cannot be fully explained by toll exacted by the fasting, but that they attribute to changes
in labour supply decisions. People also become happier, showing that there is more to life than GDP
growth. These results are consistent with existing theory on the emergence of costly religious prac-
tices. They work as screening devices to prevent free riding, and the evidence shows that more reli-
gious people become more intensely engaged, while the less committed drop out. In addition, there is
an effect on individual attitudes. There is a decline in levels of general trust, suggesting that religious
groups may be particularly effective in generating trust. (Given that trust is associated with good eco-
nomic outcomes, we may speculate about the possible long-term impact of these changes.) In short,
this illustrates how we can try to find a causal effect of cultural practices on growth, as well as trying
to elucidate some of the relevant mechanisms.

7.2.4 | Institutions

Last but not least, there is the view that institutions are a fundamental source of economic growth.
This idea also has an old pedigree in economics, but in modern times it has been mostly associated, in
its beginnings, with the work of Douglass North (who won the Nobel Prize for his work), and more
recently with scholars such as Daron Acemoglu and James Robinson. From the very beginning, here
is the million-dollar question: what do we mean by institutions?

North’s famous characterisation is that institutions are “the rules of the game” in a society, “the
humanly devised constraints that shape human interaction” (North (1990), p. 3). Here are the key
elements of his argument:

• Humanly devised: Unlike geography, institutions are chosen by groups of human beings.
• Constraints: Institutions are about placing constraints on human behaviour. Once a rule is

imposed, there is a cost to breaking it.
• Shape interactions: Institutions affect incentives.

OK, fair enough. But here is the real question: What exactly do we mean by institutions? A first stab
at this question is to follow the Acemoglu et al. (2005) distinctions between economic and political
institutions, and between de facto and de jure institutions.

The first distinction is as follows. Economic institutions are those that directly affect the economic
incentives: property rights, the presence and shape of market interactions, and regulations. They are
obviously important for economic growth, as they constitute the set of incentives for accumulation
and technological progress. Political institutions are those that configure the process by which soci-
ety makes choices: electoral systems, constitutions, the nature of political regimes, the allocation of
political power etc.There is clearly an intimate connection between those two types, as political power
affects the economic rules that will prevail.

The seconddistinction is just as important, having to dowith formal vs informal rules. For instance,
the law may state that all citizens have the right to vote, but in practice it might be that certain groups
canhave enough resources (military or otherwise) to intimidate or influence others, thereby constrain-
ing their right in practice. Formal rules, the de jure institutions, are never enough to fully characterise
the rules of the game; the informal, de facto rules must be taken into consideration.

These distinctions help us structure the concepts, but we also hit the same issue that plagues the
cultural explanations: since institutions are made by people, we need to understand where they come
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from, andhow they come about. Acemoglu et al. (2005) is a great starting point to survey this literature,
and (Acemoglu and Robinson 2012) provides an extremely readable overview of the ideas.

How do we assess empirically the role of institutions as a fundamental determinant of growth?
At a very basic level, we can start by focusing on one thing that generates discontinuous change in
institutions, but not so much in culture, and arguably not at all in geography: borders. Consider the
following two examples. Figure 7.5 shows a Google Earth image of the border between Bolivia (on
the left) and Brazil. We can see how the Brazilian side is fully planted with (mostly) soybeans, unlike
the Bolivian side. A better-known version showing the same idea, in even starker form, is the satellite
image of the Korean Peninsula at night (Figure 7.6).

How can we do this more systematically? Here the main challenge is similar to the one facing the
investigation on the effects of disease environment: is a country rich because it has good institutions,
or does it have good institutions because it’s rich?The seminal study here is Acemoglu et al. (2001), and
it is worth going through that example in some detail – not so much for the specific answers they find,
which have been vigorously debated for a couple of decades, at this point – but for how it illustrates
the challenges involved, how to try and circumvent them, and themany questions that come from that
process.

The paper explores the effects of a measure of institutional development given by an index of pro-
tection from expropriation. (What kind of institution is that? What are the problems with a measure
like this?) The key challenge is to obtain credible exogenous variation in that measure – something
that affects institutions, but not the outcome of interest (income per capita), other than through its
effect on the former.

Their candidate solution for this identification problem comes again from the natural experiment
of European colonisation. The argument is that current institutions are affected by the institutions
that Europeans chose to implement in their colonies (persistence of institutions), and those in turn
were affected by the geographical conditions they faced – in particular, the disease environment. In
more inhospitable climates (from their perspective), Europeans chose not to settle, and instead set
up extractive institutions. In more favourable climates they chose to settle and, as a result, ended up
choosing institutions that protected the rights of the colonists. (Note that this brings in geography as a
variable that affects outcomes, but through its effect on institutions. In particular, this helps explain the
correlations with geographical variables that we observe in the data.) The key assumption is that the
disease environment at the time of colonisation doesn’t really affect economic outcomes today except

Figure 7.5 Border between Bolivia (left) and Brazil



106 PROXIMATE AND FUNDAMENTAL CAUSES OF GROWTH

Figure 7.6 The Korean Peninsula at night

through their effect on institutional development. If so, we can use variation in that environment to
identify the causal effect of institutions.

Under these assumptions, they use historical measures of mortality of European settlers as an
instrument for the measure of contemporaneous institutions (property rights protection), which
allows them to estimate the impact of the former on contemporaneous income per capita. The result-
ing estimate of the impact of institutions on income per capita is 0.94. This implies that the 2.24 dif-
ference in expropriation risk between Nigeria and Chile should translate into a difference of 206 log
points (approximately 8 times, since e2.06 = 7.84). So their result is that institutional factors can explain
a lot of observed cross-country differences. Also, the results suggest that, once the institutional ele-
ment is controlled for, there is no additional effect of the usual geographical variables, such as distance
to the equator.

Their paper was extremely influential, and spawned a great deal of debate. What are some of
the immediate problems with it? The most obvious is that the disease environment may have a
direct impact on output (see geography hypothesis), and the disease environment back in the days
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of colonisation is related to that of today. They tackle this objection, and argue that the mortality of
European settlers is to a large extent unrelated to the disease environment for natives, who had devel-
oped immunity to a lot of the diseases that killed those settlers. An objection that is not as obvious
is whether the impact of the European settlers was through institutions, or something else. Was it
culture that they brought? They argue that accounting for institutions wipes out the effect of things
such as the identity of the coloniser. Was it human capital? Glaeser et al. (2004) argue that what they
brought was not good institutions, but themselves: the key was their higher levels of human capital,
which in turn are what is behind good institutions. This is a much harder claim to settle empirically,
so the question remains open.

Broadly speaking, there is wide acceptance in the profession, these days, that institutions play an
important role in economic outcomes. However, there is a lot of room for debate as to which are the
relevant institutions, and where they come from. How do societies choose different sets of institu-
tions? Particularly if some institutions are better for economic performance than others, why do some
countries choose bad institutions? Could it be because some groups benefit from inefficient institu-
tions? If so, how do they manage to impose them on the rest of society? In other words, we need to
understand the political economy of institutional development. This is a very open and exciting area
of research, both theoretically and empirically.

As an example of the themes in the literature, Acemoglu and Robinson (2019) asks not only why
certain countries develop a highly capable state and others don’t, but also why, among those that do,
some have that same state guarantee the protection of individual rights and liberties, while others have
a state that tramples on those rights and liberties. Their argument is that institutional development
proceeds as a race between the power of the state and the power of society, as people both demand the
presence of the Leviathan enforcing rules and order, and resent its power. If the state gets too powerful
relative to society, the result is a despotic situation; if the state is too weak, the result is a state incapable
of providing the needed underpinnings for development. In themiddle, there is the “narrow corridor”
along which increasing state capacity pushes for more societal control, and the increased power of
society pushes for a more capable (and inclusive) state. The dynamics are illustrated by Figure 7.7, and
one crucial aspect is worth mentioning: small differences in initial conditions – say, two economies
just on opposite sides of the border between two regions in the figure – can evolve into vastly different
institutional and development paths.

7.3 | What have we learned?

When it comes to the proximate causes of growth, in spite of the limitations of each specific empiri-
cal approach – growth accounting, regression methods, and calibration – the message from the data
is reasonably clear, yet nuanced: factor accumulation can arguably explain a substantial amount of
income differences, and specific growth episodes, but ultimately differences in productivity are very
important. This is a bit daunting, since the fact is that we don’t really understand what productivity is,
in a deeper sense. Still, it underscores the importance of the process of technological progress – and
the policy issues raised in Chapter 6 – as a primary locus for growth policies.

How about the fundamental causes?There is certainly a role for geography and luck (multiple equi-
libria), but our reading of the literature is that culture and institutions play a key part. There remains
a lot to be learned about how these things evolve, and how they affect outcomes, and these are bound
to be active areas of research for the foreseeable future.
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Figure 7.7 Weak, despotic and inclusive states, from Acemoglu and Robinson (2017)
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7.4 | What next?

Once again, the growth textbook by Acemoglu (2009) is a superb resource, and it contains a more
in-depth discussion of the empirical literature on the proximate causes of growth. It also has a very
interesting discussion on the fundamental causes, but it’s useful to keep in mind that, its author being
one of the leading proponents of the view that institutions matter most, it certainly comes at that
debate from that specific point of view.

Specifically on culture, the best places to go next are the survey articles we mentioned in our dis-
cussion. The survey by Guiso et al. (2006) is a bit outdated, of course, but still a great starting point.
The more recent surveys by Alesina and Giuliano (2015), focusing particularly on the links between
culture and institutions, and byNunn (2020), focusing on thework using historical data, are very good
guides to where the literature is and is going.

On institutions, there is no better place to go next than the books by Acemoglu and Robinson
(2012) and Acemoglu and Robinson (2019). They are very ambitious intellectual exercises, encom-
passing theory, history, and empirical evidence, and meant for a broad audience – which makes them
a fun and engaging read.

These being very active research fields, there are a lot of questions that remain open. Anyone inter-
ested in the social sciences, as the readers of this bookmost likely are, will find a lot of food for thought
in these sources.
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Notes
1 We know, of course, that the NGM does not generate long-run growth, except through exogenous
technical progress. However, keep in mind that we also live in the transition path!

2 Measuring each of these variables is an art by itself, and hundreds of papers have tried to refine
these measures. Capital stocks are usually computed from accumulating past net investment and
human capital from accumulating population adjusted by their productivity, assessed through Min-
cer equations relating years of schooling and income.

3 This memorable phrase is attributed to Moses Abramovitz.
4 Check out the priceless first paragraph of his 1995 paper summarising his findings: “This is a fairly
boring and tedious paper, and is intentionally so. This paper provides no new interpretations of the
East Asian experience to interest the historian, derives no new theoretical implications of the forces
behind the East Asian growth process tomotivate the theorist, and draws no new policy implications
from the subtleties of East Asian government intervention to excite the policy activist. Instead, this
paper concentrates its energies on providing a careful analysis of the historical patterns of output
growth, factor accumulation, and productivity growth in the newly industrializing countries (NICs)
of East Asia, i.e., Hong Kong, Singapore, South Korea, and Taiwan” (p. 640).

5 As we mentioned, Kremer et al. (2021) have argued that the data has moved in the direction of
absolute convergence across countries in the 21st century.

6 This allegiance is also behind their just as playful title, “A Contribution to the Empirics of Economic
Growth”, which substitutes empirics for the theory from Solow’s original article.

7 For instance, the aforementioned work by Jones and Olken (2005) shows that the effect of leaders
is present in non-democracies, but not in democracies, suggesting that luck of this sort may matter
insofar as it interacts with (in this case) institutional features.

8 Diamond (2013).
9 How can that be? Think about what happens, in the context of the Solow model, when population
increases.
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