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RESEARCH ARTICLE

Who controls children’s education data? A socio-legal analysis of
the UK governance regimes for schools and EdTech
Emma Day a, Kruakae Pothong c, Ayça Atabey b and Sonia Livingstone c

aTech Legality OU, Tallinn, Estonia; bLaw School, University of Edinburgh, Edinburgh, UK; cDepartment of Media
and Communications, London School of Economics and Political Science, London, UK

ABSTRACT
A socio-legal analysis of the UK governance regime for data collected from
children at school for teaching and learning contrasts the government-
mandated data collection by schools to inform educational policy and
planning with data processed and shared with third parties by commercial
EdTech providers. We find the former is effectively governed by the
government’s ‘Five Safes Framework’ with some problematic exceptions. By
contrast, EdTech providers process a growing volume of personal data
under the DPA 2018/UK GDPR with a looser enforcement regime. While
schools have few mechanisms and insufficient expertise or resources to
hold EdTech providers accountable for processing children’s data, EdTech
providers have considerable latitude in interpreting the law. Consequently,
and paradoxically, regulations governing (mostly) deidentified data used for
public purposes are more systematically enforced than those governing
personal (identifiable) data used for public and commercial purposes. We
conclude with recommendations so that education data can serve children’s
best interests.
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Introduction

Society is becoming reliant on education technology (EdTech) for its provision of education at all
levels and to advance government and commercial interests in education-related data sharing. Uses
of technology increasingly underpin children’s learning in ways that transform curricula, pedagogy
and assessment as well as the management and social experience of school. Accelerated by the
COVID-19 pandemic, the growth in EdTech creates opportunities for data from and about children
to be processed for many educational, commercial and other purposes within and beyond the
school, some but not all in the public interest. The resulting ‘datafication’ of education (Bradbury
2019; Williamson and Hogan 2020; Selwyn, Pangrazio, and Cumbo 2021; Peters 2022) and child-
hood (Barassi 2020; Mascheroni and Siibak 2021) raises pressing questions about the governance of
data collected through schools and the benefits and harms that may ensue. This article critically
examines UK law and policy to determine whether the government, as the overall duty bearer
for children’s privacy and data protection rights, maintains oversight and control.

Researchers from many fields, including education, sociology, information and technology
studies and psychology, are uncovering a host of emerging data-driven practices in schools.
These relate to the uses of school information management systems, learning analytics, artificial
intelligence (AI), personalised learning, quantified disciplinary practices, surveillance-based
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systems of safeguarding, and more. However, the governance regime that applies to personal data
in educational contexts is not well understood. Although good governance and the rule of law
require primary legislation to be laid down by Parliament and to be subject to debate, the UK
government has not produced legislation specifically concerning EdTech or education data. We
undertake a socio-legal analysis to assess whether and how the UK’s data governance regime
enables schools to achieve their educational purposes while protecting the interests of children
and the wider public.

Why the processing of children’s education data matters?

Data are appreciating in value, resulting in market pressure for data to be collected, processed,
shared and reused more fluidly, as reflected in the UK’s data priorities (DCMS 2021). In education,
data have always been processed from children in schools, for some data processing is necessary for
the school’s functioning and to monitor the educational development of individual children. But
increasingly, such data processed from children in schools are facilitated by EdTech, an already
major and expanding sector with a projected value of £3.4bn in 2021 (IBIS Capital 2019). The
growth of EdTech use in schools is promoted by the Department for Education’s (DfE) EdTech
Strategy, which sets out a vision for EdTech to be an ‘inseparable thread woven throughout the pro-
cesses of teaching and learning’ (DfE 2019, 4) even before the need for remote education during
Covid 19 lockdown (DfE 2021a). Yet the Strategy gives little weight to data protection beyond not-
ing the importance of preventing data breaches and pointing to DfE’s Toolkit, a non-binding gui-
dance document that offers ‘Guidance and support for education providers who want to increase
their use of EdTech’ (DfE 2018a).

The scale of education data processing by EdTech companies increased significantly since the
COVID-19 pandemic forced UK schools online for extended periods. Already exceeding DfE’s pro-
jection, the UK EdTech sector grew 72% by November 2020, bringing its value to almost £3.5bn
(Walters 2021). The pandemic prompted the UK government to spend £60 m on a contract with
Computacenter (UK) Ltd to supply ‘laptops and tablets’ including ‘Google and Microsoft Edu-
cational Operating System Licences to use any Deliverables supplied by the supplier’ (DfE 2020).
In May 2021, the Minister for the Cabinet Office acting through Crown Commercial Service
(2021) established an agreement for Cloud services worth £750 m to be supplied by ten suppliers,
including Google Commerce Ltd. Google reported in May 2021 that their global user numbers for
Google Classroom rose to 150 m from 40 m the previous year (Williamson 2021). Yet, in the rush to
provide education to children worldwide during COVID-19 lockdowns, little critical attention
appears to have been paid by the government to the data protection implications of the EdTech
tools deployed.

The main value of data lies in the insights and predictions that result from data analysis. This can
inform evidence-based policy by enabling education authorities to track aggregate student progress
across diverse settings and identify the external factors that make a difference to target resources
and plan interventions (Livingstone, Pothong, and Atabey 2021). It can also drive innovation in
and uptake of EdTech that may improve educational outcomes for children by facilitating formal
and informal communication and learning within and beyond the school (Lynch, Singal, and Fran-
cis 2021; Stringer, Lewin, and Coleman 2019), promoting the personalisation of teaching and learn-
ing (Komljenovic 2021; DiCerbo 2016), and creating opportunities to observe an individual child’s
progress in comparison to others or deploy assistive technologies to support children with physical
or learning disabilities (Lindeblad et al. 2017; Lynch, Singal, and Francis 2021; UNICEF 2021).
Learning analytics automated through algorithms or applications of AI are increasingly used in
teaching (Kurni and Srinivasa 2021; Luckin and Çukurova 2019), administrative decision-making
and resource allocation (Siemens and Long 2011; Williamson and Piattoeva 2019; Macfadyen and
Dawson 2012), in information management processes, and to meet growing requirements of school
safeguarding (DCMS 2020).
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Although the routine use of EdTech in the classroom is widely taken for granted by schools and
families (Livingstone and Sefton-Green 2016), the promised benefits are not reliably realised. The
Education Endowment Foundation’s evidence review by Stringer, Lewin, and Coleman (2019, 25)
finds ‘evidence that the use of technology to enhance learning can be positive across a range of sub-
jects. Gains are often small, resulting on average in around two to three months’ accelerated learn-
ing for children who use technology’. Noting ‘huge variability in the evidence’ (33), it concludes
cautiously that ‘[e]vidence suggests that supplementing standard teaching rather than replacing
it with technology interventions can have the most positive impact’ (32). Meanwhile, critical con-
cerns are growing. The debacle over the algorithm developed by the Office of Qualifications and
Examinations Regulation (Ofqual) to predict national exam results by postcode in the summer
of 2020 (Coughlan 2020) was, arguably, EdTech’s equivalent of the Cambridge Analytica scandal.
In the public mind, this suggested abuse of education data resulting in unfair grading that adversely
affected students’ educational progression (Smith 2020). Not only is there much that can go wrong
in sharing data – witness also the National Cyber Security Centre (2021) report of an increase in
ransomware attacks on schools – but there are critical questions to be asked about whose interests
are served by the current policy.

Notwithstanding that some EdTech products and services are provided ‘for free,’ the huge
economic value extracted by EdTech through third party sharing and mining of education data
in the wider data ecology arguably goes beyond any ‘quid pro quo’ and is potentially or actually
exploitative (Williamson and Hogan 2020; Persson 2020). Not only do companies profit from
access to children’s personal data gained in real time throughout the school day, but they may
be shaping what children are taught and how (Gulson et al. 2021). In short, any risk-benefit analy-
sis of children’s data processed by EdTech remains contested on pedagogic, economic, inclusion
and/or data protection and privacy grounds (Veale 2022; Witzenberger and Gulson 2021; Selwyn
2015; Macgilchrist 2019; Persson 2020; Williamson and Piattoeva 2019). Furthermore, while chil-
dren’s data is shared via their schools to EdTech companies, EdTech companies do not return the
data to schools in a usable format to improve education unless sold as a data analytics product
(Persson 2020).

Definitions and methods

Personal data is information that, on its own or in combination with other information, can identify
‘natural persons’ (ICO 2021b, 10). Processing personal data is regulated under the Data Protection
Act (DPA) 2018 and UK General Data Protection Regulation (UK GDPR). The DPA 2018 defines
‘education data’ as ‘personal data which consists of information that forms part of an educational
record; and is not data concerning health.’ In practice, this ‘includes most information about cur-
rent and past pupils that is processed by or on behalf of a school’ (ICO 2020c, 67). Thus, ‘education
data’ encompasses not only data collected for teaching, learning and assessment but also that used
for safeguarding and administration. Moreover, the same data can serve educational and non-edu-
cational purposes. For instance, attendance records appear administrative but are used as a proxy
for both educational outcomes and safeguarding. This complexity is exacerbated by the move to ‘all-
in-one’ or whole-school products such as Google Classroom or Microsoft Education during the
pandemic. Consequently, rather than comparing the regulation of particular kinds of data or
data processing purposes, we compare the two main governance regimes that apply to children’s
data processed by or on behalf of schools for purposes of learning and assessment.

The first concerns the termly school census, which mandates state schools under the Education
Act 1996 to collect certain data for public purposes such as the planning, budgets, and policy devel-
opment of local and national government. The second concerns all the personal data collected from
children during their school day and processed by EdTech providers who have contracted with UK
schools. Both are regulated by the data protection legal framework in the UK (DPA 2018/UK
GDPR). The census data form part of DfE’s National Pupil Database (NPD) which, in turn, can
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be linked to other official datasets. Access to these falls under the Digital Economy Act’s (DEA)
2017 ‘Five Safes’ regime for publicly held data. No additional regime applies to data processed
by companies, although the recently introduced Age-Appropriate Design Code (AADC) (ICO
2020a) offers children some additional protections when EdTech tools are classed in law as infor-
mation society services, which is not always the case in schools.

This article asks how the data processed from children in educational contexts are governed and
whether this is in children’s best interests. We focus on UK state schools (formally, ‘state funded
schools’) because they are public authorities subject to enhanced government oversight, including
certain obligations prescribed by the UK GDPR (such as appointing a data protection officer (DPO)
and responding to students’ data subject requests under the Freedom of Information Act 2000)
from which private schools are exempt. Our methods were threefold. First, we drew on desk
research on laws, policies, government strategy papers, private sector policy papers and grey litera-
ture related to data governance and children. Second, we conducted 36 expert interviews about data
governance in UK schools with school governors, head teachers, school DPOs, commercial DPO
service providers, relevant NGOs, education union staff and academics. Third, we held an expert
roundtable with 26 stakeholders (Livingstone, Pothong, and Atabey 2021) to deliberate the benefits
and harms of processing education data and any need for improved governance.

Two governance regimes for data collected from children at school

The five safes framework

Schools collect termly census data, which feeds into the DfE’s NPD. In processing children’s data
pursuant to Section 537 of the Education Act 1996, schools are required to comply with the DPA
2018, the UK GDPR, the Human Rights Act (HRA) 1998 and the Equality Act (EA) 2010. The NPD
includes the child’s name and address, UPN (the Unique Pupil Number assigned to children by
local authorities on their first entry to state schools), ULN (the Unique Learner Number for
those aged 14+), date of birth, gender, ethnicity, language, special educational needs and disability,
eligibility for free school meals and pupil premium, engagement with social services, school attend-
ance, suspensions and exclusions, and more (DfE 2022b). It is likely that parents and children know
that they have provided these data to the school and, though they may not realise what is shared
with the government nor how it is used, they expect this to serve legitimate public purposes (Stoi-
lova, Livingstone, and Nandagiri 2020).

As a public body, the DfE is required to comply with the DEA 2017 (Chapter 5) and its accom-
panying statutory code, which restricts the sharing of publicly held data for research purposes only
to deidentified data. It declared its adherence to the Five Safes Framework (ONS 2020) from around
2018, presumably to demonstrate compliance with the DEA 2017. Developed in 2003 by the UK
Office for National Statistics (ONS) to ‘address… data access solutions’ for ‘confidential research
data at ONS’ (Desai, Ritchie, and Welpton 2016, 5), this framework is still in use as a mechanism
to ‘protect data confidentiality’ (ONS 2021, 10) as it provides access to the deidentified survey and
administrative data for statistical research and supports an evidence base for public policy decision-
making, public service delivery and academic research (Silberman 2021; Groos and van Veen 2020;
Ritchie 2017, 2–3). It has been adopted by other statistical agencies, data archives and government
departments in the UK and abroad (Ritchie 2017, 1).

To access the NPD, applicants must be accredited under ONS approved researcher scheme and
document in their application to the DfE how they ensure ‘safe people’ (by, for instance, a criminal
record check), ‘safe projects’ to prevent security breaches (Landau 2018), ‘safe settings’ (data access
is only possible using ONS secure technology systems), ‘safe outputs’ (that do not identify data sub-
jects), and ‘safe data’ (deidentified data). Applications for NPD data shares are mostly processed by
the Data Sharing Approval Panel (DSAP) which determines ‘what data is available and the best way
to access it’, whether through the ONS or secure file transfer directly from the DfE on the condition
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that the company’s IT and building security is sufficient and that the company does not keep the
data for longer than allowed (DfE 2022a; ICO 2020b). In practice (according to the DfE’s own
records of data shares), the secure file transfer from DfE is inconsistent with the Five Safes Frame-
work, particularly the ‘safe settings’ and ‘safe data’ that are strictly adhered to in data access through
ONS, as demonstrated later.

DPA 2018/UK GDPR

EdTech used in school for teaching and learning includes organisational platforms by which tea-
chers manage children’s timetables, homework and home-school communication, classroom
tools (including digital workbooks and specific curriculum apps). Some of these monitor engage-
ment, offer personalisation, or deploy tools that use algorithms to predict grades or other outcomes.
Diverse kinds of data are collected at multiple time points, including metadata passively taken from
children (e.g., IP address, device information, unique device identifiers, mobile network infor-
mation and phone number) (Persson 2020) or inferred about them through automated processing
such as profiling (Selwyn 2015). Children and their parents have little choice but to sign schools’
‘Acceptable Use’ policies although they may not understand the seamless processing of their data
by EdTech and other companies, nor how to exercise their data subject rights under the UK
GDPR (Chapter 3).

Education data processed by EdTech companies through their contracts with schools are pri-
marily regulated through the DPA 2018, which sits alongside and supplements the UK GDPR.
The UK GDPR sets out seven core data protection principles ‘which lie at the heart of the general
data protection regime’ (ICO 2021b, 17) and underpin the individual rights of data subjects (Gil
González and De Hert 2019; European Data Protection Board 2020, 9). If we read Article 5(1),
which sets out the first six principles, with schools and EdTech providers in mind, this requires
(a) lawfulness, fairness and transparency (where ‘lawful’ requires schools and EdTech providers
to rely on the lawful bases in Article 6 and ensure that their processing is legitimate; ‘transparency’
requires being clear, open and honest about data processing; and ‘fairness’ requires only processing
data in ways that children would reasonably expect and not use it in ways that would negatively
affect them (ICO 2021b, 21)); (b) purpose limitation: (schools and EdTech providers must be trans-
parent about their data processing purposes and undertake these only for the original purposes they
communicated to data subjects); (c) data minimisation: schools and EdTech providers must ensure
that data processing is adequate, relevant and limited to what is necessary for the purposes; (d) accu-
racy: schools and EdTech providers must ensure that the data they process is accurate and, where
necessary, up to date, and they must take reasonable steps to erase or rectify personal data that are
inaccurate; (e) storage limitation: schools and EdTech providers can only store the data for the
period necessary for the defined purposes, and must be able to justify this period; (f) security:
schools and EdTech providers must take appropriate security measures to protect the data
processed.

Article 5(2) UK GDPR introduces the seventh principle of accountability which requires data
controllers (including schools and EdTech providers that act as data controllers) to be able to
demonstrate compliance with Article 5(1) principles. Aligned with Article 5(2), one of the
accountability obligations provided under Article 25 (data protection by design and by default)
requires controllers to embed Article 5 principles into the design of processing operations and
ensure the highest privacy protection (ICO 2021b). Building on Article 5(1)(a) and Recital 38,
the Information Commissioner’s Office (ICO) (2020a, 12-25) introduced the AADC as a statu-
tory code of practice following a requirement under Section 123 of the DPA 2018 to provide gui-
dance ‘on standards of age-appropriate design of relevant information society services (ISS)
which are likely to be accessed by children.’ In effect, this sets out children’s rights in relation
to UK data protection law.
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Governance regimes compared

Neither governance regime is specific to education, possibly explaining why the DfE has provided
no guidance for processing education data. Nor does either say much that is specific to children,
though both regimes recognise children as vulnerable data subjects who require stronger protec-
tions. However, these regimes were developed with different aims and objectives, so although
they can apply to the same data, they differ in how they protect the rights of children as data subjects
(see Table 1).

The Five Safes Framework was designed to manage the risks of identification to individuals by
taking steps to deidentify data subjects, ensure the security of the data and control access to their
data. It centres on the data user rather than the data subject, and ‘data access planning starts with
the identification of user needs’ (Ritchie 2017, 2). By contrast, the DPA 2018/UK GDPR is premised
on the idea that personal data identifies an individual, and its aim is to protect the rights of the data
subject throughout the data ecology. While the Five Safes Framework balances risk to the data sub-
ject with the public benefit that can accrue from data sharing, the DPA 2018/UK GDPR seeks to
balance the rights of data subjects with a broad range of interests in data sharing and usage (Lynskey
2015), including by commercial organisations. This effort to balance competing interests in the
value of data – whether focused on the public or private sector – generates problems for children’s
rights, as we explore next.

Problems with the governance of access to the national pupil database

Since the NPD holds personally identifiable data, processing of such data for other than law enfor-
cement purposes must comply with both the Five Safes Framework, meaning that deidentified data
cannot be reidentified nor can identifiable data be taken from the ‘safe setting,’ and the DPA 2018/
UK GDPR. However, the latter did not come into force until 2018 while the DfE’s external data
sharing practices had been established from 2002. Our expert interviews reported an increase in
demand from a broad range of organisations following the then Secretary of State for Education
Michael Gove’s decision to ‘enable the Department for Education to share extracts of data held
in the NPD for a wider range of purposes than currently possible in order to maximise the value
of this rich dataset’ (Gove 2012). This decision resulted in an amendment to the 2009 Prescribed
Persons Act in 2013 to allow the DfE to share both deidentified and personally identifiable pupil
level data in the NPD with external parties beyond academic researchers. The DfE (2017) recorded
481 external data shares (inclusive of duplicates) from July 2012 and September 2017. These
included 82 external data shares with commercial entities, of which 75 were of the NPD; the rest
were marked as ‘linked’ data. Companies such as ALPs (later known as Alkemygold Ltd) and
Fischer Family Trust (FFT) were granted access to either ‘identifiable and highly sensitive’ or ‘ident-
ifiable and sensitive’ data in the NPD to develop analytics tools to improve school performance (DfE
2017).

Table 1. Two governance regimes for education data

Five Safes Framework DPA 2018/UK GDPR

Aim: To control who can access and process personal data held
by the government

Aim: To protect the rights of data subjects when their data are
processed

Approach: Risk-based and user-centred (Arbuckle and Ritchie
2019; Ritchie 2017, 2)

Approach: Risk- (Gellert 2016) and rights-based (Lievens and
Milkaite 2018; van der Hof 2018)

Objective: To implement a control mechanism that ensures an
‘ethical/legal/logistical basis for access’ to data (Ritchie 2017,
2)

Objective: To balance ‘free trade in personal data in the EU
internal market’ with the ‘protection of fundamental rights’
(Lynskey 2015, 8)

Beneficiaries: Researchers, research institutions, policy
makers, public bodies, R&D branch of commercial entities

Beneficiaries: Data subjects and data users
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The range of external parties with whom the DfE can share pupil level data was meant to be tigh-
tened up by the DEA 2017 and the DfE’s declaration of its adherence to the Five Safes Framework.
However, our analysis of the six DfE external data share records published bi-annually from May
2018 to June 2021 shows that sharing high-risk (of identification or reidentification) data with com-
mercial entities continues. In combining these six records, we included data from the ‘DSAP con-
sidered data shares’ tab and eliminated the duplicates, resulting in a total of 467 external data shares.
Of these, 117 (25%) were shared with 40 unique commercial entities – most offering consultancy
services (16), data analytics (5) or software services (5); 84 (72%) shares were of the NPD. The
rest were of Individualised Learner Records (ILR) or other data held by the DfE, such as the School
Workforce Census. The purposes of data access stated by the approved 117 commercial companies
ranged from statistical analysis and providing evidence to support ‘government decisions about
investment in vocational education and training’ to setting standards for GCSE qualifications, as
well as to ‘improve GCSE mathematics retake outcomes,’ undertake ‘randomised controlled trials
of educational programmes’ and ‘develop’ commercial analytics tools.

The proportion of the NPD shares with commercial entities is a minority of the whole, and the
purposes are arguably in the public interest. Still, there are grounds for concern. Only (deidentified)
‘safe data’ is meant to be shared by DSAP, but of the 84 NPD shares with commercial entities, 18
(23%) shares included either Level 1 ‘instant identifier’ (e.g., full names, addresses, email addresses)
or Level 2 ‘meaningful identifiers’ (e.g., UPN, ULN, or national candidate numbers) (DfE 2021b). In
principle, these could be combined with other data, increasing the risk of identification. Further,
from the 18 shares of Level 1 and Level 2, 16 (84%) were shared through ‘secure file transfer directly
to the organisation.’ Ten of these were for projects commissioned by the DfE, government agencies
or universities, and four contained ‘highly sensitive data about interactions with children’s services’
(DfE 2021c).

To give an example, King’s College London commissioned a consultancy company, Kantar (Case
number DS00513), to recruit participants for a longitudinal survey to examine the ‘differences in
attitudes and knowledge between sub-groups… to help shape priorities in post-16 education and
training’ (DfE 2021c). To enable this, Kantar was granted access to NPD data that contained
Level 1 ‘instant identifiers’ through ‘secure file transfer directly to the organisation’. Another
example is DfE’s share of Level 1 (‘instant identifiers’) NPD data with FFT Education Ltd (Case
number DS00120) through ‘secure file transfer directly to the organisation’ in response to the com-
pany’s application ‘to develop and deliver analyses that are of benefit to… schools, local authorities,
academy chains and diocese through a web based analytical service called “FFT Aspire”’ (DfE
2021c), itself a commercial service offering ‘comprehensive online reporting and data analysis’
for educational bodies (FFT Education Ltd 2020).

These examples of high-risk data shares delegate control and responsibility over how data are
protected, secured and processed to the recipient organisations. The secure transfer of Level 1
and Level 2 data directly to such organisations is inconsistent with the original intent of the
ONS Five Safes Framework (UK Data Service 2022) under which researchers can only access
(mostly) de-identified data in an environment physically controlled by the data owner to protect
against confidentiality breaches and unauthorised use. Our analysis finds these high-risk data shares
to be more common with commercial (mostly consultancy or data analytics) companies (14 shares)
than with academic institutions (3 shares), for as one expert interviewee observed, academic
researchers rarely ask for instantly identifiable data. The question arises as to whether the safety
and security risks of personally identifiable data sitting in the computing and storage devices of uni-
versities, companies and other organisations are proportionate to the benefits of the secure file
transfer. It is also unclear whether audits are ever conducted to ensure that data are only kept
for the time period agreed.

Indeed, the DfE’s external data shares with commercial entities can beproblematic. In November
2022, the ICO reprimanded the DfE for failing to comply with the UK GDPR (Article 5(1)(a) to
guard against “the unauthorised processing by third parties of data held on [DfE’s Learning Records
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Service (LRS)] database"] and failing to comply with the UK GDPR (Article 5(1)(f) to protect the
confidentiality of data subjects (ICO 2022). This incident allowed third-party betting companies to
use personal and special category data in the database for age-verification checks (Ungoed-Thomas,
2022). Previously, in itsData Protection Audit Report, the ICO (2020b, 6) found that ‘[w]hilst DSAP
is the official gateway for shares, not all sharing decisions throughout the DfE and its executives
agencies are considered by DSAP, so there is limited oversight and consistency around how data
is shared externally.’ It also found a lack of assessment of applications for their data protection com-
pliance because DSAP does not formally or consistently assess applications for this purpose, and
nor does it require applicants to conduct a data protection impact assessment (DPIA) (ICO
2020b, 6). Finally, the ICO (2020b, 6) criticised the DfE for its ‘over reliance on using public
task as the lawful basis for sharing which is not always appropriate and supported by identified
legislation’. In summary, while the Five Safes Framework is robust when used as originally
intended, DfE practice over the years has introduced risks of identification, reidentification or
reuse and is not fully consistent with the DPA 2018/UK GDPR.

Problems with the governance of EdTech data processing

The only way to access children’s education data at a national level used to be through a data access
application to the DfE’s DSAP, which had to meet the standards of the Five Safes Framework.
Schools’ expanding use of EdTech tools has facilitated EdTech providers’ access to data about chil-
dren on a significant scale. Governed by the DPA 2018/UK GDPR but with very little oversight, this
data processing raises several problems.

The first lies in establishing the scope of liability between contractual parties – schools and
EdTech providers. Under the UK GDPR (Article 4(7)), the data controller is responsible for decid-
ing which data are processed, how, and for what purposes, while the data processor undertakes the
processing activity accordingly (Article 4(8)). Both are accountable for data processing, but the con-
troller’s liability is greater. Even though most EdTech companies position themselves as data pro-
cessors, their processing activities show that they act as data controllers. For example, in 2020
Google was found to use the data it collects via Google Education for its own commercial purposes
(United States District Court for the District of New Mexico 2020, 14), contrary to its role as a pro-
cessor. Identifying the data controller is a matter of fact, not self-declaration and should be based on
an assessment of actual control over the data processing. Yet our interviews revealed complexities
because, although schools are deemed (by the ICO, by some EdTech providers) to be data control-
lers, they may lack the expertise and resources to ascertain the purposes, nature and extent of the
data processing. Indeed, the operation of EdTech services can be obscure even for lawyers (Nas and
Terra 2021). Also problematic is when schools are deemed joint data controllers with the providers
of the EdTech, a situation which leads to complicated liability issues and unclear accountability.

A second problem concerns the lawful basis for processing personal data, which can be at odds
with the data subject’s ‘right to object’ in schooling contexts (Nottingham, Stockman, and Burke
2022). Where schools are controllers, the lawful basis for processing is usually ‘public task’ (Article
6(1)(e) UK GDPR). However, the public task of education is not clearly defined, leaving schools to
determine not only the legal and technical but also the pedagogical parameters for proportionate
and necessary data processing in procuring and enforcing contracts with EdTech companies.

Both these problems are exacerbated by the growing use of AI. As data controllers, schools must
uphold child data subjects’ rights ‘not to be subject to a decision based solely on automated proces-
sing, including profiling’ (Article 22 UK GDPR), but in the absence of explainable AI (Samek and
Müller 2019), this is challenging (5Rights Foundation 2022). Indeed, especially when dealing with
major companies whose operations are far from transparent (5Rights Foundation 2021), hard-
pressed schools often face little choice in practice but to trust the assurances they receive from
EdTech and agree on a contract. Illustrating this reality, we learned that although the UK GDPR
requires a DPIA for processing children’s personal data for purposes such as profiling children
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or offering online services directly to them, schools often rely on wording for the DPIA drafted by
the EdTech providers themselves (Livingstone, Pothong, and Atabey 2021).

Third, a crucial complication arises when an EdTech provider offers optional features over and
above those required for its core educational purposes, for then it becomes an independent data
controller for non-core purposes. An example is the use of Google Maps alongside Google Class-
room in a geography class. In such cases, which are commonplace, children’s data cannot be pro-
cessed on the lawful basis of public task. This problem is far from accidental, for it is likely to be part
of Google’s business model to provide a service as a data processor to schools in such a way as to
promote its own additional (non-core) services (Hooper, Livingstone, and Pothong 2022). EdTech
providers may use the ‘legitimate interests’ lawful basis for purposes such as marketing or product
development when the processing is ‘necessary’ and when there is a balance between the interests of
the EdTech providers and the best interests of child data subjects. However, this balancing task is
complex, and it brings additional responsibilities under UK GDPR to respect data subject rights.
Currently, there is very little oversight by the government regarding how this is achieved in practice.

Meeting the specific needs of children as data subjects improved when the UK’s AADC came
into force in 2021. But whether and how this applies to EdTech companies or schools is mired
in confusion – our fourth problem. Our expert interviews surfaced conflicting answers, as we
and others have communicated to the ICO. In the summer of 2021, the ICO (2021a) responded
by clarifying that the AADC applies to off-the-shelf EdTech services ‘provided to children through
a school’ but not when the EdTech service is offered ‘via an intermediary such as a school’ to ‘fulfil
the school’s public tasks’ and acting ‘solely on the instruction of the school’. As may be imagined,
this has not resolved the confusion.

Of importance is that the AADC applies only to ISS, defined in Article 1(1) Directive (EU)2015/
153 (European Parliament 2015) as ‘any service normally provided for remuneration, at a distance,
by electronic means and at the individual request of a recipient of services’, which are offered
directly to a child (ICO 2021c). The criteria of provision at a distance, by electronic means and nor-
mally for remuneration, are not in dispute: all apply to EdTech. What matters is that if EdTech is
offered through a state-funded intermediary such as a school to ‘fulfil the school’s public tasks’ (ICO
2021c), then EdTech in this contextmay not be a ‘service’ under Article 50 of the Treaty establishing
the European Community (European Union 1957) because it is seen as an online extension of the
school’s public task (here, education), and therefore not an ISS.

We argue that most EdTech services used by schools to deliver remote learning and connect tea-
chers with children and their parents (e.g., Google Classroom and Class Dojo) satisfy all the con-
ditions of ISS as students must individually request the last-mile transmission of the service to their
individual device for their own use. We also argue that EdTech is a commercial ‘service’ procured
by schools for children to use just as schools procure chairs for children to sit on, which does not
make the supplier of the chairs a provider of public service. The same typically applies to ‘off-the-
shelf’ apps used in class when students individually log in and/or interact with the apps.

Yet other EdTech services, such as the management information systems (MIS) offered by Capita
Group or software used for administrative tasks or improving schools’ performance, are not ISS
because although they process children’s data, children do not individually request this. Note, how-
ever, that even if the AADC does not apply, since it merely prescribes how the UK GDPR protects
children, its standards are still relevant to all organisations processing children’s data (ICO 2020a,
11), and it would be unfortunate if EdTech companies chose to use a lower standard for children on
the basis of a technicality.

The fifth and most compelling problem concerns the insufficient implementation of the DPA
2018/UK GDPR by the UK government in the form of binding standards and guidance for schools
on the use of EdTech. Despite encouraging EdTech uptake in UK schools and highlighting its
benefits for teaching and learning (DfE 2019, 32), the DfE has not provided a legally binding
EdTech procurement framework or recommended contractual terms, nor endorsed particular
EdTech services or provided assessment tools for schools to evaluate EdTech services on the market
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(Day 2021). We argue that this is a clear task for the government and is wholly unfair (to both
schools and children) to require schools to negotiate the terms and conditions of contracts with
EdTech companies – which include multinational tech giants – on a school-by-school basis.

Given the above problems, it is unsurprising that the ICO’s (2019) consensual audit of the 11
MATs between 2018 and 2019 reveals schools’ poor compliance with data protection laws. Note
that the ICO has the power to conduct compulsory audits under Article 58(1)(b) UK GDPR but
has yet to exercise that power on EdTech providers or schools as it has with the DfE. This leaves
schools without official feedback or guidance (Turner, Pothong, and Livingstone 2022), impeding
their capacity fully to consider data protection when procuring EdTech services or seeking to hold
EdTech providers accountable to schools and children.

Two governance regimes for data collected from children at school

This article has identified problems with the implementation of both the data governance regimes
that regulate access to children’s data collected at or through school. However, by comparison with
the Five Safes Framework’s regulation of access to data by public bodies, the enforcement of the
DPA 2018/UK GDPR regime concerned with data processing and sharing by the private sector
raises far bigger concerns. These arise from uncertainties or inconsistencies in the interpretation
and application of data protection laws, exacerbated by the complexity of the relationship between
EdTech providers and schools and the absence of concerted sector-specific audit and enforcement
by the DfE and ICO. As a result, schools face the formidable burden of navigating a complex and
fragmented legal and technical landscape concerning the data processing that has become part and
parcel of their work. Not only do schools lack expertise and resources, as well as straightforward
enforceable guidance from the government, but there is a considerable power imbalance between
schools and EdTech providers. This avails EdTech providers instant access to data collected
from children in schools with insufficient oversight, transparency or accountability and with con-
siderable latitude to interpret and apply the law as they choose, including making the required pro-
portionality assessment about the balance between children’s data protection and privacy and the
possible educational benefits of their products.

Since it is likely that personal data processed by EdTech for both public and commercial
purposes will grow in future, we conclude with recommendations for law, policy and practice
that respect children’s rights and that do not unduly burden schools but support their capacity
to determine what is needed for their students. First, as the overall duty bearer and custodian
of children’s rights in educational contexts, the DfE should work with the ICO to institute
robust and trusted processes to ensure compliance with data protection laws and respect the
rights of children as data subjects in relation to both public and private sector uses of education
data. This could include the development of mandatory or advisory standards and certification
schemes. The DfE should also ensure that schools receive the technical and legal guidance they
need to procure and contract with EdTech companies in ways that underpin children’s edu-
cation and best interests, informed by up-to-date and evidence-based assessments of the edu-
cational benefits (or otherwise) of EdTech on the market. Implementing these
recommendations should include widespread consultation with schools, children and parents,
preferably as part of conducting a Child Rights Impact Assessment (CRIA) (Mukherjee,
Pothong, and Livingstone 2021).

Second, the ICO should exercise its mandatory audit power to systematically enforce data pro-
tection laws on data controllers and processors in the education context to ensure that the DfE,
schools and EdTech providers fulfil their data protection responsibilities according to their respect-
ive roles. It should collaborate with the DfE to develop sector-specific guidance for schools and
EdTech providers, including procurement guidance and standard contractual clauses, and possibly
build on the DfE’s (2018a) Data Protection Toolkit for Schools. It should also act promptly in clar-
ifying the nature of data controllers, the lawful bases of data processing, the application scope of the
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AADC, and other technical confusions as they arise, so that schools and EdTech understand their
data protection responsibilities.

Third, an EdTech industry body and all providers should act to raise standards regarding both
the proven educational benefits of EdTech and their compliance with data protection laws. This
could include developing a joint repository of evidence between the British Educational Suppliers
Association (BESA) and the DfE, publicly documenting compliance with data protection laws, the
HRA 1998 and EA 2010 by publishing DPIA and CRIA which anticipate and evaluate the impact of
their product and service after deployment and adhering to the AADC as a matter of good practice.

The combined outcome should empower schools to make decisions about EdTech that align
with children’s educational needs and best interests and, in return, build trust in technology and
EdTech providers. Without such improvements, continued problems with the governance of
data processed from children in educational contexts can be expected, as evidenced in the required
adjustments to Google G Suite for education in New Mexico (United States District Court for the
District of New Mexico 2020) and the Netherlands (Nas and Terra 2021). Such problems, in turn,
place pressure on schools and impede their efforts to concentrate on the task of education. Mean-
while, the realisation of children’s rights to privacy and education, among other rights, are left to the
mercy of the private sector.
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