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Deception about study purpose 
does not affect participant behavior
Zoe Rahwan1,2*, Barbara Fasolo2 & Oliver P. Hauser3

The use of deception in research is divisive along disciplinary lines. Whereas psychologists argue 
that deception may be necessary to obtain unbiased measures, economists hold that deception can 
generate suspicion of researchers, invalidating measures and ‘poisoning’ the participant pool for 
others. However, experimental studies on the effects of deception, notably false-purpose deception—
the most common form of experimental deception—are scarce. Challenges with participant attrition 
and avoiding confounds with a form of deception in which two related studies are presented as 
unrelated likely explain this scarcity. Here, we avoid these issues, testing within an experiment to 
what extent false-purpose deception affects honesty. We deploy two commonly used incentivized 
measures of honesty and unethical behavior: coin-flip and die-roll tasks. Across two pre-registered 
studies with over 2000 crowdsourced participants, we found that false-purpose deception did not 
affect honesty in either task, even when we deliberately provoked suspicion of deception. Past 
experience of deception also had no bearing on honesty. However, incentivized measures of norms 
indicated that many participants had reservations about researcher use of false-purpose deception in 
general—often considered the least concerning form of deception. Together, these findings suggest 
that while false-purpose deception is not fundamentally problematic in the context of measuring 
honesty, it should only be used as a method of last resort. Our results motivate further experimental 
research to study the causal effects of other forms of deception, and other potential spillovers.

Use of deception in the social sciences has long been  controversial1. Deception is commonly defined as the 
intentional and explicit misleading of participants, as opposed to withholding information on hypotheses or 
experimental  manipulations2. Revelations of the abuse of human subjects in deceptive experiments in both 
wartime (e.g., Nazi medical  trials3) and peacetime (e.g., Milgram’s obedience  experiments4) prompted major 
reforms in the ethical oversight of scientific research. The principles laid out in the American Psychological 
Association’s (APA) Code of  Ethics5 and the Belmont  Report6 continue to guide Internal Review Boards (IRBs) 
and ethics committees in the US and  beyond7.

Deception practices differ along disciplinary  lines8–10. Economists generally prohibit deception in experimen-
tal studies. Their objections are primarily motivated by practical  concerns11,12, notably that deception will invoke 
mistrust and suspicion of the experimenter, both invalidating tests of economic theory and affecting participant 
behavior in future studies, with consequences including selective  attrition13–15.

However, experimental evidence of these effects is scarce, with a few notable exceptions: Jamison et al.14 
found that providing misleading information on partner identity (i.e., role deception) did not affect participants’ 
behavior in prisoners’ dilemma and dictator games in subsequent weeks, noting that only ~ 55% of participants 
returned after the initial phase of the study. They did, however, find some—albeit weak—indication of inconsist-
ent behavior in a gambling task used to assess risk preferences, which may reflect reduced participant serious-
ness. A replication of this work which minimized the attrition rate between phases (8%) found no behavioral 
 differences12. Another concern relates to selective attrition in future experiments. Jamison et al.14 found no 
differences between participants who had or had not been deceived, though they did find some weak evidence 
that deceived women were less likely to participate in future experiments than were undeceived women. Further, 
in a survey of predominantly American students, 25% reported that they would be less willing to participate in 
future experiments if they knew they had been  deceived16.

Independent of the source of concern and whether it is supported by empirical evidence, there are tangible 
negative consequences for economics researchers using deception. Perhaps the most notable is that articles 
deploying deception are not eligible for publication in economics  journals17—a policy that is sometimes explicitly 
stated (e.g., Experimental Economics18). In addition, more interdisciplinary journals, such as the Proceedings of 
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the National Academy of Sciences, as well as grant funding bodies may reject research that contains or proposes 
 deception13,14,19,20. Together, these may pose tangible barriers to career  advancement12.

In psychology, in contrast, there is no blanket proscription of experimental deception. Rather, it has been 
argued that deception offers a means to study important yet uncomfortable aspects of the human condition (e.g., 
conformity, obedience)21 and that results may otherwise be biased by social desirability. Professional bodies such 
as the APA and many university IRBs discourage the use of deception, except where there is notable scientific 
value and non-deceptive alternatives are not  viable5,20. However, the frequency of use of  deception1,22 suggests 
that its use is not reserved to studies of particular importance. Further, there is evidence that, at least for studies 
on honesty and prosocial behavior, non-deceptive alternatives are commonly available but not  used23.

Experimental deception comes in many forms and there is often disagreement as to what precisely can be 
identified as  deception16,24. Sieber et al.’s25 taxonomy identifies eight types of deception, from stating a false 
purpose to not informing subjects that they are part of a study. We updated this taxonomy to reflect changes 
in experimental practices in recent decades, notably the proliferation of online experiments (Table S1). Here, 
we focus on the use of false-purpose deception—the most common form of deception in  psychology1, where 
participants “may be given or be caused to hold false information about the main purpose of the study”25. An 
example would be stating that a study is about life and satisfaction when it actually aims to investigate how 
professional culture affects  honesty26.

Variations in the stated experimental purpose may affect participant behavior in different ways. Participants 
who are informed that a study is on honesty or who suspect that this is the true experimental purpose may 
succumb to experimenter demand effects or social desirability bias, or simply behave more honestly amid an 
elevated sense of  observation27–30. Alternatively, participants who suspect the experimenter of deceiving them 
about the study purpose may retaliate by increasing their  dishonesty27,31,32. Another possibility is that there is 
simply no effect on  behavior33.

Results from a meta-analysis of 565 experiments on individual (dis)honest behavior suggest that deceiving 
participants about the procedure leads to less dishonesty, though only in sender–receiver games (k = 165), which 
at a minimum involve role  deception30. There was no evidence that use of deception affected honesty in coin-flip 
(k = 163) or die-roll (k = 129) tasks. For games involving collaborative dishonesty, a meta-analysis of 123 tasks, 
of which 16 entailed deception, found that the use of deception was associated with less dishonesty when all 
decision structures (e.g., joint, sequential) were pooled, but not when they were considered  individually34. The 
authors speculated that participants who sense that they are being deceived may suspect that their behavior is 
not anonymous and that their actions will not in fact benefit the group, resulting in less collaborative dishonesty.

The present work was prompted by a methodological question that arose during the replication of a  study26,35: 
While the original researchers had deployed false-purpose deception, we were only able to use incomplete 
disclosure due to concerns from field partners and the IRB. There appears to be a strong consensus that the 
use of false-purpose is a relatively benign form of deception—as distinct from other forms of  deception24—and 
that it generates only low levels of concern among researchers, participants, and the general population, both 
in past  decades36 and more  recently37,38. Against this background, we expected minimal, if any, harm to arise to 
participants from our experiments.

To the best of our knowledge, Gallo et al.39 is the only previous study to experimentally manipulate deception 
solely in terms of false purpose. While the 3 (experimental disclosure) × 2 (task difficulty) design was pioneer-
ing at the time the study was conducted in the 1970s, it relied on a small (n = 120), unrepresentative sample 
(female, first-year psychology students at one university). The authors found no differences in outcomes due 
to experimental disclosure, although half of those deceived about the research purpose (conformity) reported 
being suspicious. Participants were not incentivized for accuracy.

Given the prevalence of false-purpose deception in academic research today, we add to this literature by pro-
viding the first new evidence in almost four decades: Our two studies adhere to today’s best research practices, as 
they are large-scale, highly powered, deploy incentivized measures, and are pre-registered. Our sample is drawn 
from a globally used research labor market—Amazon Mechanical Turk—that has come to play a major role in 
social and behavioral science since its launch in  200540. The platform’s U.S. worker cohort is more representative 
than in-person samples, though less representative than  panels41. Relative to the general population, U.S. Amazon 
Mechanical Turk workers tend to be younger, have European or Asian origin, be college educated, hold liberal 
political views, and hold agnostic or atheist views on  religion40. The pay is commonly below the prevailing U.S. 
federal minimum  wage42.

Experiments
We conducted two pre-registered, highly powered experiments (n = 927, n = 1,209) on Amazon Mechanical Turk 
(MTurk) to examine how the type of disclosure regarding experimental purpose (true purpose, incomplete dis-
closure, or false purpose) affects behavior in two tasks commonly used to measure honesty: coin flipping (Study 
1) and die rolling (Study 2). In Study 1, participants were asked to flip a coin 10 times, and each time they had 
an opportunity to win a reward of US5 cents, making a total maximum reward of US50 cents. Participants were 
informed of the winning outcome ahead of reporting their outcome, so were able to behave dishonestly. In Study 
2, participants were asked to roll a die for which there were variable outcomes, ranging from US0 to USD50 
 cents43. We also added a fourth condition: absurd false purpose. Here, we told participants that we were study-
ing “Juggling Clowns” in a deliberate effort to make them suspect deception. In Study 2, a number of measures 
were incentivized for accuracy: Participants were given financial rewards for accurately predicting peer behavior 
in the die-roll task and peer expectations with regard to the acceptability of false-purpose deception, as well as 
for accurate recall of the stated experimental purpose. Finally, in Study 2, we elicited non-incentivized views 
on deception in general, experience of deception on MTurk, and its experienced or anticipated spillovers (i.e., 
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 seriousness37,  attention39, willingness to participate in future  experiments35,41, suspicion of  deception33,44, trust 
of researchers and  science45,46, change in future behavior in similar and dissimilar  tasks47,48).

Results
Consistent with previous  research29,30, comparison of our experimental results with the theoretical distributions 
of fair coins and dice (Figs. 1, S1) indicated dishonesty in the reporting of outcomes in both experiments and 
across all conditions (Wilcoxon and Kolmogorov–Smirnov tests, one-sided: all Ps < 0.001). However, the level of 
cheating was limited, with participants forgoing an average of 42% and 31% of the maximum potential payoff (50 
cents) in Study 1 and Study 2, respectively. In Study 2, we found, using incentivized measures, that participants 
expected their peers to cheat more than they actually did and to forgo only 13% of the maximum payoff (Fig. 
S2). Familiarity with the task was associated with a reduced likelihood (by 5 percentage points) of reporting a 
winning coin flip, but had no effect on reported die-roll outcomes (see Tables S2, S3).

Across both experiments, we found no robust evidence that the stated experimental purpose affected honesty 
(Tables S2, S3). Non-parametric pairwise tests did indicate a difference in honesty between the True Purpose 
and Incomplete Disclosure conditions in Study 1 (Wtwo-sided = 52,653, P = 0.005, PBonferroni-corrected = 0.05/3 = 0.017
); however, the difference was economically negligible and no longer significant in probit models predicting the 
likelihood of reporting winning outcomes with and without control variables (Table S2).

Past self-reported experience of deception was not found to affect honesty in either study (Tables S2, S3), 
though it was associated with increased suspicion of deception (Tables S4, S5). Study 2 participants most often 
reported having experienced four different types of deception, while only 11% of participants reported no expe-
rience of deception (Fig. S3).

The level of suspicion of deception and attention to stated purpose did not explain the null findings either. In 
Study 1, general suspicion of deception rates was low (17%) and suspicion specifically regarding the stated experi-
mental purpose was minimal (4%). Importantly, there were no differences in general suspicion rates between 
the conditions in Study 1, H(2) = 0.773, P = 0.680 (Table S4). Across conditions, however, suspicion of deception 
was associated with a 4 percentage point increase in the likelihood of reporting a winning outcome. In Study 2, 
suspicion of deception was higher in the Absurd False Purpose condition than in the other conditions (Table S5). 
Still, higher rates of suspicion were uncorrelated with the level of payoff (rho =   − 0.04, P = 0.203, Table S3) and 
there was no interaction between condition and level of suspicion in the regression predicting payoffs (Table S6).

In Study 2, we implemented incentivized measures of attention. We found that the majority of participants 
attended to the stated experimental purpose (MTotalSample = 0.70, 95% CI = [0.68, 0.73]), and that those in the 
Absurd False Purpose condition were 16 percentage points (P < 0.001, 95% CI = [0.10, 0.22]) more likely to 
correctly identify the stated purpose of the experiment than those in the True Purpose condition (Table S7). 
However, attending to the stated purpose was not associated with any differences in honesty (Table S3).

We also explored the possibility that the breach of trust from false-purpose deception was insufficient to 
evoke a response from participants. Survey data from Study 2 revealed low concerns about the general use of 
false-purpose deception—both in absolute terms and relative to other forms of deception (the only form of 
deception evoking lower concern, on average, was when two related studies were presented as unrelated). This 
is despite false-purpose deception (alongside role deception) being the most common form of deception expe-
rienced (Fig. 2). Further, when asked whether researchers should be allowed to use false-purpose deception on 
MTurk, 78% [95% CI = [0.75, 0.80]) of participants agreed. Together, these findings suggest that any breach of 
trust stemming from false-purpose deception may be insufficient to prompt a change in attitude or behavior. 
However, using an incentivized measure of social norms among  MTurkers49, we found that only 54% (95% 

Figure 1.  Actual payoffs and payoffs predicted by a fair coin (Panel a: Study 1) and die (Panel b: Study 2). 
Dishonesty occurred in every condition across both studies, as reflected in the skewness of distributions of 
reported payoffs and the averages deviating from that predicted by 10 rounds of coin flipping (Study 1) and a 
roll of a fair six-sided die: both USD25 cents. Differences between conditions were economically minimal and 
insignificant in most statistical analyses. Dots represent the average payoff for each condition. Error bars indicate 
standard errors of the mean. The dashed line represents the average outcome predicted by the theoretical 
distribution of a fair coin (Study 1) or six-sided die (Study 2).
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CI = [0.53, 0.56]) of participants thought that other MTurkers would agree with the use of false-purpose decep-
tion. Deception-naive participants, in particular, expected less tolerance among their peers, on average believing 
that peers would object to false-purpose deception (MDeceived = 55.4, CI = [54.1, 56.8], MNaive = 44.3, CI = [39.4, 
49.2], Wtwo-sided = 1,430,754, P < 0.001).

Consistent with the relatively low levels of concern expressed regarding the use of deception, the majority of 
participants tended to expect relatively few adverse spillovers from exposure to deception, with the exception of 
suspicion (Fig. S4). In keeping with our experimental results indicating that increased suspicion will not always 
translate into changed behavior, our survey results also show that only a minority of participants reported or 
anticipated changing their behavior after exposure to deception (Table S8). Further, participants previously 
exposed to deception more commonly reported changed behavior for similar tasks than for different tasks, as 
has been speculated by some  authors50. However, studies of spillovers from deception exposure on the same or 
similar tasks indicate a broad absence of any such  effect32.

The majority of participants expected no change in future experimental behavior with regard to willingness to 
participate, attention, seriousness, and attitudes relating to trust in researchers and science in general. Neverthe-
less, notable minorities reported expecting or experiencing a loss of trust in researchers post-deception, especially 
among deception-naive participants (n = 132): 31%, CI = [24%, 39%], or paying increased attention in experi-
ments post-deception. This is consistent with our experimental findings: Previously deceived participants were 13 
percentage points more likely to correctly identify the experimental purpose (Table S6) and spent nearly double 
the time on the de-briefing page, measured in seconds (MDeceived = 13.4, CI = [12.3, 14.5], MNaive = 7.8, CI = [5.7, 
9.9], Wone-sided = 1,447,670, P < 0.001). While previously deceived participants did have on average ~ 5 months 
more general experience on MTurk than naive participants (MDeceived = 2.9, CI = [2.8, 3.1], MNaive = 2.5, CI = [2.1, 
2.8], Wtwo-sided = 1,156,408, P < 0.001), it was exposure to deception rather than experience that was associated 
with differences in both attention to experimental purpose and suspicion (Tables S4, S6).

Discussion
In two highly powered studies, we found no evidence that false-purpose deception affects participant honesty. 
Our results suggest that the findings of meta-analyses on studies using the die-roll and coin-flip tasks (e.g., 
191 studies  in30 and 82 studies  in29) are unbiased by the form of stated experimental disclosure. This is broadly 
consistent with the absence of a correlational finding between the use of any sort of deception and honesty in 
Gerlach et al.30 for these tasks. The finding may be particularly helpful for researchers whose use of false-purpose 
deception is constrained, for example, by IRBs or field partners.

Even when we deliberately provoked suspicion regarding the experimental purpose (stating that the study 
was about “Juggling Clowns”), we found no discernable differences in honesty, consistent with the idea of a ‘good 

Figure 2.  Participant past exposure to different types of deception and respective levels of concern (Study 2, 
n = 1,209). Role deception and false purpose are the most common types of deception participants report having 
been exposed to in prior experiments; being unaware of measures is the least common form. Level of concern 
is generally low across deception types, with the least concern being expressed for false-purpose deception and 
studies that present two related studies as being unrelated, and the highest concern for receiving false feedback 
about oneself and being unaware of measures in the experiment (e.g., filming, eye-tracking). Bars and spots 
reflect means; the error bars are 95% confidence intervals.
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subject’27. Of course, suspicion of other forms of deception—which could be increased when an experiment 
is conducted incompetently—may have an effect on behavior. We found some—though not conclusive—evi-
dence that the breach of trust caused by false-purpose deception is insufficiently severe to change participants’ 
behavior in future  studies20,36,51. Likewise, we found no evidence that having been deceived in the past changed 
participants’ behavior in the honesty tasks, though it was associated with greater attention and suspicion. Nor 
did we find that our null finding could be explained by either inattention or variation in participant suspicion 
of experimenters engaging in deception.

We found evidence of generally low levels of concern about and broad tolerance for experimenter use of 
false-purpose deception. However, our measure of perceived peer acceptability of false-purpose deception, which 
was incentivized for accuracy, revealed that participants—especially those who were deception-naive—expected 
their peers to be much less tolerant. This indication of disquiet over the use of an arguably less egregious form of 
deception, together with the incomplete understanding of the spillovers of using experimental deception, leads 
us to concur with APA guidance that deception should be used as a method of last resort.

We hope that these studies, which revive work last conducted in the 1970s, but with a new type of experi-
mental participant—the crowdsourced worker—inspire further investigation and interdisciplinary discussion 
of how different types of deception affect behavior in experiments and of the respective spillover effects. Thanks 
to our large sample sizes, the null effects reported are fairly precisely estimated, suggesting that these effects are 
robust. However, our results are limited to a single form of experimental deception (false purpose—one of the 
least egregious forms of deception) and behavior of interest (honesty), and to one crowdsourced labor platform 
(MTurk). We hope they will encourage reflection on how exposure to deception can be better documented, both 
on crowdsourced platforms and in laboratories, and that such documentation can spur further work seeking to 
improve research methods that can potentially affect the credibility of scientific findings.

Materials and methods
These studies were pre-registered at AsPredicted.com before data collection began on 27 July 2017 and 9 March 
2021, respectively. Ethical approvals were obtained from the Research Ethics Committee at the London School 
of Economics and Political Science (#000582 and #000921) and we confirm that all methods were performed in 
accordance with the relevant guidelines. As is standard practice, participants were asked to provide informed 
consent ahead of formally commencing the survey. Given the presence of deception, participants were debriefed 
regarding the nature and purpose of the deception.

Readers can access copies of the pre-registrations, survey files, data and R code at the Open Science Forum 
site: https:// osf. io/ f6gmb/? view_ only= 2ad73 05cce 094ff 4a349 850dc bcc30 4e. Further details on Methods can be 
found in Supplementary Information.

Data availability
The data sets generated by the current studies are available in the Open Science Forum repository, https:// osf. 
io/ f6gmb/? view_ only= 2ad73 05cce 094ff 4a349 850dc bcc30 4e.

Received: 1 June 2022; Accepted: 6 October 2022

References
 1. Hertwig, R. & Ortmann, A. Deception in experiments: Revisiting the arguments in its defense. Ethics Behav. 18, 59–92 (2008).
 2. Hertwig, R. & Ortmann, A. Deception in social psychological experiments: Two misconceptions and a research agenda. Soc. 

Psychol. Q. 71, 222–227 (2008).
 3. Roelcke, V. Nazi medicine and research on human beings. Lancet 364(Suppl 1), s6-7 (2004).
 4. Milgram, S. Behavioral study of obedience. J. Abnorm. Soc. Psychol. 67, 371–378 (1963).
 5. American Psychological Association. Ethical principles of psychologists and code of conduct https:// www. apa. org/ ethics/ code (2002, 

amended 2010 & 2016).
 6. National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research. The Belmont Reporthttps:// 

www. hhs. gov/ ohrp/ regul ations- and- policy/ belmo nt- report/ index. html (1979).
 7. Raymond, N. Safeguards for human studies can’t cope with big data. Nature 568, 277 (2019).
 8. Bonetti, S. Experimental economics and deception. J. Econ. Psychol. 19, 377–395 (1998).
 9. Hey, J. D. Experimental economics and deception: A comment. J. Econ. Psychol. 19, 397–401 (1998).
 10. McDaniel, T. & Starmer, C. Experimental economics and deception: A comment. J. Econ. Psychol. 19, 403–409 (1998).
 11. Roth, A. E. Form and function in experimental design. Behav. Brain Sci. 24, 427–428 (2001).
 12. Barrera, D. & Simpson, B. Much ado about deception: Consequences of deceiving research participants in the social sciences. 

Sociol. Methods Res. 41, 383–413 (2012).
 13. Cooper, D. J. A note on deception in economic experiments. J. Wine Econ. 9, 111–114 (2014).
 14. Jamison, J., Karlan, D. & Schechter, L. To deceive or not to deceive: The effect of deception on behavior in future laboratory experi-

ments. J. Econ. Behav. Organ. 68, 477–488 (2008).
 15. Ariely, D. & Norton, M. I. Psychology and experimental economics: A gap in abstraction. Cur. Dir. Psychol. Sci. 16, 336–339 (2007).
 16. Charness, G., Samek, A. & van de Ven, J. What is considered deception in experimental economics?. Exp. Econ. 25, 385–412 (2021).
 17. Gaechter, S. Improvements and future challenges for the research infrastructure in the field “experimental economics”. SSRN 

https:// doi. org/ 10. 2139/ ssrn. 14453 59 (2009).
 18. Experimental Economics. Aims and scope.https:// www. sprin ger. com/ journ al/ 10683/ aims- and- scope.
 19. McDermott, R. The ten commandments of experiments. PS Polit. Sci. Polit. 46, 605–610 (2013).
 20. Cook, K. S. & Yamagishi, T. A defense of deception on scientific grounds. Soc. Psychol. Q. 71, 215–221 (2008).
 21. Bortolotti, L., Mameli, M. & Mameli, M. Deception in psychology: Moral costs and benefits of unsought self-knowledge. Account. 

Res. 13, 1–20 (2006).
 22. Adair, J. G., Dushenko, T. W. & Lindsay, R. Ethical regulations and their impact on research practice. Am. Psychol. 40, 59–72 (1985).
 23. Hilbig, B. E., Thielmann, I. & Böhm, R. Bending our ethics code. Eur. Psychol. 27, 62–70 (2022).

https://osf.io/f6gmb/?view_only=2ad7305cce094ff4a349850dcbcc304e
https://osf.io/f6gmb/?view_only=2ad7305cce094ff4a349850dcbcc304e
https://osf.io/f6gmb/?view_only=2ad7305cce094ff4a349850dcbcc304e
https://www.apa.org/ethics/code
https://www.hhs.gov/ohrp/regulations-and-policy/belmont-report/index.html
https://www.hhs.gov/ohrp/regulations-and-policy/belmont-report/index.html
https://doi.org/10.2139/ssrn.1445359
https://www.springer.com/journal/10683/aims-and-scope


6

Vol:.(1234567890)

Scientific Reports |        (2022) 12:19302  | https://doi.org/10.1038/s41598-022-21972-0

www.nature.com/scientificreports/

 24. Krawczyk, M. What should be regarded as deception in experimental economics? Evidence from a survey of researchers and 
subjects. J. Behav. Exp. Econ. 79, 110–118 (2019).

 25. Sieber, J. E., Iannuzzo, R. & Rodriguez, B. Deception methods in psychology: Have they changed in 23 years?. Ethics Behav. 5, 
67–85 (1995).

 26. Cohn, A., Fehr, E. & Marechal, M. A. Business culture and dishonesty in the banking industry. Nature 516, 86–89 (2014).
 27. Orne, M. T. On the social psychology of the psychological experiment: With particular reference to demand characteristics and 

their implications. Am. Psychol. 17, 776–783 (1962).
 28. Zizzo, D. J. Experimenter demand effects in economic experiments. Exp. Econ. 13, 75–98 (2010).
 29. Abeler, J., Nosenzo, D. & Raymond, C. Preferences for truth-telling. Econometrica 87, 1115–1153 (2019).
 30. Gerlach, P., Teodorescu, K. & Hertwig, R. The truth about lies: A meta-analysis on dishonest behavior. Psychol. Bull. 145, 1–44 

(2019).
 31. Stricker, L. J., Messick, S. & Jackson, D. N. Suspicion of deception: Implications for conformity research. J. Pers. Soc. Psychol. 5, 

379–389 (1967).
 32. Glinski, R. J., Glinski, B. C. & Slatin, G. T. Nonnaivety contamination in conformity experiments: Sources, effects, and implications 

for control. J. Pers. Soc. Psychol. 16, 478–485 (1970).
 33. Krasnow, M. M., Howard, R. M. & Eisenbruch, A. B. The importance of being honest? Evidence that deception may not pollute 

social science subject pools after all. Behav. Res. Methods 52, 1175–1188 (2020).
 34. Leib, M., Köbis, N., Soraperra, I., Weisel, O. & Shalvi, S. Collaborative dishonesty: A meta-analytic review. Psychol. Bull. 147, 

1241–1268 (2021).
 35. Rahwan, Z., Yoeli, E. & Fasolo, B. Heterogeneity in banker culture and its influence on dishonesty. Nature 575, 345–349 (2019).
 36. Epstein, Y. M., Suedfeld, P. & Silverstein, S. J. The experimental contract: Subjects’ expectations of and reactions to some behaviors 

of experimenters. Am. Psychol. 28, 212–221 (1973).
 37. Rousu, M. C., Colson, G., Corrigan, J. R., Grebitus, C. & Loureiro, M. L. Deception in experiments: Towards guidelines on use in 

applied economics research. Appl. Econ. Perspect. Policy 37, 524–536 (2015).
 38. Colson, G., Corrigan, J. R., Grebitus, C., Loureiro, M. L. & Rousu, M. C. Which deceptive practices, if any, should be allowed in 

experimental economics research? Results from surveys of applied experimental economists and students. Am. J. Agric. Econ. 98, 
610–621 (2016).

 39. Gallo, P. S., Smith, S. & Mumford, S. Effects of deceiving subjects upon experimental results. J. Soc. Psychol. 89, 99–107 (1973).
 40. Chandler, J., Rosenzweig, C., Moss, A. J., Robinson, J. & Litman, L. Online panels in social science research: Expanding sampling 

methods beyond Mechanical Turk. Behav. Res. Methods 51, 2022–2038 (2019).
 41. Berinsky, A. J., Huber, G. A. & Lenz, G. S. Evaluating online labor markets for experimental research: Amazon.com’s Mechanical 

Turk. Polit. Anal. 20, 351–368 (2012).
 42. Hara, K. et al. A data-driven analysis of workers’ earnings on Amazon Mechanical Turk. In: Proceedings of the 2018 CHI Conference 

on Human Factors in Computing Systems, CHI ’18, 1–14 (Association for Computing Machinery, 2018).
 43. Fischbacher, U. & Föllmi-Heusi, F. Lies in disguise—an experimental study on cheating. J. the Eur. Econ. Assoc. 11, 525–547 (2013).
 44. Epley, N. & Huff, C. Suspicion, affective response, and educational benefit as a result of deception in psychology research. Pers. 

Soc. Psychol. Bull. 24, 759–768 (1998).
 45. Kelman, H. C. Human use of human subjects: The problem of deception in social psychological experiments. Psychol. Bull. 67, 

1–11 (1967).
 46. Baumrind, D. IRBs and social science research: The costs of deception. IRB Ethics & Hum. Res. 1, 1–4 (1979).
 47. Brock, T. C. & Alan Becker, L. Debriefing and susceptibility to subsequent experimental manipulations. J. Exp. Soc. Psychol. 2, 

314–323 (1966).
 48. Cook, T. D. et al. Demand characteristics and three conceptions of the frequently deceived subject. J. Pers. Soc. Psychol. 14, 185–194 

(1970).
 49. Bicchieri, C. Norms in the wild: How to diagnose, measure, and change social norms (Oxford University Press, Oxford, 2016).
 50. Ortmann, A. & Hertwig, R. The costs of deception: Evidence from psychology. Exp. Econ. 5, 111–131 (2002).
 51. Smith, C. P. How (un)acceptable is research involving deception?. IRB Ethics Hum. Res. 3, 1–4 (1981).

Acknowledgements
We thank Larissa Samaan for coding assistance, Heather Barry-Kappes and Ralph Hertwig for helpful comments, 
Susannah Goss for scientific editing, and Erez Yoeli for reviewing the pre-registration for Study 1.

Author contributions
Z.R. developed the study concept and created the surveys. All authors designed the studies. Z.R. analyzed and 
interpreted the data. Z.R. drafted the manuscript and B.F. and O.H. edited and reviewed the manuscript. All 
authors approved the final version of the manuscript for submission.

Funding
Open Access funding enabled and organized by Projekt DEAL. This work is funded by Google ATAP grant that 
is administered by the London School of Economics and Political Science.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 022- 21972-0.

Correspondence and requests for materials should be addressed to Z.R.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

https://doi.org/10.1038/s41598-022-21972-0
https://doi.org/10.1038/s41598-022-21972-0
www.nature.com/reprints


7

Vol.:(0123456789)

Scientific Reports |        (2022) 12:19302  | https://doi.org/10.1038/s41598-022-21972-0

www.nature.com/scientificreports/

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2022

http://creativecommons.org/licenses/by/4.0/

	Deception about study purpose does not affect participant behavior
	Experiments
	Results
	Discussion
	Materials and methods
	References
	Acknowledgements


