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1 | INTRODUCTION

Tom W. Reader'

Abstract

Safety reporting systems are widely used in healthcare to identify risks to patient safety.
But, their effectiveness is undermined if staff do not notice or report incidents. Patients,
however, might observe and report these overlooked incidents because they experi-
ence the consequences, are highly motivated, and independent of the organization.
Online patient feedback may be especially valuable because it is a channel of report-
ing that allows patients to report without fear of consequence (e.g., anonymously).
Harnessing this potential is challenging because online feedback is unstructured and
lacks demonstrable validity and added value. Accordingly, we developed an automated
language analysis method for measuring the likelihood of patient-reported safety inci-
dents in online patient feedback. Feedback from patients and families (n = 146,685,
words = 22,191,427, years = 2013-2019) about acute NHS trusts (hospital conglom-
erates; n = 134) in England were analyzed. The automated measure had good precision
(0.69) and excellent recall (0.98) in identifying incidents; was independent of staff-
reported incidents (r = —0.04 to 0.19); and was associated with hospital-level mortality
rates (z = 3.87; p < 0.001). The identified safety incidents were often reported as
unnoticed (89%) or unresolved (21%), suggesting that patients use online platforms
to give visibility to safety concerns they believe have been missed or ignored. Online
stakeholder feedback is akin to a safety valve; being independent and unconstrained
it provides an outlet for reporting safety issues that may have been unnoticed or
unresolved within formal channels.
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(Barach & Small, 2000; Vincent et al., 2017). However,
the success of these reporting systems in reducing adverse

Approximately 10% of hospital patients experience an
adverse event during treatment (unintended harm due to
errors), such as exacerbating resource pressure, harm, and
even mortality (Lane et al., 2021; Makary & Daniel, 2016;
National Academies of Sciences & Medicine, 2018; Vin-
cent et al., 2001; World Health Organization, 2017). To
reduce adverse events, healthcare organizations have invested
in safety reporting systems for staff to report observations
or involvement in safety incidents (adverse events and near
misses) in order to identify and mitigate emerging risks

events has been limited due to inconsistencies in staff rec-
ognizing and reporting incidents (Shojania & Thomas, 2013;
Stavropoulou et al., 2015).

Patient and family reports of care submitted to health-
care review websites (henceforth “online patient feedback™)
can augment risk management in hospitals (Greaves et al.,
2013; Griffiths & Leaver, 2017). Specifically, we propose
that online feedback is especially valuable for monitor-
ing unnoticed and unresolved safety incidents. To this end,
we introduce and validate an automated language analysis
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methodology for identifying safety incidents in the narrative
text of online patient feedback about treatment experiences in
UK National Health Service (NHS) hospitals. To understand
the unique value of these reports, we investigate the extent
to which they report unnoticed and unresolved safety inci-
dents. We also use this measure to investigate the relationship
between patient-reported safety incidents online and staff-
reported safety incidents, and we examine associations with
hospital-level mortality rates. The results suggest that online
patient feedback may act as a safety valve, capturing safety
issues that patients perceive to be unnoticed or unresolved.

2 | LITERATURE REVIEW

The development of robust safety reporting systems is funda-
mental to risk management in safety critical industries (e.g.,
aviation, nuclear power; Reason, 1998). Typically, reporting
systems rely on staff submitting accounts of incidents that
either lead to harm or the potential for harm. These reports
are analyzed to monitor risk, understand causes, and guide
organizational learning (Leaver & Reader, 2016).

Safety reporting systems aim to support organizational
learning, which refers to adaptation and change within insti-
tutions through social processes that facilitate knowledge
sharing, innovation, and collective action (Rashman et al.,
2009). Analysis of safety incidents can identify common
types of safety problems (e.g., workplace injuries, flight con-
trol errors) and their proximal causes (e.g., ergonomic design,
ineffective teamwork), and, thus, support managers spec-
ify and remedy common factors underlying unsafe events
(Macrae, 2009; O’Connor et al., 2007).

However, organizational learning is challenging, rarely
occurring due to the mere circulation of information (Argyris,
1990; Stanton et al., 2017). In healthcare, despite frequent
in-depth investigations into the causes of incidents (Kellogg
et al., 2017), organizational learning has been especially dif-
ficult (Sujan et al., 2017). To address this challenge, safety
incident data can help at a meta-level by identifying problems
in the process for correcting problems (Hald et al., 2021).
Identifying unresolved and persistent risks can support identi-
fying underlying causes (e.g., policy, culture) and thus guide
organizational change (Bisbey et al., 2021; Catino & Patri-
otta, 2013). Thus, reporting systems can support double-loop
learning, that is, helping organizations to learn from problems
(Argyris & Schon, 1978; Bateson, 1972).

Even when organizational learning does not occur, data on
safety incidents can be useful by providing leading rather
than lagging indications of safety issues (Walker, 2017).
Consistent with the theory on high reliability organizations
and hazard analysis (Hulebak & Schlosser, 2002; Leveson
et al., 2009; Weick & Sutcliffe, 2011), reporting systems
can provide prospective data on emerging risks (e.g., near-
miss rates, types, locations) and unresolved problems (e.g.,
concerns raised). Such timely incident data can support pre-
emptive action to avoid problems cascading and more serious
incidents (Billings, 1999; Walker, 2017).

While the effectiveness of safety reporting systems
varies (e.g., due to staff motivation, institutional com-
mitment, challenges converting information into learning),
these systems are a key part of safety management
within most safety critical industries (e.g., aviation; Jau-
san et al., 2017). Consequently, safety reporting systems
have been instituted within most healthcare organizations,
as part of the drive to improve patient safety by adapting
the methodologies of high-reliability industries (Barach &
Small, 2000).

2.1 | Safety reporting systems in healthcare
Healthcare organizations (e.g., hospitals, national providers,
regulators) have developed safety reporting systems for staff
to document incidents in which patients were or could have
been harmed (Stavropoulou et al., 2015). This has generated
vast amounts of data that can be used by clinicians and man-
agers to detect risks to patient safety (e.g., for procedures or
hospital units), develop safety interventions (e.g., equipment
design, procedures), and encourage organizational learning
(Benn et al., 2009; Frey et al., 2002; Herzer et al., 2012;
Mitchell et al., 2016).

Yet, the contribution of safety reporting systems in reduc-
ing adverse events in hospitals has been limited (Shojania
& Thomas, 2013). Despite their volume, incident data are
not associated with hospital outcomes (e.g., excess mortal-
ity, retrospective care record reviews) and are an unreliable
indicator of risk (Howell et al., 2015). Furthermore, and per-
haps explaining this observation, safety reports often provide
only partial accounts of incidents and near-misses within hos-
pitals (e.g., in terms of causes and prevalence; Van Dael et al.,
2021), and have failed to warn of systemic patient safety fail-
ures (Macrae, 2016; Papanicolas & Figueroa, 2019). Finally,
while safety reporting systems have been used to develop
local safety interventions (e.g., team processes; Howell et al.,
2017), they have yet to lead to more substantial changes (e.g.,
culture change) or reductions in adverse event rates (Mitchell
et al., 2016; Stavropoulou et al., 2015).

Three main factors limit the effectiveness of safety report-
ing systems in healthcare. First, some safety incidents during
healthcare treatments are difficult for staff to notice and thus
report on (Millman et al., 2011; Sari et al., 2007). These
difficult-to-monitor “blindspots” include problems in patients
accessing care, errors in clinical notes, errors in post-care
planning, cascading errors that span the patient’s journey, and
miscommunication issues (Gillespie & Reader, 2018). Sec-
ond, organizational culture can undermine the effectiveness
of reporting systems. For example, defensiveness, low safety
standards, and concealing errors due to fear of consequences
can create skewed data (Dixon-Woods et al., 2009; Gillespie,
2020; Lawton & Parker, 2002; Waring, 2005). Finally, report-
ing behaviors are mediated by the efficacy of safety systems:
where healthcare staff do not believe these systems are effec-
tive, prioritized, or drivers of change, they are less likely
to report incidents, thus further contributing to unreliable
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incident data (Benn et al., 2009; Mitchell et al., 2016; Pfeiffer
et al., 2010).

The problems with safety reporting systems in healthcare
have also been found in other settings (e.g., aviation, energy,
mining; Jausan et al., 2017). However, a distinctive feature
of healthcare is that safety incidents are experienced directly
by patients and families. This proximity to error has led to
the suggestion that healthcare organizations could supple-
ment staff-reported incident data with information collected
from patients and families about safety problems experienced
during treatments (Armitage et al., 2018; Reader & Gille-
spie, 2021). This is consistent with the stakeholder theory,
which proposes that organizational governance (e.g., on risk)
can be improved through the input of public stakeholders, as
these stakeholders experience an institution’s successes and
failures, have alternative insight into potential solutions (e.g.,
from the perspective of end-users), have different speaking-
up constraints, and contribute independence and diversity of
thought to decision-making processes (Beierle, 2002; Free-
man, 1984). In particular, online platforms where patients
and families can report on poor healthcare experiences may
provide additional insight into safety performance within
hospitals (Boylan, Turk et al., 2020; Griffiths & Leaver,
2017).

2.2 | Safety reporting in online feedback by
patients and families

Online feedback platforms are used by patients and fami-
lies to report on experiences of treatments within hospitals
(Mazanderani et al., 2021). These platforms provide a forum
for patients and families to report good and poor experi-
ences, giving hospitals the opportunity to respond and learn
(e.g., thanking compliments, acknowledging mistakes; Ram-
sey et al., 2019). Despite the challenges in extracting insights
from these unstructured narratives (Zakkar & Lizotte, 2021),
these data have the potential to provide rich patient-centered
insights about hospital safety.

First, online patient feedback may report incidents that
staff do not observe or report. Analyses of patients’ formal
complaints has found that they reveal safety issues difficult
for staff to notice, such as, problems in accessing and exit-
ing care, treatment omissions and neglect, miscommunication
during diagnoses, incorrect patient notes, lapses in deliver-
ing medications, and continuity of care failures (Gillespie &
Reader, 2018). Furthermore, because patients and families are
independent of factors that shape staff reporting (e.g., normal-
ization of risk-taking, organizational culture), they may report
on incidents that staff overlook or are reluctant to report.
Moreover, because online forums are independent and allow
patients to remain anonymous (i.e., avoiding confronting
staff directly) they may foster patient voices that are shy,
hesitant, or intimidated. Therefore, online patient feedback
may contribute to safety reporting systems through providing
unconstrained, albeit noisy, data on previously invisible and
“unnoticed” safety incidents.

Second, online platforms provide a “last resort” for patients
and families to report on safety issues that they feel have not
been addressed or taken seriously. Public inquiries into major
healthcare safety failures repeatedly reveal poor culture, half-
hearted investigations, and even suppression of complaints
from both patients and staff (Kirkup, 2015; Ockenden, 2022).
In this context, online platforms may capture issues that
patients may be reluctant or dissuaded to report face-to-face
or formally (e.g., due to fears of jeopardizing ongoing care;
Doherty & Stavropoulou, 2012; Entwistle et al., 2010). Thus,
open online platforms, that allow for anonymity (Locock
et al., 2020), provide patients and families with a forum to
make public incidents they believe have been dismissed or
otherwise “unresolved” within hospitals.

In sum, we propose that online patient feedback can
provide information on unnoticed and unresolved safety inci-
dents, thereby potentially supporting healthcare organizations
to develop more holistic and robust analyses of safety risks.
We advance this idea by developing and testing a method-
ology for identifying safety incidents reported by patients
and families in online feedback to NHS hospitals in Eng-
land. More specifically we conceptualize and evidence how
independent online feedback from stakeholders (i.e., patients)
can add value by augmenting staff reporting systems and
supporting risk management in organizations.

3 | CURRENT STUDY

Our first research question (RQ1) examined whether a valid
methodology could be developed for identifying and analyz-
ing safety incidents reported in online feedback at scale. The
data source was the “Care Opinion” website, which has been
used by hundreds of thousands of patients and families to
report feedback on healthcare organizations in the UK NHS.
Despite the richness of this narrative feedback, questions
have been raised about its validity (especially for identifying
safety incidents), accuracy, and representativeness, with the
anonymity undermining its legitimacy for clinicians (Bjert-
naes et al., 2020; Locock et al., 2020; Patel et al., 2015).
A further issue is how to effectively analyze the high vol-
umes of unstructured, open-ended textual data (e.g., from
many thousands of patients, on a wide range of issues) sub-
mitted to online feedback portals in order to identify safety
incidents (Boylan, Turk et al., 2020). To address these con-
cerns, automated language analysis can be used to reliably
distill “messy” patient data into clear and actionable insights
(Giardina et al., 2018; Gibbons & Greaves, 2018; Griffiths &
Leaver, 2017). This strategy involves using text search algo-
rithms to identify words and sentences consistent with a given
topic (e.g., safety incidents) within unstructured text. Such an
approach has increasingly been used to identify safety prob-
lems reported by members of the public in online forums
in diverse domains (Abrahams et al., 2012; Bleaney et al.,
2018; Goldberg et al., 2020). Automated textual analysis can
facilitate the identification and extraction of text (i.e., sen-
tences, paragraphs, posts) relating to safety incidents within
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online patient feedback. Specifically, algorithms can be used
to search vast quantities of feedback for safety incidents, thus
supporting risk monitoring by benchmarking organizations
and supporting learning by surfacing the most safety-relevant
feedback.

However, at present, there is no validated methodology for
analyzing reports of safety incidents within online patient
feedback (Marsh et al., 2019). Accordingly, we developed a
text search algorithm to identify potential reports of safety
incidents by patients and families within the Care Opinion
data. Specifically, we utilized a word embedding approach,
which uses models of the statistical relations between words
in a language (see Section 4.2) to create an automated textual
measure of patient-reported safety incidents that identifies
sentences highly associated with terms relating to safety inci-
dents in healthcare. To evaluate the validity of this measure,
we identified examples of patient feedback that were high- or
low-scoring in terms of our textual algorithm, and manually
examined whether these were distinguished by their reporting
of safety incidents experienced during healthcare treatment.
Accordingly, RQ1 was: Can an automated textual measure
accurately identify patient-reported safety incidents in online
feedback?

Our second research question (RQ2) investigated whether
the safety incidents reported by patients and families through
online feedback were related to unnoticed or unresolved
incidents. The key benefit of patient-reported incidents is
that they might contain safety events that go unnoticed or
unresolved by staff, thereby supplementing existing safety
reporting systems (Giardina et al., 2018; Van Dael et al.,
2021). We qualitatively analyzed the safety incidents identi-
fied using the automated textual measure in terms of whether
they referred to safety incidents that were not reported by
staff (unnoticed) or were left unaddressed and not taken seri-
ously (unresolved). Such a finding would help to explain
the added value of online feedback vis-a-vis other sources
of safety data. Accordingly, RQ2 was: Does the automated
textual measure of patient-reported safety incidents identify
incidents that are reported by patients and families to be
unnoticed or unresolved?

Our third research question (RQ3) examined the added
value of using the automated textual measure of patient-
reported safety incidents to evaluate risks to patient safety
within hospitals. If patients’ online feedback reports adverse
events that are not reported by staff (i.e., unnoticed or unre-
solved), then, we reasoned, there should be a disconnect
between these reports and staff-reported safety incidents at
the level of the hospital. Although this suggestion has been
evidenced at a qualitative and local level within health-
care systems (e.g., comparing staff and patient reports on
unsafe events within a single hospital), it has not been
shown across a healthcare system using online data (Giardina
et al., 2018; Levtzion-Korach et al., 2010; Van Dael et al.,
2021). Accordingly, we examined the association between
the patient-reported safety incidents identified using the auto-
mated measure and the safety reporting rates in UK hospitals.
We expected minimal correlation due to patients identifying

different safety incidents, and staff reporting being skewed by
factors such as organizational culture. Accordingly, RQ3 was:
Is the automated measure of patient-reported safety incidents
independent of staff-reported safety incidents for hospitals?

Finally, a lack of association between patient-reported
safety incidents and staff-reported safety incidents could be
due to incorrect perceptions by patients and family mem-
bers or due to the online feedback being inconsistent and
unreliable (Boylan, Williams et al., 2020; Locock et al.,
2020; Turk et al., 2020). If online reports do reveal both the
prevalence of safety issues experienced by patients and fam-
ilies, and the failure to detect and address safety incidents,
we speculated that this should indicate the effectiveness
of safety management in hospitals and thus be associated
with hospital-level outcomes. To test this, we examined
whether patient-reported safety incidents online predicted
hospital-level mortality rate—a proxy measure of patient
safety outcomes due to capturing excess deaths (Shwartz
et al.,, 2011)—independently of staff-reported safety inci-
dents. Establishing this would provide criterion validity,
suggesting that online feedback provides a valid and inde-
pendent source of safety data. Accordingly, RQ4 was: Is the
measure of patient-reported safety incidents associated with
hospital-level mortality rates?

4 | METHOD

The research design was a retrospective analysis of online
patient feedback for all acute NHS trusts (hospital conglom-
erates) in England for the years 2013—2019. This feedback
was analyzed quantitatively using an algorithm and a sub-
set was analyzed qualitatively using a manual classification
scheme.

4.1 | Data collection

We collected five datasets. Patient feedback was collected
from the NHS and Care Opinion websites—the main feed-
back portals in England. These platforms share data, so
feedback from both is available on each. Both platforms mon-
itor IP addresses and manually review feedback to prevent
abuses. Patient feedback was operationalized as feedback
pertaining to any acute NHS trust in England submitted
by patients (or their family and friends) to either website
between 2013 and 2019. Staff-reported safety incidents were
collected from the UK National Reporting and Learning Sys-
tem. We obtained the number and rate (per 1000 bed days)
of all and severe (long-term harm or death) safety incidents.
The Summary Hospital-level Mortality Indicator (SHMI) is
an official calculation of the ratio between the actual number
of patient deaths (in hospital or within 30 days of dis-
charge) and the expected number of patient deaths based
on patient characteristics (e.g., age, gender, primary diag-
nosis, secondary diagnosis, comorbidities). Hospital spells
refers to the number of admission/discharge sequences in an
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acute trust in a year, reported as part of the SHMI dataset.
Hospital case severity refers to the clinical severity of the
patients served in a hospital. It was calculated using the ratio
of expected hospital mortality over the number of hospital
spells (both part of the SHMI dataset). Trust regions refer to
the four main geographic regions of England (London, South,
North, Midlands), obtained from the NHS Organization Data
Service.

For RQ1 and RQ2 we used feedback-level data. We com-
bined the datasets so that each row was a separate item of
feedback, and where feedback was directed at two or more
hospitals, we duplicated the feedback, with a row for each
hospital. Each item of feedback was scored separately, and
the 1000 highest and lowest scoring items were used for the
manual analyses.

For RQ3 and RQ4 we used aggregated trust-year-level
feedback data. Aggregation was necessary because staff-
reported safety incidents and hospital-level mortality rates are
organization-level datapoints. Scoring each item of feedback
separately and then aggregating the scores to the organization
level, would have ignored the huge wordcount differences
between feedback items. Accordingly, we aggregated all the
text within each trust-year, and then ran the algorithm on
the aggregated text, thus weighting each word in the feed-
back equally. To ensure robust volumes of textual data, we
removed all hospital-year rows with less than 10,000 words
of patient feedback (aggregated for the year).

The data sources, guidelines for manually classifying the
data, and the manually classified data are available on GitHub
(https://github.com/473x/safetyIncidents_analysis), and can
be accessed via the Supporting Information.

4.2 | Measuring patient-reported safety
incidents

We used text search algorithms to develop a measure of
patient-reported safety incidents. Specifically, we drew on
word embedding methods (Mikolov et al., 2013) to measure
the use of words relating to severe safety incidents by patients
and families in online feedback.

Word embedding methods measure the distribution and
meaning of words used in textual data. They use artifi-
cial intelligence language models, created from unsupervised
training on millions of documents, that encode the semantic
similarity of hundreds of thousands of words. The similarity
of words is calculated by statistically comparing the contexts
in which words appear (i.e., similar words tend to be sur-
rounded by the same words). This enables the creation of
a distributed dictionary representation (DDR; Garten et al.,
2018) of words associated with a concept of interest (e.g.,
“died” and “incapacitated” as words associated with severe
safety incidents). Then, target documents (e.g., online patient
reviews) are analyzed in terms of the degree to which the
words used within them are similar to the DDR. Word embed-
ding methods are a significant advancement over traditional
word-counting methods because they do not limit analyses to

the presence or absence of specific words, and instead exam-
ine the degree to which every word within a discourse is
similar to a construct of interest (Boyd & Schwartz, 2021).
They are not skewed by low-relevance, high-frequency terms,
facilitate drilling down to textual specifics, produce normally
distributed scores, and can be applied to any length of text
(Garten et al., 2018).

For example, one can create a DDR of words asso-
ciated with severe incidents (e.g., “died,” “incapacitated,”
“maimed”) and then measure the statistical likelihood of the
words in the patient feedback co-occurring with the target
terms (see Figure 1 for an illustration). The DDR method
can score sentences, paragraphs, whole items of feedback,
or aggregations of feedback (e.g., at unit, hospital, or even
regional levels) in terms of how close they are to the target
DDR, with the final score being proportional to the word-
count. This method is particularly suited to analyzing online
feedback because patients and families use diverse language
that changes over time and context, making it difficult to con-
struct exhaustive and accurate word lists. The DDR method
focuses on semantic similarity, and thus is more robust to
changing word meanings. This method has increasingly been
used in healthcare (Wang et al., 2018), for example, to ana-
lyze electronic health records (Blanco et al., 2020), translate
medical terminology into lay terminology (Gu et al., 2019),
and improve measures of sentiment in online health-related
forums (Carrillo-de-Albornoz et al., 2018). The limitations
are that the method is relatively novel, and DDR measures
are shaped by both the chosen language model and the target
terms.

4.3 | Developing an automated measure of
patient-reported safety incidents

To develop the automated measure of patient-reported safety
incidents, we used GloVe (Global Vectors for word rep-
resentation) embeddings because they are based on the
co-occurrence of words (rather than, for example, trying to
predict missing words) and have performed favorably on sim-
ilarity tasks (Pennington et al., 2014). Specifically, we used
a publicly available language model created from the Com-
mon Crawl dataset of webpages, comprising 684,831 unique
vectors represented in 300 dimensions (Explosion, 2020).
While word embeddings trained on medical texts perform
marginally better than word embeddings trained on more gen-
eral texts (e.g., Wikipedia, news, webpages) for biomedical
tasks (Wang et al., 2018), we chose to use the latter because
our data were made up of online posts by laypeople. Similar-
ity was calculated as the cosine distance between the average
vector for the target terms and the average vector for the tar-
get text, yielding a score ranging from 0 (least similar) to 1
(most similar).

We used a four-step methodology to create the target
terms underlying the DDR measure. First, we identified key
terms based on the patient safety literature relating to adverse
events and how patients and families describe these (King
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FIGURE 1 Illustration of using a DDR for severe safety incidents to score feedback. (A) illustrates a simplified language model (with seven words

plotted in two dimensions; normally there would be hundreds of thousands of words in hundreds of dimensions). The distance between words encodes their
semantic similarity. For example, “died” and “incapacitated” are close, but both are far away from “food.” In (B), we define our DDR measure: a cluster of
semantically related target terms (e.g., “died,” “maimed,” “incapacitated”) selected to reliably and validly capture our target concept (i.e., severe incidents).
The center-point of the DDR is the reference point in our measure. (C) introduces feedback 1 (containing three words “harmed,” “hospital,” and “food”). In
order to measure the similarity of feedback 1 to the target terms, we locate the center-point of the words in the feedback. (D) illustrates measuring the distance
from the center-point of the DDR to the center-point of feedback 1. (E) illustrates how the feedback with the words “died,” “terrible,” and “harmed” is more
similar to the target terms for severe incidents. (F) illustrates how the feedback containing the words “hospital” and “food” is measured as less similar

et al., 2010; NHS Improvement, 2018). Second, we used the
language model to generate similar candidate terms (e.g.,
“deceased” as similar to “died”). Third, we systematically
examined high-scoring sentences for each target term and
removed terms with low validity. For example, we did not
include the word “accident” because high-scoring sentences
often referred to the cause of a patient going to hospital
and not a safety incident (e.g., a wrong medication). Finally,
we scored the text using each target term separately, cal-
culated inter-term reliability, and removed terms with low
reliability (e.g., “safety”, which seemed to be used to describe
high-quality care rather than incidents).

The final list of target terms was: dead, deceased,
died, dieing, disfigured, dying, grave, harmed, incapacitated,
killed, killing, maimed, misdiagnosing, mortally, murdering,
murderous, mutilated, overmedicated, perished, readmitted,
scarred, succumb, succumbed, and traumatised. The terms
“misdiagnosed,” “readmitted,” and “overmedicated” were
included, despite having lower validity and reliability, in
order to preserve the breadth of the measure. The list focuses

on death-related terms because these identify the extremity
of safety incidents (NHS Improvement, 2018). Less severe
terms are not included because the aim of the DDR is to
depict only the extremity (i.e., the extreme end of the mea-
sure). Less severe terms are captured by default because they
will be similar to the extreme, but with a lower weight-
ing (Garten et al., 2018). Some of the final terms are very
strong (e.g., “killed,” “murdering”) and contain spelling
mistakes (e.g., “dieing”) because this is indicative of the
sometimes-extreme language used by patients online.

4.4 | Data analysis

To assess the validity of the algorithm (RQ1), we manually
classified the highest (n = 1000) and lowest (n = 1000) scor-
ing feedback with over 100 words. Blinded to the algorithm’s
scores, the first author and a research assistant classified
each item of feedback for the presence/absence of safety
incidents, including identifying severe safety incidents (i.e.,
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resulting in long-term harm or death). Interrater reliability
for the manual classification was based on a sample of 100.
The validity of the algorithm was assessed with a confusion
matrix of scores (high/low), and manually categorized safety
incidents (yes/no) were used to calculate precision and recall
statistics.

To investigate whether the patient feedback was reporting
unnoticed and unresolved incidents (RQ2), we manually ana-
lyzed the highest (n = 1000) and lowest (n = 1000) scoring
feedback. The first author and a research assistant classified
each individual item of feedback in terms of: (1) reporting
an unnoticed safety incident if it included a safety incident
and no mention of a hospital- or staff-initiated investigation;
(2) reporting an unresolved safety incident if it included a
safety incident and either mentioned that the issue had been
dismissed by staff or directly asked safety-related questions
that should have been addressed by staff (e.g., questioning a
medication). Interrater reliability for the manual classification
was based on a sample of 100. Descriptive statistics and qual-
itative analysis explored potentially unnoticed and unresolved
safety incidents.

To examine associations between patient- and staff-
reported safety incidents (RQ3), we calculated Spearman’s
rank correlations in the context of related variables, sepa-
rately for each year.

To model the association between patient-reported safety
incidents and hospital-level mortality rates (RQ4), we used
a mixed linear model. The data were grouped by year and
geographical region, with controls for hospital size (num-
ber of patient spells), feedback wordcount, hospital casemix
severity, and feedback sentiment (Table 1).

The data, the Python code for the analysis, and a
demonstration of the algorithm are available on GitHub
(https://github.com/473x/safetyIncidents_analysis), and can
be accessed via the Supporting Information.

5 | RESULTS

There were 146,685 individual items of feedback (22,191,427
words) pertaining to 134 acute English NHS trusts (out of
139 organizations in total) over 7 years. For RQ3 and RQ4
these were aggregated into 792 trust-year datapoints (each
with at least 10 thousand words of feedback) and paired with
the secondary data (see Table 2 for descriptive).

Figure 2 reports the hospital-level distributions staff-
reported safety incident rates (all and severe, rate per 1000
bed days) and the patient-reported safety incident mea-
sure (similarity of patient feedback to terms indicating a
safety incident). This reveals that staff-reported safety inci-
dent data (all and especially severe) were strongly skewed
towards low rates, with little variance in low scores, and a
spike of incidents in 2013. In contrast, the patient-reported
safety incident measure is more consistent, with a non-
skewed distribution, and good variance across the range of
scores.

5.1 | Validity of the patient-reported safety
incident measure (RQ1)

The interrater reliability for the manual classification was
strong for all safety incidents (o« = 0.89, 95% CI = 0.84,
0.93) and moderate for severe safety incidents (¢ = 0.72,
95% CI = 0.58, 0.81). There were 701 safety incidents (high-
scoring = 685, low-scoring = 16), 180 of which were severe
(high-scoring = 180, low-scoring = 0).

Comparing the manual classifications to the highest and
lowest scoring feedback revealed good precision (0.69) and
excellent recall (0.98) for all safety incidents, but weak pre-
cision (0.18) and recall (0.31) for severe safety incidents.
Manual classification found 1.6% (n = 16) safety incidents
and no severe safety incidents in the low-scoring feedback
(n = 1000). Manual classification found 68.5% (n = 685)
safety incidents and 18% (n = 180) severe safety incidents
in the high-scoring feedback (n = 1000). Examples of safety
incidents that patients reported leading to harm included
medical machinery repeatedly breaking down (e.g., infusion
pumps); failures in infection control (leading to MRSA);
errors in medication safety; neglect (e.g., not treating wounds,
patients left in unsanitary conditions); diagnostic errors (e.g.,
for cancer, pre-eclampsia, physical ailments); failures to put
in place care plans; unsuccessful routine procedures (e.g., hip
operations); test results incorrect, lost, or not being communi-
cated to other hospital units (e.g., for neurological illnesses);
crisis symptoms not being recognized (e.g., heart attack,
strokes); injuries in hospital (e.g., falls); extreme delays (e.g.,
for urgent CT scans); and patients being discharged pre-
maturely or without risk assessment (e.g., with late-stage
dementia).

5.2 | Unnoticed and unresolved safety
incidents (RQ2)

The interrater reliability for the manual classification was
excellent for reports of safety investigations (« = 0.92, 95%
CI = 0.88, 0.95) and whether they were patient-initiated
(ax=0.92,95% CI = 0.88, 0.95), and moderate for reports of
safety issues being dismissed (o = 0.74,95% CI = 0.62, 0.83)
and for feedback directly asking safety questions (o = 0.63,
95% CI = 0.45, 0.75).

Most high-scoring feedback did not mention an official
safety investigation (89%, n = 889); when mentioned, it
tended to be patient-initiated (e.g., writing a complaint).
Qualitative examination identified many incidents that had
occurred in staff blindspots, thus making them difficult for
staff to report. These included issues arising before admis-
sion (e.g., unable to access services) or after discharge (e.g.,
premature discharge resulting in readmission), cascading
low-level problems (e.g., poor hygiene practices), and failures
to coordinate between units and visits. Moreover, patients
reported actions that could make incidents difficult for staff
to identify, for example, getting a second opinion, choosing
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TABLE 1 Research variables used in the mixed linear model

Variable

Description

Rationale

Year

Region

Hospital spells

Hospital case severity

Staff-reported incidents (all)

Staff-reported incidents
(severe)

Feedback wordcount

Feedback sentiment

Patient-reported safety
incidents

Summary Hospital Mortality
Indicator (SHMI)

From 2013 to 2019 inclusive.

London, South, North, and Midlands.

A hospital spell begins when a patient is
admitted and ends when he or she is
discharged.

Ratio of the expected number of hospital
deaths over the number of hospital spells.

Staff are encouraged to report all safety
incidents, regardless of the harm;
reported as a rate per thousand provider
spells.

Staff are mandated to report severe safety
incidents; reported as a rate per thousand
provider spells.

Number of words in all patient feedback for
a given trust for a given year.

The positive-to-negative emotion (from +1
to —1) of feedback for a given trust for a
given year, scored using the VADER
(Hutto & Gilbert, 2014) algorithm.

A continuous measure of the similarity of
patient narratives to words indicative of a
safety incident (e.g., "died,"
“overmedicated,” “misdiagnosed”), with
scores between 0 (least similar) and 1
(most similar).

The ratio between the actual and expected
number of patient deaths, with a ratio
above 1 indicating more deaths than
expected given the patient demographic.

Random effect, controlling for variations in
the data across time because language
use (and thus measures from distributed
language models) vary in time (Rodman,
2020).

Random effect, controlling for variations in
geographic region because language use
may vary by region.

Fixed effect, controlling for the size of
hospitals because hospital size is
associated with hospital-level mortality
rates (Reader & Gillespie, 2021).

Fixed effect, controlling for the severity of
the cases that the hospital treats.

Testing whether the patient-reported
incidents merely duplicate the
staff-based data.

Testing whether the patient-reported
incidents merely duplicate the
staff-based data.

Fixed effect, controlling for the volume of
textual feedback because language
analysis can be sensitive to the volume
of textual data. (Krippendorff, 2019)

Fixed effect, controlling for the
positive/negative sentiment of the
feedback. Although it is difficult to
separate safety incidents from sentiment
(assuming more severe incidents are
reported with more negative sentiment),
we included this control to be
conservative with the safety incident
measure and ensure that it is not merely
detecting sentiment rather than safety
incidents per se.

Independent variable: it is used to test
whether the likelihood of patient
feedback reported online containing a
safety incident is associated with
hospital-level mortality.

Outcome variable: hospital-level mortality
rates are a frequently used measure of
overall hospital safety (Toffolutti &
Stuckler, 2019).

to be readmitted to a different hospital, or transitioning to
private healthcare.

Unresolved safety incidents were indicated by reports of
staff ignoring patients’ concerns in 21% (n = 213) of the
high-scoring feedback. Moreover, 6% (n = 61) of high-
scoring feedback directly asked safety questions that should
have been addressed by staff (e.g., “why did my daugh-
ter die?”, “why weren’t we told our daughter had sepsis?”),
indicating that these patients’ concerns had been raised but
remained unaddressed. Unresolved safety issues ranged from
having concerns dismissed in face-to-face interactions (e.g.,

“when I told the nurse [...] other nurses started laughing”)
to obstructions and delays when questions were raised (e.g.,
“yet again, we have had no response”).

Qualitative analysis of the feedback revealed that several
patients were posting online as a last resort. One theme was
that a formal complaint had stalled (e.g., “I have put a for-
mal complaint [...] 6months later still had no response to
questions I've asked”) or there was dissatisfaction with the
outcome of a complaint investigation (e.g., “my partner and
I know what happened that day, and so do the midwife and
the doctor but we haven’t been able to get an acceptance of
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TABLE 2  Descriptives for the trust—year data (n = 792)

Descriptives (per trust-year) Mean St. Dev. Min Max Skew Kurtosis
Hospital spells 70700.8 30203.83 17335 275055 1.601 5.46
Hospital case severity 0.033 0.006 0.015 0.05 —0.155 0.49
Staff-reported incidents (all, n) 10321.58 5092.28 1832 43733 1.61 4.42
Staff-reported incidents (all, rate) 47.33 16.95 15.5 155.73 1.73 4.45
Staff-reported incidents (severe, n) 42.33 32.04 1 215 1.99 5.31
Staff-reported incidents (severe, rate) 0.22 0.21 .004 1.78 3.24 14.44
Feedback wordcount 28019.48 14754.41 10980 97067 1.56 2.82
Feedback sentiment (score —1 to +1) 0.17 0.06 —0.02 0.34 —0.1 0.11
Patient-reported incident measure (0-1)* 0.34 0.004 0.33 0.35 0.12 0.08
Hospital-level mortality rate 1 0.1 0.62 1.24 -0.75 1.01

*The patient-reported incident measure is a continuous textual measure of the likelihood of a safety incident being reported in the patient feedback. It is measured by computing the
semantic similarity of all the textual feedback for a trust—year to the safety incident target terms. A score of 0 is complete dissimilarity and a score of 1 is complete similarity (both

extremes are impossibly rare).

2013 2014 2015

® 2016 @ 2017 @ 2018 @ 2019

Staff-reported safety incidents (all)

Staff-reported safety incidents (severe)

8 8

£

a.'x':ﬁd: '.’Z::!'3-;!l'-.":§'lll'f"|'--'i!-li”.i'ui:l';;.- :'éf?_"*s"T"

Patient-reported safety incidents

FIGURE 2

Staff-reported all (top, per 1000 bed days), staff-reported severe (middle, per 1000 bed days), and patient-reported (bottom, feedback

similarity to target terms) incidents by trust. The shading indicates one standard deviation above and below the mean (the solid line is the mean, and trusts are

ordered from lowest to highest mean score)

the truth”). Some patients mentioned that they had exhausted
alternative avenues for having their concerns addressed (e.g.,
“when people like me post on here we are already worn
down by having told managers and front-line workers what
the problems are and have been dismissed”).

5.3 | Correlations between the safety
incident measures (RQ3)

To assess correlations between the safety incident measures,
we calculated bivariate Spearman’s rank correlations between
all the variables for each year (Figure 3). Hospital spells
were consistently associated with increased volumes of feed-
back (r range = 0.42, —0.68) and inconsistently associated
with decreased sentiment (r range = —0.26, —0.1). Hos-

pital case severity was associated with positive feedback
sentiment (r range = 0.09, —0.4) and higher hospital-level
mortality (r range = 0.17, —0.26). Feedback sentiment was
consistently associated with reduced patient-reported inci-
dents (r range = —0.57, —0.23). Patient-reported incidents
were almost consistently associated with increased hospital-
level mortality (r range = 0.14, 0.3). There was no significant
association between patient- and staff-reported incidents (all
rrange = —0.04, 0.19; severe r range = —0.13, 0.14).

54 |
(RQ4)

Predicting hospital-level mortality

To test whether staff-reported and patient-reported safety
incidents were predictive of hospital-level mortality, we
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Spearman’s rank correlations grouped by year (n is number of hospitals). The diagonal displays the distribution of each variable. Above the

diagonal are the correlations (* = p < 0.05, ** = p < 0.01, *** = p < 0.001). Below the diagonal are scatterplots, with regression lines (95% CI) for each year

created a linear mixed effects model. The model was con-
structed using year and geographic region as crossed random
effects, with hospital spells, hospital case severity, word count
in the patient feedback, and a text-based measure of feedback
sentiment as fixed effects.

Neither staff-reported measure of safety incidents (all,
severe) were significantly predictive of hospital-level mor-
tality. An increase of .1 in the all-incident measure was
associated with an increase of .002 in hospital-level mortality
(95% CI = —0.05, —0.05; z = —0.07; p = 0.95), holding all
other variables fixed. Similarly, an increase of .1 in the severe-

incident measure was associated with a decrease of 0.01 in
hospital-level mortality (95% CI = —0.05, 0.03; z = —0.57;
p = 0.57), holding all other variables fixed.

The measure of patient-reported safety incidents was
found to be significantly predictive of hospital-level mortality
(Figure 4). An increase of .1 in this measure was associ-
ated with an increase of .08in hospital-level mortality (95%
CI = 0.04, 0.12; z = 3.6; p < 0.001). An increase of .01
in hospital-level mortality translates to an increase of 1% in
actual deaths relative to the expected number of deaths based
on patient characteristics.
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Scaled parameter estimates with 95% confidence intervals

Hospital spells L 2
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FIGURE 4  Scaled parameter estimates, with 95% confidence intervals, predicting hospital-level mortality rates
5.5 | Robustness checks population of incidents (Howell et al., 2015; Jausan et al.,

To assess whether the findings could be an artefact of the
natural language processing method, we conducted three
robustness checks. First, to assess the extent to which the lan-
guage used to describe severe safety incidents varied across
time, we calculated the mean test—retest reliability for year-
pairs, which was comparable to previously recorded rates
of transient error (McKenny et al., 2018). Second, to assess
the extent to which target term selection shaped our over-
all findings, we reran the analysis with a random selection
of half the target terms and with an expanded set of tar-
get terms; in both cases, the results were comparable. Third,
given that word embeddings trained on context-relevant (i.e.,
medical) data have been shown to have greater accuracy than
the generic GloVe model (Wang et al., 2018) that we used,
we created a new language model based on our own data; this
also produced the same pattern of findings. These checks are
discussed in more detail in the Supporting Information.

6 | DISCUSSION

The results show that online patient feedback can provide
information on unnoticed and unresolved safety incidents
within hospitals, with these data being independent of staff-
reported incidents and predictive of patient safety outcomes.
Moreover, these patient-reported incidents can be extracted
reliably and validly using automated algorithms. Using such
algorithms can aid hospitals to develop more holistic and
robust analyses of emerging and current risks to patient
safety. At a theoretical level, the results suggest online patient
feedback may function as a safety valve. Where patients
experience unsafe treatments and believe that these have gone
either unnoticed or unresolved, they report incidents online so
that their concerns can be made visible.

Notably, the automated measure of patient-reported safety
incidents was associated with hospital mortality, whereas
staff-reported incidents were not. The latter lack of associ-
ation may reflect the prior finding that the reliability of staff
reporting systems is shaped by safety culture rather than the

2017, Pfeiffer et al., 2010).

Our finding that patient-reported safety incidents are asso-
ciated with hospital level mortality is consistent with prior
research that has shown that online patient feedback is asso-
ciated with healthcare outcomes (Placona & Rathert, 2021).
However, our findings extend this literature by first sharp-
ening the focus onto safety incidents and second identifying
two complementary explanatory factors. First, online patient
feedback may reliably track the number of safety inci-
dents within a hospital by providing accurate information on
adverse events. Second, online patient feedback may reveal
hospitals that are poor at detecting and responding to safety
incidents. In such cases, patients go online because they
believe a hospital is not effective at addressing and recog-
nizing safety problems (Boylan, Williams et al., 2020). Over
a quarter of high-scoring feedback was related to patients
and families reporting safety concerns that, from their per-
spective, had been dismissed, or asking safety questions that
should have been addressed by hospital staff. Accordingly,
in addition to tracking safety incidents per se, online feed-
back may also track organizations that fail to address and
learn from safety incidents, which, in turn, leads to higher
hospital-level mortality rates.

6.1 | Theoretical and practical implications

The findings suggest that online patient feedback could
be valuable for supporting risk management in hospitals
through providing alternative and supplementary informa-
tion on safety incidents. Linking back to stakeholder theory
(Freeman, 1984; Reader & Gillespie, 2021), patients and
families—as the recipients of treatments and independent
of hospitals—can bring diversity of understanding to patient
safety. Their feedback can support healthcare staff, managers,
and regulators to develop more holistic analyses of current
and emerging risks. Neither staff nor patients have complete
information, each group has unique insights and blindspots
(Gillespie & Reader, 2018), and thus combining their per-
spectives is beneficial. Augmenting staff reports with patient
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reports may be especially valuable when there is uncertainty
about staff reporting. In such contexts patients reporting
freely online (e.g., anonymously, without consequence) may
act as a safety valve, revealing safety incidents that have been
unnoticed or unresolved.

Monitoring patient-reported incidents online can make
three contributions. First, it could provide reliable and valid
data on safety incidents and thus enhance safety monitoring
(Benn et al., 2009; Billings, 1999). This would support safety
management by identifying areas for improvement not cap-
tured by staff reporting (e.g., relating to patient journeys) and
identifying units where there is a heightened risk to patients.
Second, it could support organizations’ double-loop learning
about learning from incidents. Providing information about
problems does not inevitably lead to learning (Argyris, 1990;
Stanton et al., 2017), especially in healthcare (Sujan et al.,
2017). Identifying unnoticed and unresolved safety incidents,
and discrepancies between staff and patient reports, might
reveal problems in reporting practices (e.g., incidents not
being logged) or failures in learning from mistakes. Third, it
could be used to trigger preventative interventions. Given the
challenge of turning lagging information into learning (Stan-
ton et al., 2017), it is important to identify leading indicators
(Walker, 2017). Many of the unnoticed and unresolved issues
reported the online feedback were ongoing (e.g., treatment
delays, dismissed symptoms). Thus, timely identification of
these incidents could prevent them cascading towards more
severe adverse events.

Natural language processing can support these contri-
butions. Despite the challenges to analyzing unstructured
narrative feedback (Boylan, Williams et al., 2020; Zakkar
& Lizotte, 2021), it is possible to automatically identify
patient-reported safety incidents reliably and validly. These
algorithms can boost the rigor, efficiency, and scale of anal-
yses, while preserving the ability to drill down into textual
specifics (e.g., for qualitative analysis). They can be used
to track the persistence of problems (i.e., failures to learn);
provide near real-time analysis of feedback to preemp-
tively identify unnoticed or unresolved incidents before they
cascade towards more severe consequences; and make pat-
terns in patient-reported safety incidents visible (e.g., to the
broader public and regulators) thus motivating hospitals to
address recuring problems.

Beyond healthcare, the observation that the service users of
an organization can report on unnoticed and unresolved safety
problems is significant. Research in several domains (e.g.,
food safety, product safety, transport, building safety, polic-
ing) has recognized that, like healthcare, public stakeholders
may possess important insight into safety within organiza-
tions (Abrahams et al., 2012; Bleaney et al., 2018; Goldberg
et al., 2020). Indeed, Turner’s (1976) seminal theorization of
accident development describes, through case studies, how
the raising of safety concerns by members of the public—
and the subsequent rejection by organizations—is a common
feature of accidents (e.g., dismissing complaints). This find-
ing has been borne out by numerous accident investigations
and reinforces the insight that public stakeholders often pos-

sess important safety information (Hald et al., 2021). For
example, public stakeholders can support risk management in
consumer products (e.g., baby toys, vehicles; Abrahams et al.,
2012; Bleaney et al., 2018), policing (e.g., violence; Dugan
& Breda, 1991), transport (e.g., unsafe driving; Oz et al.,
2014), hospitality (e.g., unhygienic food; Goldberg et al.,
2020), and building safety (e.g., identifying fire risks; Cor-
nish, 2021; MacLeod, 2018). The growth of online portals for
public stakeholders to provide feedback, including on safety
and risk, may represent a route through which to improve
risk management. Specifically, online stakeholder feedback
may, if analyzed carefully, provide insight on safety issues
that have been filtered, suppressed, or otherwise inhibited in
other channels of feedback. The unfiltered, unconstrained,
and often anonymous nature of online stakeholder feedback
is simultaneously a challenge for analysis but also central to
its added value.

6.2 | Limitations

Patient-reported data are not neutral and are shaped by
regional culture, publicity about a hospital, staff behavior
(e.g., not responding to a complaint), and ideological commit-
ments (e.g., for or against a national health service). We could
not verify the safety incidents reported or whether they were
genuinely unnoticed or unresolved. Our measure of patient-
reported safety incidents is continuous, not categorical like
staff-reported incidents. We did not have access to the text
of the staff-reported incidents, so could not examine the text
relating to the incidents being reported (i.e., to directly com-
pare with patient online feedback). Finally, SHMI is only one
limited criterion for safety (Lilford et al., 2004), and future
studies may use alternative measures (e.g., patient case record
reviews).

6.3 | Conclusion

Online patient feedback can supplement safety reporting sys-
tems in healthcare through providing information on safety
incidents that go unnoticed and unresolved in hospitals.
Medical error remains a leading cause of death in hos-
pital (Makary & Daniel, 2016). Although safety reporting
systems have led to local learning, they do not reveal inci-
dent prevalence in organizations (Howell et al., 2017) and
have failed to provide early warnings of systemic failings.
A key issue is that staff reporting can be unreliable (e.g.,
mediated by the local safety culture). Reports on safety inci-
dents within online patient feedback provide an alternative
and independent channel for monitoring risk. We found that
natural language processing can reliably identify the likeli-
hood of online patient feedback reporting a safety incident
and validly predict hospital safety outcomes (independent of
safety incidents). This is significant for the broader risk litera-
ture, as public stakeholders are increasingly raising concerns
about safety through online channels (e.g., as customers or
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service-users). We propose that the sharpest value of online
feedback is that it acts as a safety valve for stakeholders to
report safety incidents that they feel have gone either unno-
ticed or unresolved, thereby providing a unique additional
line of defense in detecting and monitoring risk.
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