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Title: The economics of climate change with endogenous
preferences

Abstract

Avoiding unmanageable climate change implies that global green-
house gas emissions must be reduced rapidly. Carbon prices and tech-
nological development are essential to deliver such reductions. Changes
in preferences, however, are rarely considered, even though other ma-
jor socioeconomic transitions – such as those from reducing smoking
and drink-driving – have succeeded partly because preferences have
changed. This article examines the impact of climate policy-induced
changes in consumers’ preferences. We demonstrate that when policies
also change preferences, they are inefficient unless such changes are
accounted for. For instance, carbon taxes must be adjusted, if they
crowd-in or -out social preferences, to achieve a given target. Further,
when the urban built environment changes mobility preferences, the
value of low-carbon infrastructure investments can be underestimated
if such effects are ignored. Third, policy-induced changes in preferences
for active travel and plant-based diets could increase the net benefits
of the transition to zero emissions.

JEL codes: A12, D91, H23, Q54, Q58

Keywords: climate change, carbon pricing, endogenous preferences, crowding-
in, transport infrastructure, health co-benefit



1 INTRODUCTION 3

1 Introduction

To deliver on the temperature targets of the Paris agreement on climate
change, greenhouse-gas emissions must be reduced to net zero within decades
(IPCC, 2013, 2018). Policy instruments such as carbon prices should make
a crucial contribution to this challenge for public policy, in combination
with other instruments, such as major investments into low-carbon infras-
tructure, and also more gentle ‘nudges’. Changes in preferences — which go
beyond nudges — are, however, rarely considered as part of the strategies to
reduce emissions, even though other major socioeconomic transitions have
succeeded partly because preferences have changed. This article explores
the implications for evaluating climate change mitigation instruments when
such policies can also change preferences, intentionally or unintentionally.
Within environmental economics, there is now a small literature on endoge-
nous preferences (Perino, 2015; D’Haultfœuille et al., 2016; van den Bijgaart,
2018; Konc et al., 2021), norms (Ulph and Ulph, 2018; Dasgupta et al., 2016),
beliefs (Koessler and Engel, 2019) and culture (Schumacher, 2015). Yet it
does not address how to achieve socially optimal environmental policy when
it changes preferences and does not apply the main insights to climate policy
design

Much research in economics understandably assumes that preferences
are exogenous – following the liberal dictum that “de gustibus non est dis-
putandum” (Stigler and Becker, 1977) – for the compelling reason that in-
dividuals should have the freedom to develop their personalities in any way
they choose, without government intervention. For example, when a cost-
benefit analysis of a large infrastructure project is carried out or a tax rate is
recommended, changes in preferences caused by such policies are not taken
into account.

However, an increasingly large body of evidence within economics and
other social sciences indicates that preferences can be endogenous to policy
decisions (Bowles, 1998; Akerlof and Kranton, 2000; Alesina and Fuchs-
Schündeln, 2007; Fehr and Hoff, 2011; Fuchs-Schündeln and Schündeln,
2015; Hoff and Stiglitz, 2016). Even our values1 and culture2 – upon which
preferences are based (Hoff and Stiglitz, 2016) – are amenable to change by
policy. This is widely understood in other social sciences (Fehr and Hoff,
2011; Hawkes et al., 2015). Within economics, endogenous preferences have
been discussed in the past (Gintis, 1974; Pollak, 1978; von Weizsäcker, 1971),
but the analysis of the welfare effects has only been developed more recently
(Binder, 2010; Fleurbaey and Tadenuma, 2014; von Weizsäcker, 2005) and

1‘Values’ are defined by the Oxford English Dictionary as ‘the principles or moral
standards held by a person or social group; the generally accepted or personally held
judgement of what is valuable and important in life’.

2‘Culture’ is relevantly defined as ‘a way of life or social environment’ and as ‘the
philosophy, practices, and attitudes of an institution, business, or other organization’.



1 INTRODUCTION 4

not yet been applied to environmental policy specifically.
The idea that preferences can be endogenous is distinct from the large

body of literature on behavioural economics and public policy (Allcott et al.,
2014; Bernheim and Rangel, 2009; Farhi and Gabaix, 2020; Thaler and Sun-
stein, 2008): behavioural economics, which includes the study of ‘nudging’,
concerns realistic human behaviour, given context, and given so-called ‘ir-
rational’ cognitive biases. Changes in values and culture, however, are not
‘irrational’ because these are elements that economists tend to consider to
be logical priors. But changes in values and culture can drive long-lasting
changes in behaviour3 as shown by changes in attitudes to issues such as
smoking, drink-driving and recycling (Convery et al., 2007; Nyborg et al.,
2016).

This article has two core purposes. First, we explore the idea that low-
carbon policies could be better designed if it is recognised that preferences
can be endogenous to such policies. We review evidence in three areas in
which policy affects preferences: (i) the impact of carbon prices on pref-
erences for low-carbon consumption options; (ii) the impact of transport
infrastructure on mobility preferences; and (iii) the impact of policy on
preferences for low-carbon diets and active travel.

Second, we develop a highly-stylised theoretical framework to capture
the essence of the ideas in a relatively general way that is agnostic to the
detailed cognitive and social mechanisms involved, and use the framework to
elucidate a central feature of the three different examples. The model makes
some heroic simplifying assumptions; preferences, values and habits are con-
sidered to be observationally equivalent at the high level of abstraction we
are considering.4 However, the heroic simplifying assumptions allow us to
obtain general results on how key recommendations about policy instrument
choice change if preferences are endogenous. For evaluating climate change
mitigation options by public finance methods, the model may be used to
analyze different mechanisms for changing the strength of preferences by
policy, including taxation making consumers less or more altruistic, infras-
tructure affecting habits and information campaigns affecting individuals’
moral principles.

With this high level of abstraction, welfare analysis – in the sense of
some policies being considered to be superior to others – is possible and
fairly straightforward, notwithstanding the endogeneity of preferences. This

3It is established that values shape human actions by influencing emotions, and that
values are acquired through social interactions and learning experiences (Schwartz, 1994);
see Akerlof (2017) and Roos (2018) for applications in economics and Corner et al. (2014)
for climate change.

4Related contributions enter individual psychological or social mechanisms by which
policies shape preferences in their models (van den Bijgaart, 2018; Ulph and Ulph, 2018).
Values, especially in the sense of Schwartz (1994) are sometimes seen as more fundamental
than preferences, yet this is not what we are concerned with in this article.
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is true if we assume either that utility is cardinal, or if we posit some form of
‘meta-preference’. We can also answer questions such as whether a change in
preferences for low-carbon consumption might contribute to meeting exoge-
nously given environmental constraints (such as national emission reduction
targets) if regulation is inadequate.

The model permits us to answer the questions how appropriate policy is
different when it is recognised that it can shift preferences in favor of low-
carbon options. Specifically, we demonstrate the following results. First, if
carbon pricing changes consumers’ preferences, not merely relative prices,
then the policy will be inefficient unless it is adjusted to account for this en-
dogeneity. For instance, when a carbon tax has an impact on preferences, the
preferred tax rate will depend on whether there is crowding-in or crowding-
out. We show that there is a unique level of crowding-in at which the tax
with endogenous preferences coincides with the conventional tax with fixed
optimal preferences; otherwise, the two tax rates are different. Second, we
show that preference endogeneity can change public investment decisions:
if low-carbon infrastructure itself increased the desirability of consuming
low-carbon goods, the marginal value of investing into such infrastructure is
higher. Third, when preferences for active travel and low-carbon diets are
endogenous to policy intervention, such policies are more desirable given
the substantial health benefits (in addition to the low-carbon benefits) from
such changes in preferences. Overall, our framework allows us to trace the
consequences of preference endogeneity for environmental policy.5

We wish to be explicitly clear that we are not advocating for interventions
to undermine people’s freedom to develop their own objectives or to make
their own choices. Rather, our framework suggests that we should account
for the impact of policy on preferences, directly or indirectly, and whether
we like such impacts or not. Failure to account for these effects leads to
suboptimal policy outcome. Public dialogue and discussion can inform the
evolution of societal preferences, without violating freedoms and resolve con-
flicts between them. For instance, societal attitudes to and preferences for
tobacco have evolved, reducing the freedom to smoke in some public spaces,
but increasing the freedom of non-smokers to enjoy such spaces without
increased risk of cancer. In the cases of smoking and drink-driving, soci-
eties chose to guide the processes of shifting preferences (Stuber et al., 2008;
Levy et al., 2012; Mons et al., 2013; Watling and Armstrong, 2015) and

5Our approach is indeed reminiscent of Stigler and Becker (1977) in that we enrich the
arguments of utility a function, going beyond consumption of market goods. However, we
are not, like Stigler and Becker (1977), interested in explaining behaviour by generalised
consumption goods, but instead study the normative consequences of the fact that those
arguments change with policy. This applies whether or not the change in utility as a
consequence of a policy is either due to a change in preference reflecting moral values, say,
or else is merely capturing a psychological reaction to changed infrastructure or to other
Beckerian generalised consumption goods. These two possibilities are formally equivalent
in the approach pursued here.
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information and education campaigns took place, alongside price interven-
tions and bans (Stern, 2015, Ch. 10). The scale of the challenge of reducing
greenhouse gas emissions to net zero suggests that a similar combination
of approaches may be desirable. Shifts in preferences for transport, energy
and food choices will protect freedoms by reducing deaths and impacts from
climate change.

Our contribution builds on several important articles. Bowles and Hwang
(2008) examines optimal public good provision when policy changes prefer-
ences, and Frey and Stutzer (2008) and Bowles and Polania-Reyes (2012)
discuss crowding-in and -out of intrinsic motivation by policy measures (see
also the more general Bénabou and Tirole (2003, 2006) on intrinsic and
extrinsic motivation). Farhi and Gabaix (2020) also study modified Pigou-
vian tax rules, but due to behavioural biases, not changes in preferences.
Bisin and Verdier (2001) study the intergenerational transmission of pref-
erence traits. Bezin and Ponthière (2019) study the implications of such
a transmission for the dynamics of different moral behaviors in a Tragedy
of Commons situation. Schumacher (2015) considers the relationship be-
tween culture and environmental quality. van den Bijgaart (2018) studies
the optimal transition policy when habits are affected by past consump-
tion decisions (Pollak, 1970; Ryder and Heal, 1973) and consumers fail to
internalise shifts in habits. Ulph and Ulph (2018) find that taxes can be
welfare-reducing when individuals adjust their consumption to conform to
the norms of a group to which they wish to belong. Dasgupta et al. (2016)
examine environmental policy given consumption norms and the social con-
text of consumption. Daube and Ulph (2016) examines how preferences
can help achieve objectives in situations of inadequate regulation. Jacob-
sen et al. (2012) develops a theory of voluntary public good provision when
households are motivated to offset the environmentally harmful behaviour
of others. Bezin (2015) explains private provision of environmental pub-
lic goods based on a desire to socialize others into having environmental
preferences, showing how this can account for differences between environ-
mental attitudes and behaviour.Brennan (2006) and Perino (2015) examine
the effectiveness of green preferences as a function of the policy setting.
In addition, Bezin (2019) studies the relationship between green preference
formation and the direction of technological change, highlighting the role of
non-monetary policy instruments to avoid carbon lock-in. We differ from all
these prior contributions by characterising how the possibility of preference
changes by policy affects recommendations on environmental taxation. Un-
like almost all of those contributions, we focus on the question of optimality
rather than pursuing a positive approach to the interaction of preferences
and policies.

The remainder of this article is structured as follows: The next section
describes the evidence that preferences are endogenous to policies and in-
stitutions, it then relates this thesis to specific examples relevant to the
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transition to the low-carbon economy. Section 3 constructs model of en-
dogenous preferences and carbon pricing. Section 4 extends this model to
the cases of preference formation by (transport) infrastructure, as well as
of the health benefits from low-carbon diets and active travel and briefly
explores normative and policy implications. Section 5 concludes.

2 Endogenous preferences: the evidence

There is a wealth of evidence in psychology and sociology that the underpin-
nings of human choice – preferences, beliefs and decision-making processes
(DellaVigna, 2009) – are culturally formed (Bowles, 1998; Hoff and Stiglitz,
2016). Preferences appear to be shaped by cultural transmission, and relate
to our social identities (Akerlof and Kranton, 2000), and our worldviews and
narratives (Hoff and Stiglitz, 2016).6

In contrast, behavioural economics and behavioural public policy study
behaviour, rather than underlying preferences, cultures and worldviews. The
behavioural economics and policy literature has shown that behaviour is
context-dependent and may appear to be frequently “irrational”. These in-
sights are behind various important policy interventions, such as “nudges”
(Allcott et al., 2014; Bernheim and Rangel, 2009; Kahneman, 2011; Thaler
and Sunstein, 2008). Much valuable progress has been made in these fields
in recent decades. Here, however, we explore the role of changing the prefer-
ences underlying behaviour, rather than nudging the behaviour per se (see
also Hoff and Stiglitz, 2016).

Within the literature on endogenous preferences, Bowles (1998) provides
a comprehensive review of evidence from biology, psychology and sociology
on the formation of preferences in market economies. He argues that the
primary channel for the development of preferences is cultural transmission,
and finds that many economic incentives tend to negatively affect intrin-
sic motivation – behaviour is no longer driven by internal rewards (Bowles,
2008). The assumption of fixed preferences limits the “explanatory power,
policy relevance, and ethical coherence” of economic analysis (p. 75). Two
surveys corroborate these conclusions. First, Fehr and Hoff (2011) find that
preferences are prone to direct social influences; social institutions stimu-
late certain parts of people’s identities through framing and anchoring ef-
fects.7 They conclude that “[E]xogenous preferences is but a special and

6See Villacorta et al. (2003) for pro-environmental behaviour in particular. Further,
Voors et al. (2012) and Cavatorta and Groom (2020) find that exposure to violent conflict
changes preferences; O’Hara and Stagl (2002) and Russell and Zepeda (2008) consider
how preferences may change through participation in community-supported agriculture.

7For example, Tompson et al. (2015) find, based on neurological evidence, that “per-
sonally and culturally tailored messages” (p. 58) lead to greater neural activation that
causes greater subsequent behaviour change. Thus, it is argued that institutions can
shape preferences by rendering particular identities, values and norms, more salient.
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not very plausible example [. . . ] among the possible set of assumptions
about preferences that can be employed in explaining economic outcomes”
(p. F409). Second, Hoff and Stiglitz (2016) concludes that preferences are
formed through the social context and the use of cultural mental models to
process information. Examples providing evidence for these conclusions are
Deckers et al. (2020), who find a relationship between the prosociality of
the mother and the prosociality of the child when at primary school; Tomp-
son et al. (2015), who find differences between culturally salient messages
for Western and non-Western societies; Algan and Cahuc (2010) on parent-
child transmission of trust and economic preferences, and Malmendier and
Nagel (2011) who show preferences for financial risk depend on experienced
stock market returns.

Given this evidence, in this paper we do not unpick the psychological
and social processes through which policies change preferences.8 We simply
assume that policies can change preferences, and focus on the implications
for the economics of climate change mitigation. In terms of simple microe-
conomics, we can represent a change in preferences by shifting utility curves
rather than by rotating the budget line caused by a change in relative prices
(see Figure 1). The consequence of taking the evidence on changing prefer-
ences seriously is that decarbonisation policy should account for potential
shifts in preferences, and not merely focus on changing relative prices.

2.1 Three relevant examples

We now discuss three examples of endogenous preferences that are relevant
to climate change mitigation policy, focussing on carbon-intensive and low-
carbon consumption options in food and transport. This approach can be
applied more broadly, however, for instance for energy efficiency, i. e. creating
preferences that increase demand for energy-efficient options (Costa and
Gerard, 2018; Hahn et al., 2016). In Sections 3 and 4 we formally explore
the consequences for policy design.

Pricing shapes low-carbon preferences: Several examples suggest that
environmental pricing and subsidies can crowd-out or crowd-in environmen-
tal values, depending on the context – that is, the incentives increase or de-
crease intrinsic motivation to protect the environment. For instance, build-
ing on Perino et al. (2014), Lanz et al. (2018) find that a carbon price of
£19/tCO2 on food crowds-out intrinsic motivation to the extent that com-
pensating for this effect requires the carbon price to rise by as much as
£48/tCO2. Frey and Oberholzer-Gee (1997) find that willingness to accept

8A literature in cognitive psychology finds that preferences are not stored in memory
and retrieved, but are constructed when elicited (Lichtenstein and Slovic, 2006; Weber
and Johnson, 2009).
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Figure 1: Simple microeconomics of a shift towards less polluting consump-
tion.

Preferences are commonly assumed to be fixed, so that only changes in (relative) prices

affect the allocation of consumption between dirty and clean goods. Consider utility

indifference curve u1 at income w. An tax τ on the dirty good, D, increasing the price

from pD to pD + τ , rotates the budget constraint from w(pD) to w(pD + τ), reducing dirty

consumption and lowering utility, based on the same preferences represented by u1. In

contrast, a shift in preferences can be represented as a move in utility function from u1 to

u2, which leads to lower consumption of D without any change in prices or budget.

a nuclear waste site fell dramatically when monetary compensation was of-
fered. Bowles and Polania-Reyes (2012) observes incentives may “. . . affect
the process by which people learn new preferences” (p. 368). Lanz et al.
(2018) and Mattauch and Hepburn (2016) conjecture that when pricing
crowds out environmental preferences, the appropriate carbon price would
need to be set higher than if preferences were fixed. Below we prove this
conjecture and characterise first- and second-best policy options (Section 3).
In contrast, D’Haultfœuille et al. (2016) show that a “feebate” for buying
cars (i.e. a financial reward for low-emitting and a penalty for high-emitting
cars) led to crowding-in effects beyond the price effects of the policy. Con-
very et al. (2007) find that the Irish plastic bag tax crowds-in environmental
values. In British Columbia and Sweden, the salience of the carbon tax led
to greater behaviour change than would be expected from an equivalent in-
crease in gasoline prices (Andersson, 2019; Rivers and Schaufele, 2015), a
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finding compatible with crowding-in environmental values.

Urban transport infrastructure shapes mobility preferences: Wein-
berger and Goetzke (2010) provide evidence that preferences for car owner-
ship are determined by the built environment individuals are used to. When
people move from a city with good public transport to a car-dependent city
they ‘export’ their mobility preferences to the new environment. They are
more likely to own fewer vehicles due to learned preferences for lower levels
of car ownership (Weinberger and Goetzke, 2010). Appropriate transport
infrastructure is thus not only required to make low-carbon travel possible,
but can also be a pre-condition for the learning of new mobility preferences.
It is likely that this is mediated through peer effects (Grinblatt et al., 2008;
Weinberger and Goetzke, 2010, see also Mattauch et al., 2016). The finding
is indicative of the well-established fact that urban form is a key determinant
of energy consumption in cities (Newman and Kenworthy, 1999; Seto et al.,
2014). Severen and Van Benthem (2019) provide evidence for the related
result that in the U. S. the 1979 oil crisis negatively influenced the propen-
sity of those coming of driving age in that year to drive to work in 2000.
Below we formally show that, low-carbon infrastructure shaping mobility
preferences increases the optimal level of such investment.

Public health policy shapes dietary and transport mode prefer-
ences: Hawkes et al. (2015) describe the ways in which public health poli-
cies can help people “learn healthy food preferences”. It is a societal choice
as to which dietary habits should be fostered, consistent with robust evidence
that diets are strongly influenced by cultural factors (Rozin and Vollmecke,
1986; Birch, 1999). This is relevant to climate policy: Springmann et al.
(2016) find that, by 2050, a shift toward more plant-based diets in line with
standard dietary guidelines could reduce food-related greenhouse gas emis-
sions by 29–70 % and decrease global mortality by 6–10 %.

Similarly, policies forming preferences for active travel modes have a
health and environmental benefit. Increasing active travel in urban trans-
port (such as walking and cycling) reduces obesity-related diseases, dementia
and depression, and can also reduce local and global emissions Woodcock
et al. (2009).9 Dietary and travel choices might be understood as aris-
ing from internally conflicting preferences (Loewenstein and Prelec, 1992;

9Numerous studies confirm the extensive health benefits from active travel increases.
Woodcock et al. (2009) explore a scenario with greater active travel (slight increase in
the distance walked and double increase in distance cycled), finding that the health gains
from physical activity are greater than those from reduced air pollution in both London
and Delhi. Rabl and De Nazelle (2012) calculate the benefits of switching from a car
to cycling for trips under 5 km to be about 1300 Euro per person per year. Götschi
et al. (2015) compare the health benefits that would accrue to the English population
if they increased the proportion of active travel to the levels of Switzerland, California
and the Netherlands and Mueller et al. (2017) systematically estimate what the health
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Loewenstein, 1996)) between unhealthy short-term desires and the long-term
preference for good health. However, changes in preferences are also rele-
vant, and the evidence suggests that they influence choice of travel mode
(Hopkins, 2016; Hunecke et al., 2001; Steg, 2005) and diets (Allen et al.,
2000). We formally discuss these ideas below.

To the best of our knowledge, in none of the three cases illustrated
above have the implications for adequate climate policy design been drawn
by means of economic models, which is what we turn to next.

3 A model of a carbon price that changes prefer-
ences

We construct a simple model to explore the potential importance of shifts in
consumer preferences by policy, that is, we are interested in cases in which
there is an (intended or unintended) impact of any policy that changes rela-
tive prices on the utility function itself, rather than only upon the choice set
(see Figure 1). We represent the currently dominant setting of a national
environmental tax reform: a nation state sets a climate target (given in per-
centage point reduction of GHG emission, not determined by cost-benefit
analysis) and then determines appropriate policy instruments. Consistently,
a social planner problem in the below is a “cost-effectiveness” analysis and
“first best” refers to decentralised settings reproducing such a social opti-
mum. At the end of this section we explain how results change if this setting
is instead one of “cost-benefit analysis” mode.

After introducing the model in Subsection 3.1, we first set out some ba-
sic properties (Subsection 3.2): if carbon prices are insufficient and dirty
goods are cheaper, a consumer is better off if her utility functions lead her
to favour dirtier goods under some regularity (Proposition 1). If policy
is aiming to meet a specific climate target, however, a shift in the utility
function can help compensate for inadequate carbon pricing. We then illus-
trate the main result of this section: when a carbon tax has an impact on
preferences, the second-best tax differs from the conventional first-best tax
depending on whether there is crowding-in or crowding-out (Proposition 2)
– and we explore the strength of this effect. Furthermore, we demonstrate
that there is a particular strength of crowding-in at which the second-best
tax coincides with that first-best tax with fixed optimal preferences, but no
crowding. The reason is that the crowding-in additionally helps to achieve
the environmental target (Proposition 3). Finally, we discuss extensions to
optimal regulation.

We represent the influence of policy choices on consumers’ preferences by

changes would be for populations in seven different cities in Europe following an increase in
infrastructure encouraging active transport. For a comprehensive review see also Mueller
et al. (2015) and Sulikova et al. (2020) for implications for optimal urban transport policy.
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augmenting the utility function with a parameter, α, that can be shifted by
policy. Our aim is a simple formulation that can capture different underlying
observationally-equivalent phenomena: changes in culture, values or habits.
In a technical sense, we will refer to α as the consumer’s ‘appreciation’ of the
clean good.10 An increase in the appreciation of a good that the consumer
already consumes can increase utility. One can think of α as resulting from
social influence, reflecting learned or inherited values or tastes. Although
not our primary focus, we make the assumption that we can meaningfully
think of changes in ‘appreciation’, and thus values, as welfare-relevant, that
is, we can compare utilities for different α in a meaningful way. This is true
if utility is cardinal or if consumers have preferences over their appreciation
(dependent on the allocation of goods), as discussed in Subsection 4.2. In
sum, the link between α and the structure of preferences is straightforward:
higher α places greater weight on the clean good, C, in Equation (1), and
thus re-shapes orderings and indifference curves. The relationship of α to
welfare is far less straightforward, however. On the one hand, a consumer
may experience greater utility from higher α from a positive self-image. On
the other hand, α might rise as appreciation of the scale of the damage from
pollution increases, which might the individual miserable, reducing utility.
So there are plausible cases in which welfare decreases or increases as α
increases.

3.1 Basic approach

Suppose a single consumer has a simple choice between two goods, one
relatively clean C and one relatively dirty D, where the consumer’s utility
is also a function of the appreciation parameter α. First consider the social
planner problem:

max
C,D,α

U(C,D, α) (1)

subject to
pCC + pDD = w − ξD (2)

where w is income, ξ is the damage intensity of dirty consumption – ef-
fectively environmental damage reduces income – and pC and pD are both
consumer prices and production costs, since we abstract from modelling
production. We assume UC , UD > 0 and impose more structure on the
interaction between goods and appreciation by positing

U(αC, (1− α)D). (3)

10The OED defines ‘appreciation’ as the action of ‘assessing the nature or quality of
something or someone; judgement, estimation.’ See also Becker and Mulligan (1997), who
incorporate ‘appreciation’ into their utility function. In their model, appreciation captures
the vividness of the future, rather than a set of environmental values as here.
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to ensure that relevant optimisation problems have a solution. The func-
tional form is related to those used in the literature on status-seeking and
habits, where α represents the learned or inherited preference from social
influence (Abel, 1990; van den Bijgaart, 2018).

Consider a society intent on achieving a particular target (relaxed for
Proposition 4 below), expressed here as a fixed amount of the dirty good,
D̃ > 0, which in our model also leads to fixed emissions. This determines
consumption of the clean good via the budget equation:

C̃ = (1/pC)
(
w − (pD + ξ)D̃

)
and by maximising utility over the budget

constraint.11

Now suppose the social planner can influence the level of appreciation of
the clean good. For most of the below analysis, we use the specific constant-
elasticity-of-substitution utility

U(αC, (1− α)D) = [(αC)γ + ((1− α)D)γ ]
1
γ (4)

with 0 < γ < 1, meaning that clean and dirty consumption are substitutes
and α ∈ [0, 1] to ensure the problem has a solution.12

With this parametrisation, the socially optimal appreciation αSO to
achieve the agreed emissions target is:

αSO = (
D̃

C̃
)

γ
γ−1 /(1 + (

D̃

C̃
)

γ
γ−1 ). (5)

This equates the marginal utility loss from a reduced value of dirty con-
sumption with the marginal utility gain from a higher value of clean con-
sumption.

3.2 Properties of the decentralised equilibrium: optimal ap-
preciation and first-best

Now consider a representative consumer with the same utility function as as
above, but who ignores the production externality, ξD and also faces a (unit)
tax τ on dirty consumption (which is fully recycled to her) – a standard set-
up of studying pollution regulation. Suppose that she does not by herself

11This is only the case in a setting with two goods, which is the simplest possible for our
research questions. In practice, consumers will optimise choice over a variety of products,
and abatement possibilities, but subject to a constraint on total emissions.

12One might think that it is more natural to consider the parametrisation [αCγ + (1 −
α)Dγ ]

1
γ . While this indeed simplifies the process of calculating optimal appreciation for

optimal environmental regulation, the problem of optimising appreciation for an environ-
mental target then has no meaningful solution. Further, while considering 0γ < 0 in the
following results is possible, the case of clean and dirty goods as complements is of limited
relevance for sustainability transitions.
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adjust appreciation, and denote appreciation by αM . (where M stands for
“market”). Assuming the same parametrisation as above, her problem is:

max
C,D

U(αMC, (1− αM )D) (6)

subject to
pCC + (pD + τ)D = w + L. (7)

L is the part of the budget of which the dependency on the tax and the
damages are ignored by the consumer, L = τD − ξD.

With variable appreciation, the following basic properties of the model
can be established:

Proposition 1. The optimal appreciation in the imperfectly regulated de-
centralised case (τ 6= ξ) differs in general from the optimal appreciation in
the socially optimal allocation, provided that U(C) = U(αC, (1 − α)D(C))
is a strictly concave function in the domain given by α ∈ [0, 1], pcC ∈ [0, w].

Proof. See Appendix A, including application to the above paramentrisa-
tion.

The proposition implies that it can be advantageous to adjust preferences
to the level of environmental protection: a consumer can get more total
utility if she puts more value on the consumption option that is cheaper.
Without the concavity assumption, it is possible that the maximum value of
U for simultaneously chosen allocation and appreciation is a boundary value,
which is the same for the social planner and decentralised case. Variables
with ∗ denote the fully optimal solution in what follows.

We next notee the basic property of our approach that a change in
climate-friendly preferences, ceteris paribus, reduces emissions. If the tax
is set too low so that the climate target will not be reached, then a change
towards climate-friendly preferences helps to make up for inadequate regu-
lation and closes some of the gap between actual and desired emissions. To
see this, let utility be parametrised as in Equation (4), so that clean and
dirty consumption are substitutes.

The first-order condition of the consumer is for the parametrised case
given by (see Appendix A)

CM

DM
=
((1− αM )

αM
) γ

(γ−1)
( 1

1 + τ

) 1
(γ−1) . (8)

Derive this expression with respect to αM , to find that

CM/DM

∂αM
> 0 if γ > 0. (9)

So a marginal positive change in appreciation will reduce emissions, ceteris
paribus.
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Economists often correctly stress the importance of pricing, given inad-
equate voluntary action. Environmentalists often correctly stress the im-
portance of voluntary action, given inadequate pricing. Standard models
with fixed preferences are unable to make sense of voluntary reduction as
a change in preferences. The noted basic property of our model reconciles
these views, identifying merit of both approaches. It is similar to Perino
(2015), who studies the impact of climate campaigns (understood as modifi-
cations of the utility function) on aggregate emissions in general equilibrium.
Importantly, Perino (2015) shows that the result hinges on total or partial
regulation of an economy’s emission by a tax or a permit scheme and the
emission-intensity of the sectors regulated. This is not our focus, instead
we elaborate on the consequences for regulation when the tax itself affects
preferences.

In the decentralised case, it cannot be assumed that αM = αSO, that is
that the relative appreciation of clean and dirty goods equals the socially
optimal appreciation (with the externality fully corrected). Instead, suppose
for idealised first-best policy, the government had a policy instrument to
adjust appreciation ε : information campaigns or education (abstracting
from the costs incurred for the government to do so, just as typically one
abstracts from the transaction costs of levying taxes etc.). This would act
on appreciation as follows:

U((α+ ε)C, (1− (α+ ε))D). (10)

In this case, trivially, the first-best appreciation-adjusting policy is ε = αSO−
αM . In public finance, it is standard to rule out inidividualised lump-sum
transfers to characterise feasible tax policy. In the remainder of this section,
we think of such an unrealistic instrument as the analogue of individualised
lump-sum taxes and hence rule it out.

3.3 Pricing that changes preferences

Thus far, we have examined how prices and preferences can separately con-
tribute to achieving a specific environmental target. However, our analysis
has assumed separability between prices and preferences – prices did not af-
fect preferences. Bowles and Polania-Reyes (2012) provides ample evidence
against this assumption, so we move to consider the case when, as in Lanz
et al. (2018) (see Section 2.1), environmental prices can change preferences
by crowding-in or -out. We model this examining the properties of any in-
strument that influences both the relative price and appreciation in a static
setting under certainty. We model the shift in appreciation caused by a
carbon price for target-compatible regulation. Let f(αM , τ), defined over
[0, 1]×R+ be a smooth function that describes how taxes act on preferences
of specific goods. The consumer problem is:
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max
C,D

U(f(αM , τ)C, (1− f(αM , τ)D) (11)

subject to the budget constraint:

pCC + (pD + τ)D = w + L. (12)

We assume throughout that αM < αSP , so that if f(αM , τ) > αM ,
appreciation is crowded-in by environmental pricing and crowded-out oth-
erwise. Further, we assume that 0 < f(αM , τ) < 1 to ensure meaningful
solutions.

Let UX , UY denote the derivative with respect to the first and second
component of the utility function, respectively. The first-order condition for
the consumer is:(

1− f(αM , τ)
)
UY =

1

pC
(pD + τ)f(αM , τ)UX (13)

We assume, with a broad macroeconomic price signal in mind, that the
effects on preferences are small. So, as an approximation, we give f an
explicit linear form f(αM , τ) = αM + βτ, to allow representation of the
crowding effects as a single parameter β, as does Bowles (2008). That is, for
classical separability of prices and preferences, β = 0. Call β the ‘crowding-
in constant’. In this case, equation (13) can be rearranged to the following
implicit expression for a second-best tax:

1

pC
(pD + τSB) =

1− (αM + βτSB)

(αM + βτSB)
zSB(β, τSB). (14)

zSB is the inverse of the marginal rate of utility substitution, however it
may in general depend on β and τ. For the parametrisation of utility chosen
(see Equation (4), and an environmental target reflected in C̃, D̃, it is given
by:

zSB = UY )SB/(UX)SB =
(1− αM + βτ

αM + βτ

)γ−1(D̃
C̃

)γ−1
Therefore, the second-best tax is given implicitly by:

τSB =
1

pC

(1− (αM + βτSB)

(αM + βτSB)

)γ(D̃
C̃

)γ−1 − pD. (15)

Similarly, if αM denotes fixed appreciation of consumers, and zFA the
inverse of the marginal rate of utility substitution, it can be shown that
(Appendix A)

τFA = pC
1− αM

αM
zFA − pD. (16)
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Figure 2: Target-achieving CO2 price as a function of the strength of
crowding-in social preferences β and of the environmental target

Parametrisation with pD = pC = 1, γ = 1/2, α = 0.3, additionally varying the environmen-

tal target. Prices need to be higher with crowding-in and more ambitious environmental

targets. Solutions in the right bottom corner do not exist. Prices normalised to 100 for

β = 0, C/D = 1.

with zFA =
(
1−αM
αM

)γ−1( D̃
C̃

)γ−1
for the standard parametrisation.

Note that a solution to Equation (15) need not have a solution in general
for any environmental target if β < 0. The reason is that, in the case of
crowding-out, a change in relative price in favour of the clean good may be
counteracted by a larger crowding-out effect. 13 We simulated the solution
to Equation (15) numerically for various values of γ; see Figure 2 for an
illustration for γ = 0.5). Our simulation indicates that, even before reaching
the limits of an economically meaningful outcome, there are no solutions
to Equation (15) for negative β and ambitious environmental targets. See
also (Konc et al., 2021) for a calibrated simulation of the impact of a tax
on a socially undesirable good on interdependent preferences in a context of
social networks.

Mattauch and Hepburn (2016) and Lanz et al. (2018) state that the
carbon tax needs to be adjusted in the presence of crowding-out: Suppose
preferences are endogenous to a carbon price. If there is crowding-out, then

13Further, there are limits to economically meaningful solutions given by α+βτ = 1 and
α+βτ = 0, as the consumer only derives utility from the clean or dirty good respectively.
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the carbon price to achieve a target needs to be higher than if they were
exogenous. This can now be proved.

Proposition 2. Let utility be parametrised as above. When β < 0, (“crowding-
out”) the second-best carbon price τSB needs to be higher than the conven-
tional first-best price τFA (fixed appreciation) to achieve the desired level of
mitigation and lower if β > 0.

Proof. Compare the parametrised version of Equations (14) and (16) for a
positive carbon price. For β > 0,

1− αM

αM
>

1− (αM + βτSB)

(αM + βτSB)
(17)

as long as the second-best tax is positive. Since the same environmental
target is to be achieved and noting γ > 0, this implies τFA > τSB. The
inequality is reversed if β < 0.

Further, since we have defined a social optimum in Subsection 3.1, we can
compare the target-compatible carbon prices with optimal appreciation with
the case in which appreciation is endogenous. The next result characterises
how the optimal case relates to Proposition 2.

Proposition 3. Let utility by parametrised as above. When β > 0 (“crowd-
ing in”), there exists a unique value β† such that the second-best tax equals
the socially optimal carbon price τFB (with optimal appreciation). The
second-best tax is higher than the socially optimal price if β < β† and vice
versa.

Given that there is crowding-in, there will be just one value of how much
is crowded in which makes it possible for the tax to both achieve the target
and at the same time crowd-in enough to achieve optimal appreciation.

Proof. See Appendix.

Bowles (2016) argues that the design of a monetary incentive itself can
lead to changes in the degree of crowding-in or -out of social preferences that
comes with the incentive. In the above notation, this would imply that β is
a function of the level and design of a carbon price. The design features that
may influence β are, for instance, likely to be related to political messaging
around the policy reform: good communication of pollution regulation will
make citizens feel empowered, not patronised (as exemplified for example
by the success of the Irish plastic bag tax (Convery et al., 2007; Bowles,
2016)). Further, high trust in politicians correlates with higher carbon prices
(Klenert et al., 2018; Rafaty, 2018). So it could be that it is “bad news”
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(Bowles, 2016) when trust is low and a government announces plans for an
environmental tax, while it is not when citizens trust their politicians.

For the case of optimal regulation – that is achieving the optimal amount
of climate damage – rather than target-compatible, regulation, we obtain the
following:

Proposition 4. When taxes set to maximise utility do not crowd in low-
carbon preferences enough (too much), the government should adjust tax
levels upwards (downwards) to achieve the social optimum.

Proof. See Appendix.

By symmetry, when taxes crowd out low-carbon preferences, the opti-
mum can only be reached by a tax when there was too much appreciation of
the clean good prior to taxation – though admittedly this is of little policy
relevance. Further work could explore the deviation of the conventional op-
timal tax when it affects appreciation. It could also explore the properties
of the second-best tax, that is whether it is set above or below the Pigou
level.14

Furthermore, in this setting one can consider an instrument designed to
shift appreciation, such as awareness campaigns or educatory measures, but
which will come at some opportunity cost of consumption. However, in the
special case of crowding-in, in which a price that changes preferences can
restore the full social optimum (Proposition 3), such an instrument would
be an inferior alternative to the price signal due to its opportunity cost and
there is no additional use of it. When the price signal is suboptimally set
or cannot reach the full optimum, there are potential welfare gains from an
awareness campaign, but only under the trade-off between beneficial changes
in appreciation and income reduction (see Appendix A.5 for a formal sketch).

4 Application to transport and food choices and
normative adequacy

We illustrate how the idea that regulation can change preferences leads to
new policy conclusions by two further applications: the role of urban trans-
port infrastructure, and health benefits from choosing low-carbon consump-
tion options. We then explain the broad normative basis for our approach.

4.1 Urban transport infrastructure

As noted in Subsection 2.1, Weinberger and Goetzke (2010) showed that the
built urban environment can determine propensity for car ownership in the

14See Pigou (1920). In this context, a Pigouvian price is the price at which the external
cost is fully internalised with the impact of prices on preferences being accounted for.
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long run. If this holds, an evaluation of transport infrastructure that ignores
the impact on preferences, focussing instead on price impacts, will lead to
inefficient policy, as it will understate the benefits of shifting preferences
that facilitate low-carbon transport.

Assume that the effect of infrastructure on preferences only occurs in
the future, because preferences about mobility options are formed in the
long term. Consider a two period model. For simplicity, decision-makers
optimise their mobility behaviour for the two periods separately. We think
of this as two distinct generations, those taking urban transport decisions
now and those who will live in future cities. We study a policy instrument
that shifts prices and preferences in the second period, but needs financing
in the first period.

Period 1:
max
C1,D1

U(αM1 C1, (1− αM1 )D1) (18)

subject to
pc1C1 + pd1D1 = w1 − T (19)

Period 2:

max
C2,D2

U((αM2 + g(T ))C2, (1− (αM2 + g(T )))D2) (20)

subject to
pc2(T )C2 + pd2D2 = w2 (21)

Here we assume that the consumers ignore a consumption externality
about urban environmental quality E.

Infrastructure investment needs to be financed in the first period, but
will change both relative prices and appreciation in the second period. The
latter effect is represented as a function g(T ) > 0 with g′ > 0. There is
a trade-off between consumption losses due to infrastructure financing and
correcting both externality and appreciation. We now compare two different
models by the following statement:

Proposition 5. Assume clean and dirty mobility options are ordinary goods.
For a given level of low-carbon infrastructure financing T, if g > 0, that is if
infrastructure locks-in mobility preferences, in the second period, the social
marginal value of clean (dirty) consumption is higher (lower) and hence
more infrastructure investment is warranted.

Proof. See Appendix.

Appropriate transport infrastructure can be assumed to raise the share of
low-carbon transport due to lower relative prices and to lock-in of preferences
for low-carbon transport, as exhibited by Weinberger and Goetzke (2010).
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We conclude that if there is suboptimal appreciation for the second-period,
then infrastructure investment is more important than typically assumed.15

Section 2.1 also noted that public health policies can shape preferences to
help people to make healthier and more environmentally-beneficial choices
(Hawkes et al., 2015). The examples of Woodcock et al. (2009) and Spring-
mann et al. (2016) highlight that significant welfare gains could be achieved
by increasing active travel and reducing the fraction of animal-sourced foods,
since such changes reduce both emissions and obesity-related diseases. Ha-
bitual car-driving for short trips or consuming large quantities of red meat
beyond dietary requirements is structurally similar to smoking or drink-
driving, generating both an “internality” (harm to the individual created
by costs on future health) and an “externality” (harm to others). Such
behaviour, taken together with stated preferences about the importance
of health, indicates that citizens entertain different, conflicting, preferences
about health outcomes, and for the purpose of decarbonisation only a subset
of these preferences are helpful.

Two approaches could be useful to elucidate adequate policy for these
examples. First, in behavioural economics, conflicting long- and short-
term preferences are standardly modelled with time-inconsistent preferences
(Laibson, 1997). Quasi-hyperbolic discounting can be used to make sense
of the idea that while decision-makers have a long-term preference for stay-
ing in good health, they have a short-term preference for unhealthy food or
inactive travel behaviour. One could hence combine the model of a quasi-
hyperbolic decision maker with an environmental externality to study first
and second-best policy.

Alternatively, one could extend the model of Section 3 and account for
the possibility of preference changes over mobility and health choices in order
to model the reduction of diseases through mitigation policy. One reason to
prefer this approach over the first one suggested here is that heterogeneity
in preferences with regard to red meat consumption and car-driving (Gao
et al., 2017; McLaren, 2007; Ogden et al., 2014; Woodcock et al., 2009) are
difficult to represent credibly only through differences in time preference
rates.

Formally, consider a decision-maker (in a static context, for simplicity)
whose utility also depends on his health:

U(αC, (1− α)D,H,E) (22)

subject to C + D = w. Here, let C,D denote clean and dirty consumption
respectively, α the appreciation of the respective option, H health and E
environmental quality, with consumers to some degree ignoring effects of

15We abstracted from a pricing instrument such as a city toll here; however, the most
relevant situation for changing appreciation by infrastructure may be when such a price
signal to improve environmental outcomes is missing (see Siegmeier (2016)).
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their choices on environmental quality and health. Assume the following
relationships between the consumption options, health and the environment:

E = f(D) and H = g(C,D) (23)

with f ′(·) < 0, meaning that dirty consumption influences environmental
quality negatively. For the case of transport, the shape of g is usefully
approximated by g(C,D) = g(C) with g′(C) > 0, g′′(C) < 0 because there
is some evidence that additional active travel does not crowd-out other types
of physical activity (Laeremans et al., 2017). The shape of g will be more
complicated, however, for the case of diets. Given that current outcomes
are suboptimal, since too much greenhouse gases are emitted and health
benefits not taken sufficiently into account – a partial “internality”– , one
could calculate the societal benefit of a change in preferences, represented
by α, similar to the model of Section 3. For example, if a tax on meat
consumption, say, crowded in- or out intrinsic motivation to eat a plant-
based diet, the above formal analysis would apply, but with an additional
change to utility gained from health.

4.2 Normative and policy implications

If society does not debate how preferences are formed, and subjects pref-
erence formation to explicit democratic control, preferences are at risk of
developing without clarity about what is at stake, and with a risk that they
are shaped to profit specific special interest groups rather than society as a
whole.16 Failing to discuss possible shifts in preferences also arguably places
greater weight upon the status quo. Given the importance of changes in
preferences for major social transitions, such as that necessary to a net zero
carbon economy, it is important to account for how value changes interact
with policy instruments.

Endogenising preferences makes welfare analysis more challenging, but
progress can be made in one of three ways (see Mattauch and Hepburn,
2016, for a treatment of the relative merits of these approaches). We noted
that our above analysis relies on the ability to compare utilities for different
preferences in a meaningful way. One way to do this is to observe the
existence of ‘meta-preferences’ beyond the first-order level of preferences
which are endogenous (see e. g. Sen, 1977). A consumer may, for instance,
like herself more when intrinsically motivated to protect the environment.
Another approach is to proceed by assuming that utility is cardinal, rather
than ordinal. When the intensity of utility changes is taken into account,

16See also Bowles (2016), Fehr and Hoff (2011), Hoff and Stiglitz (2016) and Thaler
and Sunstein (2008) for related views. Fehr and Hoff (2011) also refute the claim that
endogenising preferences introduces too many degrees of freedom. Further, see Epstein and
Robertson (2015) for an example of the potential of search engines to influence preferences.
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this gives a unit by which one can compare different preferences and their
corresponding utility functions (see e. g. Fleurbaey, 2009).

A third possibility, which we did not apply above, is to conduct welfare
analysis of endogenous preferences with the equivalent income approach, but
with given reference prices (see Fleurbaey and Tadenuma, 2014; Fleurbaey,
2016, for more extensive discussions). This approach relies on money-metric
utilities and is related to compensating and equivalent variation, the classic
method of doing welfare analysis with revealed preferences as the only source
of information. Converting different preferences (also those changed by pol-
icy) into different income levels, via money-metric utilities with reference
prices, is another way to compare them.17

In this article, we have not needed to specify whether our utility func-
tions have an ordinal or cardinal interpretation, as long as a comparison
in terms of appreciation is possible. Our approach, however, relies on the
assumption that a single parameter can be used to translate relevant as-
pects of preferences into “appreciation” for low-carbon consumption – and,
crucially, we assume that the relationship between goods and their appre-
ciation is cardinal and that appreciation can be given a numerical value.
This assumption, while heroic, seems neutral with respect to the different
normative views of individual well-being.

Finally, two implications of our study could be examined in future work.
One is the question of deliberate sequencing of policy (Meckling et al., 2017;
Pahle et al., 2018): Should a price signal or an awareness campaign come first
to foster further decarbonisation? Or should they be introduced at the same
time? Scattered evidence in environmental psychology indicates that the
sequence of behavioural interventions matters for the success of behaviour
change with respect to mobility decisions (Gatersleben and Appleton, 2007;
Bamberg, 2013). So if value change facilitates the introduction of relative
price changes and brings down the required level of carbon pricing, it is
possible that the timing and coordination between interventions on prices
and preferences also matters for the efficiency of environmental policy.

Four related questions about the political economy of value changes
arises. First, for any actor in government, is it easier to enact policy that
changes relative prices by taxes, subsidies or bans, or is it easier to enact
policy that changes relative preferences by information, persuasion and edu-
cation? Some governments run awareness campaigns about the environment,
although governments are often incapable of setting carbon prices anywhere

17von Weizsäcker (1971, 2005, 2013) has pursued a different line of thinking about en-
dogenous preferences, developing criteria under which preferences can change and Paretian
welfare economics is still feasible. He considers preferences as “adaptive”, defining them
as follows. “[I]ndividuals have a tendency to value their present position or situation
higher relative to alternatives than they would, if their present position or situation were
a different one. We also may call this preference conservatism: a tendency of agents to
stick to the place where they are.” (von Weizsäcker, 2013, p. 14)
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near target-adequate levels (Stiglitz and Stern, 2017), for example because
public support of carbon prices is low (Klenert et al., 2018). This suggests
that it could in some situations be ‘politically’ easier, at least at the margin
and relative to the status quo, to change preferences than relative prices.

Second, bringing in carbon pricing and returning revenue to consumers
could be a way of beginning to change preferences, but then, once they have
begun to change, the uses of revenues might become more open. Besley
and Persson (2019) already study how the share of “environmentalists” co-
evolves with taxes on emissions in a rational electoral competition frame-
work. A political economy approach to our context could consider a gov-
ernment that faces political obstacles to price-changing and appreciation-
changing policies.

Third, our approach underlines that preferences and the economic con-
text in which they are displayed cannot be separated (Bowles and Polania-
Reyes, 2012; Bowles, 2016). Yet, for specific applications, such as taxes on
fuel or meat, our article does not address the question whether changes in
preferences could be irreversible. That is, after a societal transition, regu-
lation may be needed to a lesser extent. For example, in a society of vege-
tarians bound together by strong social norms against eating meat, carbon
prices on animal products are unlikely to be a political priority.

Finally, while the present article solely focussed on changes in consumer
behaviour, changes in business norms in response to environmental regula-
tion and targets also seem underexplored in environmental public economics.
For example, many consumer good companies have announced to be carbon
neutral by a certain date in response to global climate targets. Some com-
panies are under pressure from divestment campaigns and other firms apply
internal carbon prices higher than current national carbon prices to steer
their operations. Further, for financial institutions, increased disclosure of
climate alignment required by governments and a published comparison be-
tween them may result in norm changes on the importance of how much
they contribute to a low-carbon transition. Such repercussions on the “pref-
erences of businesses” of climate policy-making seems unexamined from the
point of optimal policy evaluation.

5 Conclusion

Policy-induced changes in consumers’ preferences are relevant for decarbon-
isation, given significant empirical evidence that preferences do change with
policies – intentionally or unintentionally. Our understanding of climate
change mitigation policy would be enhanced if relevant effects were taken
into account in economic models. We establish the following results about
instrument design under the assumption that preferences are endogenous
policy: First, if a climate target is to be achieved and carbon pricing is
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insufficient, a change in consumers’ preferences towards low-carbon prefer-
ences helps to achieve the target. Even under the assumption of separabil-
ity between prices and preferences, strategies to change prices and prefer-
ences may be complementary. Second, when the introduction of a carbon
tax changes consumers’ preferences, not merely relative prices, the target-
compatible carbon price must be adjusted by the size of this effect. Third,
when low-carbon infrastructure leads to the formation of low-carbon pref-
erences over time, we should account for the additional climate-protection
value of investing in such infrastructure. Finally, the potential for health
gains through reductions in obesity-related diseases from low-carbon diets
and active urban travel – also an area where policy shapes preferences – pro-
vide an additional reason for supporting the evolution of preferences towards
healthy eating and mode choice. To deliver on the temperature targets of the
Paris agreement on climate change, public policy should consider whether
these effects yield additional levers for accelerating the societal transition to
the carbon-neutral economy.
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(Online) Appendix

A Proofs

The first-order condition of the social planer for maximising Equation (3) over (2)
with respect to C and D is:

UC
UD

=
αUX

(1− α)UY
=

pC
pD + ξ

(24)

where UX , UY denote the derivative with respect to the first and second component
of the utility function, respectively. Taken together with the budget constraint, this
gives the optimal allocation (for fixed appreciation), which is unique if preferences
are convex. For the parameterised case, the optimal ratio of consumption of clean
to dirty goods for given appreciation is:

C

D
=
( (1− α)

α

) γ
(γ−1)

( pC
pD + ξ

) 1
(γ−1) (25)

Now consider the case of optimally regulating the externality in the decen-
tralised case. For a general utility function, the first-order condition of the consumer
(Equations (6) and (7)) is:

UC
UD

=
αUx

(1− α)Uy
=

pC
pD + τ

. (26)

In the standard treatment with exogenous appreciation (αM = α), by comparison
to Equation (24) it can be seen that the standard Pigouvian tax is τ = ξ.

For the parameterised case, the optimal solution for a given appreciation is:

CM

DM
=
( (1− αM )

αM
) γ

(γ−1)
( 1

1 + τ

) 1
(γ−1) (27)

A.1 Proof of Proposition 1

Compare Equation (24) to Equation (26), which both yield an allocation of con-
sumption and differ only by the occurrence of ξ and τ. According to the concavity
assumption, the maximum α∗ is in each case given by:

dU(αC∗, (1− α)D∗)

dα
= UXC

∗ − UYD∗ = 0 (28)

i.e., making use of the envelope theorem. In general, α∗ depends on ξ and τ
respectively, except in degenerate cases. This proves the proposition.

We illustrate the assumptions of this result by the parameterised version of
utility: the proposition is true for 0 < γ < 0.5, since only then does the relevant
expression depend on the carbon price. For γ > 0.5, the optimum is at the boundary
at C = (1/pc)w, α = 1. This insight is obtained by differentiating the value
function of the social planner problem with respect to α :

∂U(C,D, α)

∂α
= [(αC)γ + ((1− α)D)γ ]

1
γ−1[α(γ−1)Cγ − (1− α)(γ−1)Dγ ] (29)
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Setting to zero and inserting the optimal solution C∗

D∗ yields:

α∗ =
Ω

1 + Ω
with Ω =

( pC
pD + ξ

) γ
(2γ−1) . (30)

In the decentralised case one finds by analogy:

α =
Ω

1 + Ω
with Ω =

( pC
pD + τ

) γ
(2γ−1) . (31)

This only characterises a maximum for γ < 0.5, however, because otherwise the
utility function is not concave in C.

A.2 Derivation of target-compatible regulation with fixed
preferences

The “target-optimal” tax can be determined by solving the problem given by Equa-
tions (6) and (7) with optimal appreciation to give the first-order condition of the
consumer:

(1− αSO)UY = αSO
(pD + τ)

pC
UX . (32)

Recall that a fixed environmental target D̃ also fixes C̃ = 1
pC

(w − (pD + ξ)D̃)
and so determines a socially optimal allocation. This in turn determines a pair of
derivatives evaluated at this allocation: (UX)FB , (UY )FB . From Equation (32) one
can deduce the “first-best” tax that achieves the target. Let:

zFB = (UY )FB/(UX)FB (33)

that is the inverse of the marginal utility rate of substitution at the specified allo-
cation. Then:

τFB = pC
1− αSO

αSO
zFB − pD. (34)

Further, if appreciation is not optimal, but given by some value αM , the ana-
logue case of fixed appreciation is

τFA = pC
1− αM

αM
zFA − pD. (35)

A.3 Proof of Proposition 3

We prove that τSB(β) is monotone as an implicit function and then apply the Inter-
mediate Value Theorem. Equation (15) defines an implicit function F (τSB , β) = 0,
which we assume to be continuously differentiable. Noting

dτSB

dβ
= − ∂F/∂β

∂F/∂τSB
(36)

it can be shown, by computing the derivatives on the right-hand side explicitly,

that dτSB

dβ < 0 for β > 0. Further, note τSB(0) > τFB(0), because by assumption

αM < αSP . To complete the proof by the Intermediate Value Theorem, it remains
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to show that it is not the case that limβ→∞ τSB(β) > 0. (Since the function is
monotonically decreasing, a limit exists in [−∞, τSB(0)).) Assume for contradiction
that the limit is a real positive constant c. Then, from Equation (15) in the limit

c+ pD = (−1)γ
(D̃
C̃

)γ−1
. (37)

This is a contradiction because the right-hand side is an imaginary number for
0 < γ < 1 while the left-hand side is real.

A.4 Proof of Proposition 4

For the case of optimal regulation, assume again that the effect of the tax on
appreciation is linear and consider the problem of the consumer:

max
C,D

U(αMC, (1− αM )D) = [((αM + βτ)C)γ + ((1− (αM + βτ))D)γ ]
1
γ (38)

subject to
pCC + (1 + τ)pDD = w. (39)

The solution is given by

CM

DM
=
(1− (αM + βτ)

αM + βτ

) γ
γ−1
( pC
pD + τ

) 1
γ−1 . (40)

Compare this to the socially optimal solution:

C∗

D∗
=
(1− α∗

α∗
) γ
γ−1
( pC
pD + τ

) 1
γ−1 (41)

If α∗ − αM = βξ then the tax conventionally set at τ = ξ (see above) is Pigou-
vian, since it optimally corrects for the required change of appreciation. Otherwise,
depending on the parameter values, there may be excessive or insufficient shifts in
appreciation. Hence the optimal tax should account for α∗ − αM 6= βξ. So there
is just one specific relationship between how much appreciation needs to change
and the strength of the crowding-in needed so that the conventional tax level is the
optimal (Pigouvian) one. This yields the result, assuming α∗ > αM and β > 0.

A.5 Awareness campaign: policies that changes preferences
at a cost

Furthermore, assume a real-world instrument designed to shift appreciation, such
as awareness campaigns or educatory measures ε(T ), will come at some opportunity
cost of consumption T. We assume appreciation αM is suboptimal. So consider the
following modified consumer problem:

U((αM + ε(T ))C, (1− (αM + ε(T )))D). (42)

subject to the budget constraint

pCC + pDD = w − T. (43)



A PROOFS 37

The consumer maximises utility subject to this policy intervention, in which an
appreciation change is financed by a lump-sum tax. Suppose the consumer obtains
optimal consumption at C(T ) and D(T ). Then, to maximise welfare, government
will maximise indirect utility V with respect to T :

V ((αM + ε(T ))C(T ), (1− (αM + ε(T )))D(T )). (44)

As a first-order condition for optimal appreciation-changing policy, one then ob-
tains:

VY /VX = −
∂C
∂T (αM + ε(T )) + ∂ε

∂T C(T )
∂D
∂T (1− (αM + ε(T )))− ∂ε

∂TD(T )
. (45)

This characterises a trade-off between adjusting appreciation and the cost of such
measures. It is structurally independent of the degree to which the externality is
uncorrected and whether a target is to be implemented. Further work could explore
the quantitative interaction with a suboptimal carbon price, characterising: (a) the
rule for how much adjustment of appreciation is optimal given an environmental
target that is implemented, (b) if carbon prices are too low relative to some target,
how this rule changes quantitatively, (c) welfare analysis of marginal changes to
both instruments when both the carbon price and the awareness campaign are
suboptimal.

A.6 Proof of Proposition 5

The government optimises in respect to this choice by considering an indirect util-
ity function with arguments C1(T ), C2(T ), D1(T ), D2(T ), taking into account urban
environmental quality in the second period and discounting the future. The gov-
ernment’s problem is therefore:

max
T

V1(αM1 C1, (1−αM1 )D1)+
1

(1 + ρ)
V2((αM2 +g(T ))C2, (1−(αM2 +g(T )))D2, E(D2))

(46)
The trade-off between consumption losses due to infrastructure financing, and

correcting both externality and appreciation is then represented by a first-order
condition:

αM1
∂V1
∂C1

∂C1

∂T
+ (1− αM1 )

∂V1
∂D1

∂D1

∂T
+

1

1 + ρ

[ ∂V2
∂C2

(
g′(T )C2 + (αM2 + g(T ))

dC2

dT

)
+

∂V2
∂D2

(
− g′(T )D2 + (1− (αM2 + g(T )))

∂D2

∂T

)
+
∂V2
∂E

∂E

∂D2

dD2

dT

]
= 0.

(47)

Note that, for the terms in the second period:

dC2

dT
=
∂C2

∂T
+

∂C2

∂pC2
p′C2(T ) and

dD2

dT
=
∂D2

∂T
+
∂D2

∂pC2
p′C2(T ) (48)

These terms represent the effect of the relative price change on the value of the
policy.
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The second part of the left-hand side of Equation (47) characterises the value
of an amount of investment needed to enhance environmental quality in the second
period at its optimum value. If it was the case that g = 0 (no effect on preferences),
all terms with g or g′ in Equation (47) would disappear. Given that the clean good
is ordinary, however, the terms multiplying ∂V2

∂C2
are all positive, increasing the value

of clean consumption of a fixed investment T , while the opposite is the case for the
dirty good.
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