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Abstract
In 2008, the behavioral economist Richard Thaler and the legal scholar Cass Sunstein published a book in which they advocated a novel approach to public policy based on the notion of a “nudge.” Roughly speaking, a nudge is an intervention in the decisional context that steers people’s decisions by acting on their cognitive biases. The notion of a nudge generated an intense debate across different disciplines and proved popular with many policy makers around the world. The present article reviews the debate and research on nudges by focusing on three main dimensions: (1) the exact definition of nudges; (2) the justification of nudge policies, with a focus on “libertarian paternalism”; and (3) the effectiveness of nudges, both over time and in comparison with standard policies.
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1 | INTRODUCTION

1.1 | Setting the stage

The models of individual decision making that dominated economics until the late 20th century, and that are often labeled as “neoclassical models,” assume that decision-makers are “rational.” Roughly speaking, by rational it is meant that decision-makers have preferences that satisfy certain requirements of mutual consistency (i.e., requirements of the form “if option A is preferred to option B, then option C should be preferred to option D”); that preferences are stable both over time and across decision contexts; that decision-makers are capable of processing information in an appropriate way; and that they choose the best option according to their preferences and information.

The descriptive validity of the neoclassical models and the normative soundness of the notion of rationality attached to them had been called into question at least since the 1950s (see, e.g., Allais, 1953; Ellsberg, 1961; Simon, 1955; Strotz, 1955). However, it was not until the late 1970s, after the accumulation of robust experimental evidence documenting systematic violations of received decision theories, that a series of new models aimed at accounting for the observed violations began to appear in economics journals (see, e.g., Handa, 1977; Kahneman & Tversky, 1979; Loomes & Sugden, 1982; Thaler, 1980). These models relied on psychological assumptions more plausible than the assumptions incorporated in the neoclassical notion of rationality, and in the 1990s they began to be called “behavioral models.”

In most behavioral models, decision-makers still attempt to satisfy their preferences, but the mutual-consistency requirements that these preferences should satisfy are looser than the neoclassical ones. Moreover, it is admitted that preferences often change over time and across contexts, and that decision-makers process information in ways that are different from those supposed by neoclassical models. Following the usual terminology, we shall refer to these deviations from neoclassical rationality as “biases” or “rationality failures,” and call agents not conforming to the neoclassical notion of rationality as “boundedly rational” agents.

In the early 2000s, behavioral economists began to explore the consequences for welfare economics and public policy of the abandonment of the neoclassical notion of rationality. Simply put, in the neoclassical framework economic policies producing outcomes that are ranked as highly as possible according to the decision-makers’ rational preferences seemed justified. However, if the decision-makers’ preferences are internally inconsistent, unstable over time, and context-dependent, and if decision-makers process information in idiosyncratic ways, the traditional rationale for economic policies collapses. Discussions about how to design and justify economic policies when the assumption of neoclassical rationality is discarded—an issue sometimes called the “reconciliation problem” (McQuillin & Sugden, 2012)—have created a new field called “behavioral welfare economics.”

Behavioral welfare economics received a significant boost in 2008, when the behavioral economist Richard Thaler and the legal scholar Cass Sunstein published a book titled Nudge: Improving Decisions About Health, Wealth and Happiness. The book was a popular success, generated an intense academic debate well beyond economics, and proved inspirational for many policy makers around the world who began to implement nudge-based policies. In 2009, Thaler and Sunstein published a revised and expanded edition of the book, and here we shall refer to it.

By “nudge” Thaler and Sunstein mean any intervention in the “choice architecture,” that is, in the structure of the decision context, that “alters people’s behavior in a predictable way without
forbidding any options or significantly changing their economic incentives,” with the intervention remaining “easy and cheap to avoid” (Thaler & Sunstein, 2009, p. 6). Moreover, Thaler and Sunstein add, nudges “alter the behavior of Humans [i.e., individuals not complying with the requirements of neoclassical rationality] even though they would be ignored by Econs [i.e., neo-classically rational agents]” (p. 8). Nudges can be implemented either by governments or private companies. The archetypal example of a nudge is the positioning of healthy foods in cafeteria lines in a way that increases their prominence and accessibility, thereby making it more likely that the customer selects them. This is a limited change in one’s decisional context that does not exclude access to other and possibly less healthy options, and that exploits the fact that people’s choices appear to be greatly influenced by the order and position of the items in the choice set. Such an influence is implicitly ruled out by neoclassical requirements about the mutual consistency of preferences.

1.2 This article

As mentioned, Thaler and Sunstein’s book and their nudge approach to public policy have generated an intense debate. In the present article we review this debate by focusing on three main dimensions: (1) the exact definition of nudges (Sections 2–4); (2) the justification of nudge policies (Sections 5–8); and (3) the effectiveness of nudges (Section 9).

More precisely, Section 2 critically reconsiders Thaler and Sunstein’s original definition of a nudge, while Section 3 discusses some alternative definitions of the concept. Section 4 distinguishes three types of nudges, namely, pro-self nudges, pro-social nudges, and commercial nudges that benefit both the retailer and the customer. Section 5 presents Thaler and Sunstein’s justification of pro-self nudges, which is based on what they call “libertarian paternalism,” while Section 6 reviews the criticisms of libertarian paternalism and the alleged justification for pro-self nudges it would provide. Section 7 discusses some justifications for pro-self and pro-social nudges that are not based on libertarian paternalism. Section 8 briefly presents the concept of “boosts,” which are a type of behavioral policy that we consider complementary to nudges. Section 9 surveys the empirical evidence about the effectiveness of nudge policies, that is, the question of whether they work, under what conditions, and for how long, also in comparison to traditional policies. Section 10 concludes.

Before closing this introduction, a quick comparison between our review of nudges and other existing surveys is in order. Marchiori et al. (2017) examine the nudge literature from a psychological perspective, and do not address the definition of a nudge and libertarian paternalism. Lin et al. (2017) consider the effectiveness and ethical use of nudges in the health and medical sector but, again, leave aside debates on the nudge definition and libertarian paternalism. The essay closest to ours is Barton and Grüne-Yanoff’s introduction to a special issue on nudges of the Review of Philosophy and Psychology (2015). However, Barton and Grüne-Yanoff appeared too early to address a series of important questions in the post-2015 literature that are related to the definition and effectiveness of nudge policies and focus on the libertarian-paternalistic justification of nudges while devoting less room to the discussion of alternative justifications.

Thus, we submit, our review not only accounts for the more recent literature on nudges, but it reconstructs it by considering all the main dimensions of the discussion (definition, justification, effectiveness). In addition, our review builds on numerous examples of nudge applications in diverse policy sectors, and hence may be of interest to both academics and practitioners.
2 | THE ORIGINAL DEFINITION OF A NUDGE AND ITS PROBLEMS

One of the earliest issues raised by nudge scholars concerns the very notion of a nudge. Given our purposes, it may be useful to repeat the definition of a nudge offered by Thaler and Sunstein (2009, pp. 6 and 8) and separate its four components. For Thaler and Sunstein, a nudge is “any aspect of the choice architecture that alters people’s behavior in a predictable way without [1] forbidding any options or [2] significantly changing their economic incentives. To count as a mere nudge, the intervention must be [3] easy and cheap to avoid”; moreover, a nudge “[4] significantly alters the behavior of Humans even though it would be ignored by Econs.”

Each component of Thaler and Sunstein’s definition has been discussed and criticized.

2.1 | Adding options

First, consider “without forbidding any options.” This clause states that a nudge cannot reduce the decision-maker’s choice set (Saghai, 2013). However, it does not clarify whether a policy intervention can expand the choice set and still be classified as a nudge. In effect, experimental evidence shows that a decision-maker can be influenced by the addition of options in the choice set, specifically, by the addition of dominated options or “decoys” (Hansen, 2016).

A famous example is discussed by Kivetz et al. (2004) and Ariely (2009) with respect to different annual subscriptions to a journal. Subjects were confronted with the choice set {online subscription for $59, print subscription for $125, online and print subscription for $125}. The second alternative is dominated by the third alternative (in the sense that the second costs the same as the third but offers less) and is thus termed a “decoy.” A basic consistency condition of neoclassical choice theory, sometimes called Chernoff’s axiom (Chernoff, 1954) or Sen’s property $\alpha$ (Sen, 1970), prescribes that including or eliminating the decoy from the choice set should not change the individual’s choice between the first and the third option. In effect, what Kivetz et al. (2004) and Ariely (2009) found is that the final distribution of the subjects’ selections changed significantly depending on whether the decoy was present or not. More precisely, the share of experimental subjects that chose the third, most expensive option was higher when the decoy was present and lower when it was removed.

Therefore, experimental evidence shows that the addition of a dominated option is an aspect of the choice architecture that can steer decisions in predictable directions without “forbidding options,” and that it “would be ignored by Econs” while affecting Humans. Hence, the decoy can be considered as a nudge.

2.2 | Beyond economic incentives

Regarding point two of the definition, according to which nudges should not significantly change “people’s economic incentives,” some scholars have suggested that this wording does not consider other relevant forms of incentives, such as time, social sanctions, or physical threats (Hansen, 2016; Hausman & Welch, 2010). For example, threatening to administer an electric shock to deter or incentivize certain conduct does not change people’s economic incentives, but regarding it as a nudge would be implausible.
To be fair, Thaler and Sunstein acknowledge that some of their nudges “impose cognitive (rather than material) costs” and specify that “nudges count as such … only if any costs are low” (Thaler & Sunstein, 2009, p. 8, footnote, emphasis added). Given that the cost of an electric shock can be regarded as very high, this and similar forms of intervention should be automatically excluded from the nudge “toolkit.” However, this additional criterion was not directly included in the original definition of nudge, thus creating room for ambiguity.

2.3 | Opaque and hard-to-avoid nudges

Part three of the definition refers to the easy avoidability of nudging (“easy and cheap to avoid”). The idea is that a nudge is not a mandate and one is not forced to comply with it. Thus, one can in some sense choose whether to “accept” the nudging or not (Sunstein, 2015). This argument, however, implicitly assumes that the decision-maker has preferences that are strong enough not to be influenced by the nudge and/or that he engages in a deliberation process to choose the course of action to pursue (Hansen & Jespersen, 2013; Saghai, 2013). For instance, the decoy effect disappears, or is severely reduced, when the decision-maker has a strong preference for either non-dominated option compared to when the decision-maker is indifferent between the two (Sürücü et al., 2019). Moreover, the decoy effect disappears when the decision-maker is given the proper time and incentives to revise his choice, implying that the effect of this nudge may not survive cognitive deliberation (Gaudeul & Crosetto, 2019).

However, it would be unrealistic to assume that any decision-maker always has strong preferences and engages in deliberation in any situation. For example, it is difficult to imagine that the typical citizen has clear preferences on the proper allocation rate for his pension fund. Plausibly, he lacks the cognitive ability or knowledge needed to perform the computations required to identify the preferred option. That may explain why, when proposed with a certain default allocation, the decision-maker tends to adopt it (Cronqvist et al., 2018; Thaler & Benartzi, 2004).

The possibility that the decision-maker engages in cognitive deliberation when confronted with a nudge is made even more remote by the fact that several nudges do not target the reflective cognitive system, thereby circumventing deliberation entirely (Hansen & Jespersen, 2013; Saghai, 2013; Sunstein, 2016). Supporters of “dual-system theories,” such as Kahneman (2011), propose that the mind be thought of as comprising an automatic, quick, and effortless cognitive system (named System 1), where heuristic-based thinking operates, and a reflective, slow, and effortful cognitive system (named System 2), where cognitive deliberation takes place. Based on this distinction, Hansen and Jespersen (2013) and Sunstein (2016) distinguish between “Type 1” nudges, which target System 1 and hence bypass cognitive deliberation, and “Type 2” nudges, which target System 2 and hence trigger cognitive deliberation. For example, visual illusions for traffic control, such as fake potholes, are Type 1 nudges because they entail an automatic response (e.g., slowing down) to a visual cue (e.g., the pothole), and this without triggering any deliberation process.

Further, the avoidability of a nudge may depend also on its degree of transparency (Bovens, 2009; Hansen & Jespersen, 2013). “Transparency” entails that a decision-maker is aware of a nudge’s existence, workings, and intention. For example, a “look right, look left” sign in a London street is a transparent nudge because any decision-maker is expected to understand that the sign entails an influence attempt (existence) that works by suggesting where to look before crossing the street (workings) for the purpose of reducing the likelihood of being hit by a vehicle (intention). But not all nudges are transparent. For instance, consider again the arrangement of food in
a cafeteria line: How many customers are expected to know that the food has been arranged to give more prominence to healthy products (existence), that it works because people typically fill their plate with what is encountered first in the line or is more salient (workings), and that the aim of the food arrangement is to increase healthy food intake among diners (intention)?

In conclusion, the conditions that would make a nudge “easy and cheap to avoid,” namely its transparency and capacity to trigger deliberation, are often violated.

### 2.4 Rational or boundedly-rational channels?

Finally, consider point four of the definition of a nudge, which deals specifically with the distinction between nudges and standard interventions. As discussed, an intervention counts as a nudge if it affects Humans while being ignored by Econ. For example, the food arrangement in a cafeteria line is a nudge because the order or salience of alternatives would not affect an Econ’s choices, while it affects those of a Human. In contrast, a ban or fine to reduce smoking is a standard policy because an Econ would factor in the increased cost of smoking in his decision process.

However, this criterion may not be met in cases where both rationality and bounded rationality are targeted simultaneously. As an example, consider a five-cent tax on disposable shopping bags (Homonoff, 2018). This tax attaches a small monetary cost to disposable bags to decrease their demand and, as a result, pollution from plastic. On the one hand, this tax modifies the monetary cost of disposable bags. Since it is implausible that a monetary cost “would be ignored by Econ,” this intervention should qualify as a standard policy, rather than a nudge. On the other hand, the effectiveness of this policy can also be explained by incorporating cognitive biases into the picture, namely, loss aversion (Kahneman & Tversky, 1979) and a salience effect (Bordalo et al., 2013).

In fact, as Homonoff (2018) shows, while the five-cent tax almost halves the demand for disposable bags, reframing this tax as an incentive, for instance as a five-cent bonus for adopting reusable bags, does not lead to any significant effect. This can be explained by loss aversion: with respect to the reference point where the bags are free, the tax is considered a loss, while the bonus is considered a foregone gain, and losses loom larger than gains. In addition, the effectiveness of this tax may also be due to its “salience” (Bordalo et al., 2013; Chetty et al., 2009), since it is applied to a good that is not the true object of the purchasing activity but is rather instrumental to it and demanded separately. Besides, this salience effect might be amplified by the fact that it involves a good that was previously free (Shampnier et al., 2007).

In sum, the five-cent tax on disposable bags reduces their demand by acting simultaneously on a rational channel (cost modification) and on boundedly-rational channels (loss aversion, salience effect). Hence, according to the definition of a nudge, this intervention cannot be classified as a nudge because it would not be ignored by an Econ. Still, it would be difficult to classify this intervention as a standard policy, as it also—and primarily—targets cognitive biases, and its effectiveness seems to depend crucially on this circumstance.

### 3 Revised Definitions of a Nudge

The original definition of a nudge has gone through a series of refinements or modifications aimed at improving it (e.g., Congiu & Moscati, 2020; Hansen, 2016; Hausman & Welch, 2010; Mongin & Cozic, 2018; Saghai, 2013).
3.1 Hansen’s definition

Arguably, the most articulated discussion of the notion of a nudge is that provided by Hansen (2016). At the end of his analysis, Hansen defines a nudge as an intervention that exploits rationality failures in an instrumental way:

A nudge is … any attempt at influencing people’s judgment, choice or behaviour in a predictable way which works by making use of [people’s] boundaries, biases, routines and habits as integral parts of such attempts (p. 4; a similar definition can be found in Mongin & Cozic, 2018, p. 2).

In particular, for Hansen, (1) the instrumental use of rationality failures may include the addition of options to the choice set; this inclusion supersedes problem 1 of the original definition; (2) insofar as an intervention exploits at least in part rationality failures, it is a nudge even if it relies on “changing incentives [and on] the provision of factual information or rational argumentation” (Hansen, 2016, p. 4). Criterion (2) turns the five-cent tax into a nudge because, even though it relies on rational drivers (cost modification), it also relies on cognitive biases and boundaries (loss aversion and salience).

Still, as Mongin and Cozic (2018) have noted, criterion (2) remains problematic because it is not always obvious whether an intervention truly exploits cognitive biases or whether its effectiveness can be explained on purely rational grounds. We have already discussed the difficulty of separating rational and boundedly-rational channels in the case of an intervention changing incentives, specifically the case of a five-cent tax on disposable bags (Section 2.4). Let us now discuss this issue in the case of information provision. Consider the following message: “Most of your peers have successfully quit smoking.” This message may be interpreted as targeting only rationality, in that its signals a lower cost or higher success rate of quitting smoking than one anticipates. In this case, according to Hansen’s criterion (2), the message would qualify as a standard policy rather than a nudge. On the other hand, the message might also work because it sets a norm that creates social pressure for quitting smoking (“If I quit smoking, I can fit in with my group of peers”). Insofar as one considers a preference for social conformity as hardly compatible with neoclassical rationality, for it easily makes the individual’s preferences over options mutually inconsistent and/or unstable, the message would indeed qualify as a nudge (for a review of psychological research on social conformity, see Cialdini & Goldstein, 2004).

At any rate, the point is that it is far from obvious to state whether the message at issue, and more generally any other policy intervention, targets only rational drivers or whether it works because it exploits some rationality failures. Consequently, the classification of an intervention as a nudge or a standard policy remains problematic, even though in this respect Hansen’s definition is less problematic than Thaler and Sunstein’s original definition.

3.2 Sunstein’s definition

While Hansen’s (2016) modified definition of nudges connects them to rationality failures, other authors have adopted a different strategy to address the flaws in the original definition. This strategy focuses on the idea that nudges should preserve the decision-maker’s liberty and autonomy, and is epitomized by Sunstein’s updated definition of nudges as:
Private or public initiatives that steer people in particular directions but that also allow them to go their own way (Sunstein, 2018, p. 61, emphasis added).

Berthet and Ouvrard (2019) refer to this definition as a nudge in the “broad sense,” opposed to the “narrow sense” of the definition by Hansen (2016), discussed above. In fact, this definition does not refer to the specific workings of a nudge, such as the relationship with cognitive biases, thereby also including in the family of nudges interventions that appear wholly compatible with neoclassical rationality. A famous example in the nudge literature is that of GPS, which suggests a particular route without forcing the driver to follow it (Sunstein, 2015, 2018). Similarly, educational campaigns may convey sheer factual information and so not infringe on an individual’s liberty and autonomy, thus qualifying as nudges in Sunstein’s broad sense.

When considered from the viewpoint of libertarian paternalism, which prescribes that an intervention should preserve freedom of choice (see Section 5), Sunstein’s broad definition allows the separation of libertarian-paternalistic interventions from hard-paternalistic ones, such as bans and mandates. However, since Sunstein’s definition does not refer to the specific channels through which nudges operate, that is, rational versus boundedly-rational channels, it is often of little use for distinguishing nudges from standard policies.

4 TYPES OF NUDGES

There is a final important issue related to the definition of a nudge that should be addressed. The various definitions discussed so far highlight either the instrumental use of rationality failures (Hansen’s narrow definition) or the liberty-preservation aspect of the intervention (Sunstein’s broad definition). Yet, nowhere in these definitions is it specified who benefits, or should benefit, from the nudge. When this aspect is taken into account, it is possible to distinguish three types of nudges: nudges that benefit the nudged individual; nudges that benefit the society; and nudges that primarily, but not exclusively, benefit the nudgers.

4.1 Pro-self nudges

The first type of nudges is aimed at benefitting the nudged person. Hagman et al. (2015, p. 441) call these nudges “pro-self,” and define them as nudges that “help individuals steer away from irrational behavior … which decreases their long-term well-being.” Examples of pro-self nudges are the food arrangement in the cafeteria, aimed at promoting the customer’s health, and a default allocation to a retirement fund, aimed at increasing the worker’s savings.

As will be discussed in Section 5, libertarian paternalism authorizes policies that increase the targeted person’s well-being, and therefore it validates pro-self nudges.

4.2 Pro-social nudges

The second type of nudges is primarily aimed at increasing the welfare of society by steering the nudged persons away from behaviors that would reduce the common good. These nudges are called “pro-social,” or “pro-others,” or simply “social” nudges (Hagman et al., 2015; Hands, 2020, 2021; Nagatsu, 2015). Examples are nudges to foster tax compliance and energy
conservation through social comparison, such as when tax debtors are told that their peers pay their taxes on time (Behavioural Insights Team, 2016; John & Blume, 2018; Kettle et al., 2016) or households receive feedback on the lower energy consumption of their eco-friendly neighbors (Allcott, 2011; Allcott & Rogers, 2014; Bernedo et al., 2014). Such interventions hardly benefit the decision-maker primarily or directly: while more taxes imply a more efficient society, and less energy waste means a cleaner planet to live on, it would be difficult to argue that the decision-maker benefits the most from these interventions. Similarly, nudges aimed at raising donations for charitable causes by using defaults and decoys (Pittarello et al., 2019; Rubaltelli & Agnoli, 2012) increase others’ well-being but not the donor’s material welfare.

Since such nudges do not primarily or directly increase the decision-maker’s well-being, they are not justified by libertarian paternalism or are even in contrast with it.

4.3 Nudging or marketing?

To introduce the third type of nudges, consider a default option to foster saving for retirement and a decoy attempting to steer selection to the most expensive alternative. According to Hansen’s narrow definition and Sunstein’s broad definition of a nudge, both interventions are nudges, with the former being possibly implemented by the government and the latter by a private company. In fact, they do not forbid any options, they do not significantly alter the decision-maker’s incentives, and both exploit his cognitive biases instrumentally. Nevertheless, the two nudges display an important difference: the default benefits the decision-maker, and thus is a pro-self nudge, while the decoy benefits the nudger. Ultimately, the decoy resembles a marketing technique, that is, the attempt to exploit the consumer’s biases on the part of the seller to increase her own economic gain.

In effect, many real-world marketing techniques appear to work just like nudges: they preserve the consumer’s freedom of choice (e.g., a particular arrangement of items on a shelf or web page) but in fact exploit his cognitive biases (e.g., the automatic renewal of a subscription, which exploits inertia and forgetfulness). For example, as discussed by Congiu and Moscati (2020), Amazon advertises certain products as “Amazon’s choice” or “frequently bought,” targeting inertia and social conformity, and uses decoys in terms of displaying inferior products together with the product of interest (for an exhaustive overview of marketing techniques from a behavioral-economics perspective, see Foxall, 2016, especially Part II).

Thus, the question is: how can we separate nudges, and specifically those benefitting the nudger, from marketing techniques?

One may deem that libertarian paternalism provides a straightforward criterion to answer this question, namely that a nudge should increase the nudged person’s well-being. If we apply this criterion to our initial example, we can conclude that the default to save for retirement is a nudge because it aims to increase the nudged person’s well-being, while the decoy to choose the most expensive option is not because it aims to increase the nudger’s profit at the expense of the nudgee. Similarly, Amazon’s marketing techniques would not be nudges because they primarily aim to increase the firm’s profits rather than the consumers’ well-being.

However, applying the libertarian paternalistic criterion has two drawbacks. At a general level, it rules out from the nudge toolkit several policies that most scholars consider nudges, namely, “pro-social” nudges (see Section 4.2 above). Secondly, and with specific reference to commercial techniques, these may increase not only the firm’s profits but also the consumer’s well-being.
For instance, a firm might exploit a salience effect to increase the sales of a smartphone with the best quality/price ratio, thus establishing a win–win transaction where both parties are satisfied. Moreover, a retailer might nudge its customers to buy an expensive refrigerator that is more efficient in terms of energy use, with positive externalities for both the consumers and society, provided that rebound effects are not too large (see, e.g., Blasch et al., 2019). In fact, while the retailer increases its profits, it also increases the customer’s welfare in the form of lower electricity bills and society’s welfare in terms of lower energy use and pollution. Finally, even in the archetypal cafeteria nudge, the cafeteria manager may want to make healthy food more prominent and accessible to customers also because the profit she makes on that type of food, say organic vegetables, is higher than the profit she makes on chips, candy, and other junk food.

A possible solution to the problem of separating nudges from “mere” marketing techniques consists of incorporating into the nudge definition a specific necessary condition, namely, that an intervention counts as a nudge if it does not increase the nudger’s well-being exclusively. This criterion makes room for both pro-self and pro-social nudges, which benefit, respectively, the nudged individual and society rather than the nuder, as well as for commercial nudges that increase the firm’s welfare as well as the consumers’.

4.4 Summing up

To conclude our survey of the discussions about the definition of a nudge, we can say that nudges are interventions that attempt to influence people’s behavior by exploiting, at least in part, their rationality failures, and that do not increase, exclusively, the well-being of nudgers. Admittedly, the two clauses—“at least in part” and “not exclusively”—make the definition somehow indefinite, for it is not always straightforward to determine whether they are satisfied. This limitation notwithstanding, on the one hand this definition appears wide enough to capture the variegated policy interventions that, over the last fifteen years or so, have been conceived of or advertised as nudges. On the other hand, the definition seems narrow enough to distinguish nudges from other and more traditional policy interventions, and even from marketing techniques that harm the consumer for the company’s exclusive gain.

5 THE LIBERTARIAN-PATERNALISTIC JUSTIFICATION OF PRO-SELF NUDGES

According to Thaler and Sunstein the political-philosophy view that guides and justifies the use of nudges is libertarian paternalism. This is the approach that “preserves freedom of choice [and in this sense is libertarian] but authorizes both private and public institutions to steer people in directions that will promote their welfare [and in this sense is paternalistic]” (Thaler & Sunstein, 2003, p. 179). Notably, insofar as they are informed by libertarian paternalism, nudges should aim at making decision-makers “better off, as judged by themselves” (Thaler & Sunstein, 2009, p. 5; see also Thaler, 2015, pp. 325–326). This latter clause distinguishes the paternalism advocated by Thaler and Sunstein from other forms of paternalism based on religious or moral notions of good that do not depend on the decision-makers’ subjective judgment (for a discussion, see Rizzo & Whitman, 2019).

In effect, as argued by Barton and Grüne-Yanoff (2015) and anticipated in Section 4 above, libertarian paternalism provides, at most, a justification for pro-self nudges, while it does not
apply to, or even provides arguments against, pro-social and commercial nudges. For the sake of simplicity, in discussing libertarian paternalistic arguments in support of pro-self nudges, we shall mostly skip the “pro-self” specification and simply talk of “nudges.”

For Thaler and Sunstein, libertarian paternalism justifies (pro-self) nudges in three main ways.

First, nudges steer choices in directions that decision-makers themselves would pursue if they were “rational” or, at least, “had complete information, unlimited cognitive abilities, and no lack of self-control” (Sunstein & Thaler, 2003, p. 1162). In other words, nudges “rationalize” the decision-maker’s choices, in the sense of aligning his actual choices with those that would be generated by his rational preferences. For instance, if decision-makers recognize the importance of a healthy diet and have in mind the adverse consequences of unhealthy eating, they will gladly choose healthy foods over unhealthy ones. Hence, a food arrangement that helps decision-makers to attain this goal “rationalizes” people’s choices and makes them better off.

Second, Thaler and Sunstein (2009, pp. 10, 240, 255) maintain that a choice architecture is always in place, and that people are influenced by it whether someone consciously designs it or not. For example, food items in cafeteria lines have to be arranged in some way, and the arrangement of food influences people’s choices irrespective of whether the cafeteria manager deliberately intends to do so. Since an existing choice architecture can steer people’s decisions in unintended directions, some of which may even be detrimental for them, Thaler and Sunstein argue in favor of an intentional design that promotes people’s well-being.

Third, by their very nature, interventions that fall under the libertarian-paternalistic view preserve the liberty to choose, in the sense that the decision-maker can choose among all existing alternatives and easily avoid or resist the influence attempt if he wants to. An implication is that, since harder forms of behavioral change are already in place and accepted by the public—such as laws, bans, and mandates—then interventions such as nudges, which gently steer behavior instead of forcing it, should be accepted as well (Sunstein, 2018).

6 | ISSUES WITH THE LIBERTARIAN-PATERNALISTIC JUSTIFICATION OF PRO-SELF NUDGES

As has the concept of nudge, the concept of libertarian paternalism has been the subject of intense discussion and criticism. We review the debate on libertarian paternalism with respect to the three justifications it offers for pro-self nudges, namely, (1) the alleged rationalization of choices; (2) the inevitable existence of a choice architecture; and (3) the preservation of liberty and the absence of manipulation.

6.1 | Rationalization of choices

As already mentioned, according to Thaler and Sunstein, libertarian paternalism justifies nudges because they align the decision-maker’s behavior with his “true” preferences—those he would have if he had complete information and understanding, unlimited cognitive power, and no lack of self-control. However, this claim poses several problems.

In the first place, the decision-maker may not have “true” preferences at all (Infante et al., 2016; Rizzo & Whitman, 2019; Sugden, 2018). As Infante et al. (2016) and Sugden (2018) argue, the idea of decision-makers having “true” preferences presupposes a model of decision making where an “inner rational agent” with “true” preferences is entrapped in a “outer psychological
shell” responsible for distorting such preferences. However, this model is problematic from both a psychological and philosophical perspective, because the mechanisms occurring in the psychological shell cannot be assumed to simply distort the reasoning process of an inner agent. More plausibly, these psychological mechanisms are an integral part of one’s decision-making process or, as Miettinen (2021) puts it, “are exhaustively and tautologically the whole decision-making process”. This ultimately implies that it may be impossible to separate “true” preferences from distorted preferences, casting serious doubts about whether “true” preferences really exist.

Second, even assuming that “true” preferences exist, it may be difficult (if not impossible) for the policy maker to know them, that is, she may face a “knowledge problem” (Hands, 2021; Rizzo & Whitman, 2019; Sugden, 2018). For example, in the case of the cafeteria line, it is far from obvious that the true preferences of every customer drive him to eat healthily: some customers may very well be satisfied with an unhealthy diet for specific, personal reasons. For instance, a worker may want to consume sugary food to build up energy sufficient to get through the day. Or, as an extreme case, a terminally ill or pessimistic individual may want to indulge in hedonic pleasures given that his life will end soon. And the cafeteria manager may not be aware of these non-standard but true preferences.

These two criticisms cast doubt on the pretense that nudges can align the decision-maker’s behavior with his true preferences, and therefore on the libertarian paternalistic justification of pro-self nudges.

6.2 Inevitable existence of a choice architecture

A choice architecture may influence the individual’s choice in both “good” and “bad” directions, that is, respectively, in directions that increase the well-being of the nudged person or that decrease it. Libertarian paternalism recommends pro-self nudges that steer choice in “good” directions. However, this line of argument raises two issues—one practical, the other ethical.

The practical issue is that a choice architecture, according to some scholars, can be designed without steering the decision in specific directions—that is, in a “neutral” way (Gigerenzer, 2015; Grüne-Yanoff, 2012). As we will discuss in more detail in Section 8, there exists a class of behavioral techniques, termed “boosts,” that aim at enhancing the decision-maker’s own capabilities without driving him to a specific option. So, for example, suppose that a clinician has to communicate to his patient the risk associated with a surgery, and suppose that natural frequencies (“5 out of 100”) are typically more comprehensible than percentages (“5%”). According to Gigerenzer (2015) and boost supporters, the clinician should express such risk in natural frequencies just because they improve his patient’s decision making. In his reply to this critique, Sunstein (2015, 2018) contends that many nudges can enhance decision making as boosts do, such as GPS, reminders, and warning labels.

The ethical issue refers to the intentionality of nudging. Some moral philosophers have argued that there is a significant difference between “allowing” something to happen and “causing” something to happen (e.g., Quinn, 1989). Thus, allowing something (good or bad) to occur as a result of an already existing choice architecture is ethically less problematic than causing something (good or bad) to occur as a result of a choice architecture deliberately designed for that purpose. The difference, in fact, lies in the intentionality of the intervention with respect to the behavioral consequences (Barton & Grüne-Yanoff, 2015).

We note, however, that embracing such philosophical arguments about intentionality risks entrapping the whole policy-making enterprise for good, whether behaviorally informed or not.
In fact, under this perspective, any intervention in one’s environment would be morally wrong because it entails an intentional interference in a certain direction.

### 6.3 Liberty preservation and choice manipulation

Some scholars contend that libertarian paternalism, and hence pro-self nudges, are not as libertarian as Thaler and Sunstein suggest.

A first problem concerns the very definition of “liberty preservation” associated with Thaler and Sunstein’s idea that a policy is libertarian insofar as it preserves freedom of choice. Thaler and Sunstein (2003, 2009) seem to define liberty preservation as the possibility of selecting any of the available options, without restrictions or constraints. If this view of liberty is adopted, then pro-self nudges are adequately justified by libertarian paternalism because nudges cannot restrict the choice set or impose significant costs on the decision-maker.

However, alternative definitions of liberty preservation may pose challenges to this line of reasoning. For example, Grüne-Yanoff (2012) contends that liberal theorists typically adopt a wider definition of liberty, such as the absence of a “deliberate interference of other human beings within the area in which I could otherwise act” (Berlin, 1969, p. 122). Under this definition, libertarian paternalism would limit liberty. In fact, the specific design of choice architecture to attain some behavioral response (e.g., arranging food items in a cafeteria line to promote healthy eating or setting as the default one’s consent to organ donation) is by itself an interference with one’s decision. Hence, libertarian paternalism would not be consistent with libertarian views.

A second problem is that liberty preservation, according to some scholars, does not depend only on whether the intervention restricts the choice set or imposes costs on the decision-maker. For example, Saghai (2013) specifies that the fact that a policy intervention does not restrict the choice set is a necessary, but not sufficient, condition for liberty. In order to be truly freedom-preserving, a policy intervention should also trigger cognitive deliberation, so that the decision-maker can “resist” the nudge, and only then can he preserve his liberty. Nonetheless, as argued in Section 2.3, only those nudges which target System 2 of the mind trigger cognitive deliberation. Therefore, only Type 2 nudges preserve liberty in Saghai’s sense.

Related to this, a third and final problem discussed in the literature is that an intervention that does not trigger deliberation and that exploits behavioral biases in a covert manner can be manipulative. Manipulation entails the subversion of the decision-maker’s autonomy. In effect, Hansen and Jespersen (2013) show that some pro-self nudges, in addition to bypassing cognitive deliberation, are also non-transparent—that is, their existence, means, and intention are not evident to the decision-maker. Hence, these nudges not only limit the decision-maker’s liberty but also his decisional autonomy, which further undermines their justifiability. Thus, ultimately, libertarian paternalism may justify only a subset of pro-self nudges, that is, those that trigger cognitive deliberation and are transparent. Among those nudges that do not infringe on one’s liberty and autonomy, Sunstein (2015, 2018) often mentions GPS, warning labels, and reminders, which are in fact Type 2 transparent nudges.

### 7 JUSTIFYING NUDGES BEYOND LIBERTARIAN PATERNALISM

Because of the limitations of the libertarian paternalist justification, several scholars have put forward alternative justifications for nudges.
7.1  |  Justifications for pro-self nudges not based on libertarian paternalism

We argued in Section 6.1 that several critics of libertarian paternalism deem implausible that nudges can align a decision-maker’s behavior with his “true” preferences, either because true preferences do not exist or because, if they exist, the policy maker may not know them.

Nonetheless, a policy maker may still find it sensible to nudge the decision-maker in a specific direction irrespective of whether such direction is in accordance with the decision-maker’s true preferences. Taking an example from Guala and Mittone (2015), suppose that Ann truly prefers not saving for retirement because currently she is not interested in her standard of living at an older age. Irrespective of Ann’s true preference, the sensible course of action for a policy maker could be to nudge Ann to save for retirement, because this would certainly improve the quality of her life at a later stage.

This would be, as Guala and Mittone (2015, p. 386) define it, a “genuinely paternalistic” stance on pro-self nudging, whereby “nudged individuals are better off independently of their preferences.” Thus, the use of pro-self nudges that aim to foster physical activity or the adoption of energy plans with lower rates is justified on the ground that it is in the individual’s interest to act so because both choices prove better for him in the long run (e.g., better health in the former case, private cost-saving in the latter). Notice that the main difference with hard forms of paternalism would be that nudges remain gentler policies compared to bans or mandates. In fact, instead of nudging the individual to engage in physical activity or adopt cheaper energy plans, a hard paternalist would, for example, make both options mandatory.

7.2  |  Justifications for pro-social nudges

In addition to “genuine paternalism,” critics of libertarian paternalism argue in favor of a “no harm” (e.g., Oliver, 2013; Oliver, 2017) or “political” (Guala & Mittone, 2015) stance on nudges. The idea is that people’s behaviors sometimes generate costs that are not paid by the decision-maker himself (i.e., negative externalities), and nudges may be justified on the ground that they reduce (i.e., internalize) such costs. For example, nudges that foster truthful tax declarations or the adoption of sustainable energy plans can be justified as policies that internalize the negative externalities associated with tax evasion and the deterioration of the planet’s resources. Thus, the “no harm” or “political” stance authorizes policy makers to “intervene to protect other people from the damage that may be caused by irresponsible individuals [i.e., individuals who create negative externalities through their decisions]. Nudge policies are … for the good of third parties that otherwise are going to be harmed” (Guala & Mittone, 2015, p. 392). Ultimately, the “political” or “no harm” stance is that which justifies the use of pro-social nudges.

7.3  |  Justifications based on public acceptance

Finally, a possible justification for nudging, be it pro-self or pro-social, might reside in mere acceptance by the public. Nudge policies often do not require explicit legislation, and therefore for them public acceptance may be more important than it is for taxes and other traditional policies that are approved by parliament or other democratic bodies.
In recent years, several surveys have been carried out to assess people’s opinions on nudging, either at the national level, such as in the United States (Gold et al., 2020; Jung & Mellers, 2016) and the United Kingdom (Gold et al., 2020; Reynolds et al., 2019), or across countries, in both Europe (Loibl et al., 2018; Reisch & Sunstein, 2016) and worldwide (Felsen et al., 2013; Hagman et al., 2015; Sunstein et al., 2018, 2019).

At a general level, surveys seem to indicate high acceptance rates for nudges (Reisch & Sunstein, 2016; Sunstein, 2017b; Sunstein et al., 2018). However, public acceptance varies depending on factors such as the cognitive system targeted by the nudge (i.e., Type 1 vs. Type 2 nudges), policy domain (e.g., obesity vs. organ donation), country, and targeted well-being (i.e., pro-self vs. pro-social nudges).

With respect to the targeted cognitive system, Jung and Mellers (2016) show that US citizens are more favorably inclined towards Type 2 transparent nudges, and that more covert interventions are seen as manipulative; this appears to be a recurrent finding in many surveys (Felsen et al., 2013; Gold et al., 2020; Kasdan, 2020; Lin et al., 2017; Sunstein, 2016). With respect to policy domain and country, people approve of the use of nudges to promote health and safety (Reynolds et al., 2019; Sunstein et al., 2018). Still, there is the important exception of default consent in organ donation, for which the study by Hagman et al. (2015) finds high opposition rates in both samples considered (Sweden and US citizens). Finally, acceptance rates vary based on whether nudges are pro-self or pro-social: surveys show that the public’s attitudes are more favorable in the case of pro-social nudges, such as those addressing tax evasion, obesity, and tobacco and alcohol consumption (Hagman et al., 2015; Reynolds et al., 2019; Sunstein, 2015; see also Sunstein, 2017b).

In sum, the public’s opinions on nudges may be used as a yardstick to validate them and so legitimize their use.

8 | BOOSTS VERSUS NUDGES

In partial opposition to nudges, Grüne-Yanoff, Hertwig, and co-authors have recently proposed alternative behavioral policies they call “boosts” (Grüne-Yanoff, 2018; Grüne-Yanoff et al., 2018; Grüne-Yanoff & Hertwig, 2016; Hertwig & Grüne-Yanoff, 2017). We think it proper to briefly illustrate what boosts are and discuss their relationship with nudges.

Advocates of both nudges and boosts agree that human decision making does not conform to the neoclassical notion of rationality and is often defective. Both seek to change defective behaviors without prohibiting options or substantially changing incentives. However, while nudges attempt to change people’s behavior by exploiting their rationality failures, boosts attempt to help people to overcome such failures. More precisely, Grüne-Yanoff and Hertwig (2016, p. 156) define boosts as behavioral policies that have “the goal of empowering people by expanding (boosting) their competences and thus helping them to reach their objectives.” In particular, boosts can either “change the environment in which decisions are made [or] extend the repertoire of decision-making strategies, skills, and knowledge, or do both” (p. 156).

An example of a boost changing the decision environment is the one already mentioned in Section 6.2, namely, the presentation of risk information in a numerical format that enhances its comprehension. The studies of Gigerenzer and Hoffrage (1995) and of Hoffrage et al. (2000) have in fact shown that people typically have difficulties in solving a problem whose risk information is conveyed in terms of probabilities expressed as a percentage (e.g., “5%”), but when risk information is restated in natural frequencies (e.g., “5 out of 100”), the number of correct responses increases dramatically. An example of a boost that extends the repertoire of decision-making skills
is a diagnostic technique that allows performing quick medical diagnoses based on few, selected physical cues. For instance, Fischer et al. (2002) and Marewski and Gigerenzer (2012) argue that an accurate prediction tool to treat pneumonia in young children can be designed as a simple decision tree based on two simple cues—duration of fever and child’s age. Similar techniques can help laypeople to recognize, for instance, the signs of a heart attack or stroke, and seek timely help (Grüne-Yanoff & Hertwig, 2016).

One significant advantage of boosts over nudges is that the former can be justified without the shortcomings of the libertarian paternalist justification of (pro-self) nudges (see Section 6). In the first place, while nudges are based on the implicit assumption that the policy maker knows the true preferences and goals of decision-makers (see Section 6.1), boosts aim at expanding the decision-maker’s ability to reach his own objectives, “without making undue assumptions about what those objectives are” (Grüne-Yanoff & Hertwig, 2016, p. 156). Moreover, when a boost alters the decision context, it does so to make it more comprehensible or accessible, such as when risk information is restated to favor correct statistical inferences. This implies that boosts allow policy makers to design a choice architecture in a “neutral” way, that is, one that avoids steering a decision in specific directions (see Section 6.2), and one that does not infringe on the decision-maker’s autonomy (see Section 6.3).

Despite these differences, in practice the distinction between nudges and boosts is not always clear-cut. Although Grüne-Yanoff and his co-authors have attempted to lay down a series of separating criteria, boosts still share remarkable similarities with a relevant subset of nudges, namely, Type 2 transparent nudges (see Sections 2.3 and 6.3). In fact, nudges of this type are capable of educating the decision-maker and empowering his decision in a similar fashion as boosts do. Accordingly, the “look right, look left” sign in a London street mentioned in Section 2.3 can be seen both as a Type 2 transparent nudge and as a boost that attempts to lead the pedestrian to adopt safer behavior. Likewise, a boost that teaches the decision-maker to “think” in natural frequencies when confronted with risky choices can be thought of as a Type 2 transparent nudge, since it targets the decision-maker’s reflective system and has the evident purpose of augmenting his statistical literacy.

Besides, while the boost program entails a promising collection of behavioral techniques, the effectiveness and breadth of applications of boosts seem more limited than that of nudges. For example, boosting the decision-maker’s ability to compute the optimal saving rate does not guarantee that the decision-maker will actually start saving for retirement, while a nudge such as the default enrollment in a saving plan might go a longer way. Likewise, boosting one’s understanding of the risk of developing cardiovascular diseases will not necessarily persuade an obese individual to start following a diet, while a nudge might perhaps circumvent his lack of self-control.

In sum, we deem that in some situations boosts actually enrich the toolkit of behavioral policy makers, but we see boost policies more as a complement to than a substitute for nudge policies.

9 | EFFECTIVENESS OF NUDGING

Research demonstrates that nudging can be effective in various domains, such as promoting healthy behaviors, saving for retirement, adopting pro-environmental conduct, and fostering tax compliance.5

Despite the many cases of success, there might be situations where a nudge does not work as expected (Sunstein, 2017a). Even the same type of nudge may work in one scenario and fail
in another. As an example, consider the use of defaults—one of the most effective and robust nudges. The first contributions to document their effectiveness are those by Johnson and Goldstein (2003, 2004), who use an online experiment and data from various countries to show that contexts where the default is to be organ donors see dramatically higher donation rates compared to contexts with the opposite default. The effectiveness of defaults has been subsequently proven in numerous studies and in the most disparate sectors (e.g., Bruns et al., 2018; Cronqvist et al., 2018; Jachimowicz et al., 2019; Venema et al., 2018; Wynes et al., 2018).

However, even robust nudges such as defaults can sometimes fail. For example, in a field experiment by Bronchetti et al. (2013), low-income tax filers could either opt-in to allocate part of their tax refunds to US Saving Bonds (control) or opt-out from a default program that performed this allocation automatically (treatment). Results show that saving behavior did not change across treatments (i.e., conditional on the default allocation) and that this might have occurred, as the authors note, because this segment of the population had strong intentions to spend their refunds instead of saving them.

The assessment of the empirical effectiveness of nudges becomes then a crucial question. In what follows, we address it by focusing on the three specific facets of the effectiveness of nudging that we have referred to or hinted at over the course of the article. Specifically, we proceed to discuss (1) whether making a nudge transparent undermines its effectiveness, (2) whether the targeted cognitive system can predict the persistence over time of the behavioral change, (3) whether nudges work better or worse than standard policies, and (4) whether nudges crowd out or complement standard policies.

9.1 Do nudges work best if non-transparent?

In Section 2.3, it was argued that nudges are transparent insofar as their existence, workings, and intention can be easily reconstructed by the decision-maker. Nonetheless, for several nudges it might be difficult to detect their existence in the choice architecture and reconstruct their workings and intention. In addition to the ethical concerns associated with their use, as already discussed, some scholars have also speculated that nudges that are non-transparent may even work better than transparent nudges. With transparent nudges, in fact, the decision-maker would see through the “trick” and resist the nudging attempt (see, e.g., Bovens, 2009; Grüne-Yanoff, 2012). But is this always the case? Although limited to but a few contributions, research shows that making a default option transparent does not hamper its effectiveness (Bruns et al., 2018; Kroese et al., 2016; Loewenstein et al., 2015; Marchiori et al., 2017; Paunov et al., 2019; Steffel et al., 2016).

For example, Bruns et al. (2018) ran a laboratory experiment where participants were endowed with €10 and asked to donate a portion of it to a “climate protection fund.” In each treatment, the participants could either donate a predetermined amount of €8 or manually insert the value they preferred. In addition, they were exposed either to a message explaining that the “preselected value might have an influence on your decision,” or that “the preselected value is meant to encourage higher contributions for the climate protection fund,” or a combination of both (p. 45). In other words, the experimenters made explicit either the influence attempt, or the purpose of the nudge, or both. Results showed no statistically significant differences with respect to the final contribution across treatments. Thus, this experiment suggests that transparency does not hinder the effectiveness of a default.
In some cases, disclosing a default may even enhance its effectiveness. For example, Paunov et al. (2019) asked participants to imagine they were enrolled in a master’s program and that a set of courses had been preselected for them. The treatment where the default was made transparent (through a brief description of the default effect) displayed higher compliance rates with the default. Besides, participants in the non-transparent condition declared that they felt the university did not approach them in a sincere way. These findings suggest that disclosing the default may have an impact on the perceived trustworthiness of the choice architect and, in turn, on compliance rates.

However, while transparency seems not to diminish a default’s effectiveness and in some cases may even enhance it, further research is needed to understand to what extent this also applies to other types of nudge.

9.2 Do nudges work in the long run?

The second question concerns whether the behavioral change generated by a nudge intervention is persistent over time (Marteau et al., 2011, 2017). There are two channels through which the long-term effect of a nudge may be sustained.

First, a nudge may be implemented in the choice architecture only for a limited time and the behavioral change may somehow persist in the nudged subjects, for example because the nudge created a novel habit (Benedo et al., 2014; Brandon et al., 2017; Burger & Shelton, 2011; Giné et al., 2010). For instance, Burger and Shelton (2011) show that people exposed to signs informing them that most of their peers prefer stairs over the elevator not only adopt the indicated behavior themselves but also adopt it for some time after the signs are removed.

Alternatively, a nudge may be permanently present in the choice architecture and its effect may be renewed each time the decision-maker interacts with it. For instance, Venema et al. (2018) study the long-term effect on a company’s employees of setting their “sit-stand desks” (SSDs) on the “stand” position rather than the “sit” position. That is, by default, employees had to work standing instead of sitting. Results show that after two months around 70% of employees were still working standing, that is, complying with the default. Similarly, Cronqvist et al. (2018) report that a default saving plan implemented in Sweden in 2000 (termed the “Premium Pension Plan”) was still effective in raising saving rates after nearly two decades (2000–2016).

At present, it is still not clear when the effect of a nudge is likely to persist over time and when it is not. One aspect that has been explored is whether the long-term effectiveness of a nudge may depend on being a Type 1 or a Type 2 nudge (Lin et al., 2017).

For instance, Type 1 nudges—that is, those targeting automatic behavior—might work in the long run because they subconsciously create a habit with respect to some action or simply because they override immediate desires, for instance to indulge in unhealthy eating or smoking. And in fact, the contributions discussed above—the SSDs default and the Swedish saving plan—are examples of Type 1 nudges. However, there is not sufficient evidence to confidently state whether or when Type 1 nudges can or cannot produce sustained behavioral changes.

A similar analysis can be applied to Type 2 nudges. These nudges may in principle work in the long run because they educate or persuade the decision-maker at a conscious level of the desirability of some option. An example is the use of messages that attempt to alter the attitude with respect to a certain behavior, such as that towards the use of stairs (as in Burger & Shelton, 2011). Similarly, Alcott and Rogers (2014) document that the behavioral effect of sending energy consumption reports containing a comparison with the energy consumption of one’s peers, albeit
decreasing, was persistent over a period of two years. However, while many Type 2 nudges work in the long run (see, e.g., Bernedo et al., 2014; Kuhfuss et al., 2016; Wakefield et al., 2015; White et al., 2015), research points also to the opposite (Foxcroft et al., 2015). In their comprehensive review of 70 studies, Foxcroft and co-authors found that correcting the misperception of social norms with respect to drinking habits among college students had little to no effect in the long run.

Therefore, while the idea of predicting the long-term effectiveness through the “Type 1–Type 2” lens may be promising, this route still needs further assessment. For example, some additional variables have to be taken into account, such as the credibility of the information source, the specificity of the targeted behavior, and the strength of one’s preferences, intentions, and habits with respect to the behavior to change.

### 9.3 Do nudges work worse than standard policies?

The third question concerns the issue of how effective nudges are in comparison to standard policies. Some researchers have argued that standard policies are more effective than behavioral interventions because the former influence more strongly and more directly the decision-maker’s costs and incentives (see e.g. Baldwin, 2014; Goodwin, 2012; Marteau et al., 2011; Selinger & Whyte, 2012). While this sometimes may be the case, the converse also happens to be true. In fact, there is a flourishing literature demonstrating that nudges can be more effective (and cost-effective) than standard policy interventions (Benartzi et al., 2017; Chetty et al., 2014; Sunstein, 2018).

For example, Benartzi et al. (2017) calculate the “impact per dollar” of both nudges and standard policies to enhance saving for retirement, students’ enrolment in college, energy conservation, and influenza vaccination. Specifically, they evaluate how much every dollar spent on a particular intervention, adjusted for inflation, affected a common dependent variable for that sector (e.g., money allocated to a saving fund). Overall, nudge interventions dramatically outperformed standard policies. For instance, the best performing nudge in the domain of saving for retirement was an “active decision” nudge, which invited new hires in a company to choose their contribution to a retirement fund (Carroll et al., 2009). The best performing standard policy in the same domain was a “retirement savings information” policy, whereby a university’s employees were paid $20 to attend a “benefits fair” to receive information about retirement savings plans (Duflo & Saez, 2003). The best performing nudge achieved a return of $100 for each dollar invested, while the best performing standard policy only achieved a return of approximately $15.

However, in some cases the difference between a nudge and standard policy is less dramatic. For example, Benartzi et al. (2017) have compared a “planning-prompt” nudge, where workers were prompted to write down details about when they planned to obtain vaccinations (Milkman et al., 2011), with an educational campaign that also offered free workplace vaccination (Kimura et al., 2007). The comparison shows that, for every $100 dollars spent, the “planning-prompt” nudge achieved a return of approximately 13 adults vaccinated versus nine for the educational campaign. Considering nonetheless that at least some hundreds of dollars would be spent on an intervention of this kind, the resulting difference would accordingly increase in magnitude; for example, investing $100,000 in the educational campaign would mean 4000 fewer people vaccinated compared to the planning-prompt nudge.

In sum, nudges seem not be overshadowed by standard policies, and in some emblematic cases they perform considerably better, at least under a cost-effectiveness perspective.
9.4 Do nudges crowd out or complement standard policies?

The relationship between nudges and standard policies is not restricted to the issue of their comparative effectiveness, but involves also their possible substitutability or complementarity. Nudges in fact can be perceived as substitutes for standard policies and thus may crowd out the latter.

For instance, Werfel (2017) found that green nudge policies encouraging Japanese households to reduce their energy consumption, e.g., by using fans rather than air conditioning, decreased the households’ support for standard, pro-environment policies such as carbon taxes. Hagmann et al. (2019) conducted a series of experiments in which subjects were asked to decide whether or not to implement a carbon tax policy or a green nudge policy, and found that introducing the green nudge reduced the subject’s support for the carbon tax.

The authors of the two studies envisage a similar psychological mechanism generating this “nudging-out effect,” as it is sometimes called: Individuals perceive green nudges and carbon taxes as substitute means to achieve the goal of climate change mitigation and, when available, they opt for the least burdensome means, namely nudges. This psychological explanation is supported by a further experimental finding of Hagmann et al. (2019), namely that the nudging-out effect disappears when the nudge and the standard policy relate to different policy goals. More specifically, Hagmann et al. (2019) found that a nudge to promote retirement saving diminishes support for social security taxation but does not affect support for carbon taxes.

As Hagmann et al. (2019) notice, the problem with the nudging-out effect is that, if standard policies are in fact more effective than nudge policies, introducing nudges may create “the false hope that problems can be tackled without imposing considerable costs” (p. 485).

Rather than operating as substitutes, in some situations nudges and standard policies can complement each other. According to some scholars (e.g., Banerjee & John, 2021; Bhargava & Loewenstein, 2015; Loewenstein & Chater, 2017), in fact, nudges can be used to enhance the design and effectiveness of standard policies, and vice versa, resulting in what are termed “hybrid” (Loewenstein & Chater, 2017) or “nudge-plus” policies (Banerjee & John, 2021).

For example, a standard policy to increase saving for retirement could make it mandatory for citizens to save a minimum share of their monthly salary, say 9%. However, because of inertia, some citizens may fail to increase their saving rate beyond 9% even if they have the financial resources to do so, and therefore they may still end up saving too little for their retirement. On the nudging side, a policy like “Save More Tomorrow” (Thaler & Benartzi, 2004) automatically enrolls citizens in a saving plan that starts with low saving rates (3.5%) and then, to avoid inertia, increases the existing rate at each salary rise by, say, 2%, until a certain upper bound is reached. Since “Save More Tomorrow” is a nudge policy, citizens are free to opt-out at any moment. As a consequence, some citizens may still fail to adequately save for their retirement. A hybrid policy could incorporate the “increasing-rates” mechanism into a mandatory saving plan. This policy would ensure higher savings for all citizens, because citizens who would normally not save are now forced to do so, and those who would not increase their saving rates because of inertia are now nudged to do so.

10 CONCLUSIONS

In this article we have reviewed the nudge literature by focusing on three key topics—the definition of a nudge, the justification of nudges, and their effectiveness. Among other things, we
have discussed the intricate relationship between nudges and marketing techniques, the possibility of justifying nudges beyond libertarian paternalism, and the effectiveness of nudges as compared to the effectiveness of standard policies. With respect to each of those three topics, we have called attention to some open issues that deserve further investigation. Hopefully, this review will “nudge” future researchers to investigate these still open questions.
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NOTES

1 See Camerer et al. (2003), Sunstein and Thaler (2003), Bernheim and Rangel (2007), Kőszegi and Rabin (2007), Loewenstein and Haisley (2008), Bernheim and Rangel (2009), and Dhami (2016, chapter 22). For reconstructions of the rise of behavioral economics and behavioral welfare economics richer than the one sketched in this section, see Schoemaker (1982), Rabin (1998), Starmer (2000), Frederick et al. (2002), Etier et al. (2012), McQuillin and Sugden (2012), Angner and Loewenstein (2012), Heukelom (2014), and Oliver (2017).


4 We thank one of the anonymous referees for calling our attention to this point.

5 For some examples of nudges promoting health, see Behavioural Insights Team (2016), Lin et al. (2017), Cadario and Chandon (2020), and Gold et al. (2020); for nudges fostering saving for retirement, see Benartzi et al. (2017), Glazebrook et al. (2017), and Cronqvist et al. (2018); for nudges promoting pro-environment conduct, see Schubert (2017), Wynes et al. (2018), Behavioural Insights Team (2020), Buckley (2020), and Daminato et al. (2021); for nudges increasing tax compliance, see Behavioural Insights Team (2016), Kettle et al. (2016), and Antinyan and Asatryan (2020).
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