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A B S T R A C T   

Power and the use of force are central concerns in liberal political theory. Yet, it is claimed that liberal theory 
fails to account for the power that is exerted through, for example, personalised nudging based on Big Data. We 
dispute this claim and through a reappraisal of the concept of negative liberty we show how psychological 
interference can be both coercive and manipulative. This reappraisal is partly achieved through an examination of 
psychological equivalents of physical interference, in order to highlight the arbitrariness of excluding the non- 
physical from consideration. The liberal understanding of liberty and interference here provided enables us to 
see how power is exerted through technology. It thus provides a novel contribution to the analysis of the liberty 
reducing effects of new technologies combined with a lack of privacy and a will to manipulate, based on an 
individualist liberal theory argued to be incapable of just that.   

1. Introduction 

What do we do when intuition tells us that our liberty is threatened, 
yet our theories fail to explain the perceived threats? This might be the 
case for a liberal theorist attempting to come to grips with how artificial 
intelligence, algorithms and Big Data are used in ways that threaten 
liberty. An example we focus on in this article is how personalised 
nudging is used to influence our actions, such as online behaviour, 
shopping patterns, and voting behaviour [1–3]. While power and liberty 
are central concerns for liberals, claims are made that liberal theory fails 
to account for the sort of power that is exerted when new technologies 
are used to influence us more effectively. We aim to refute these claims. 

Karen Yeung [2] uses the algorithms based on big data to personalise 
the experience on Facebook in order to drive and prolong activity on the 
network as an example of potentially manipulative use of technology. 
However, she argues that liberal political theory ’has little to say about 
such techniques – if their use is adequately disclosed and duly consented 
to, there is nothing further of concern: individual autonomy is respected, 
while the market mechanism fosters innovation in the digital services 
industry’ [2]. She argues that liberal theory’s challenges stem from a 
problematic understanding of the ’self and the self-society relation’ [2]. 

This takes us to Julie Cohen [4], who suggests that we need non--
liberal theory to deal with such challenges. She emphasises the need to 
see the social and situated nature of individuals, and argues that much 
liberal theory and the negative conception of liberty prevents us from 

doing so. Cohen argues that much liberal theory is wrong about the 
nature of the self and how new technologies and the lack of privacy 
generates problems, and she goes on to state that we need postliberal 
theory to properly address the challenges of new technologies. While she 
discusses privacy, her argument about why privacy is considered is 
important relates strongly to the challenges related to big data-based 
nudging. The final example of a critic we aim to refute is Tom Good-
win [5], who states it is considered an ’abuse of words’ by those who 
adhere to the negative conception of liberty to say that psychological 
pressure can constitute an infringement of liberty. He argues that 
negative liberty is only concerned with freedom of choice, and that in-
ternal factors – such as ’lack of awareness, false consciousness, repres-
sion’ etc. – will not be considered barriers to freedom. 

If we perceive the threats to liberty posed by new technologies to be 
real, and if the critics are right that liberal conceptions of liberty relying 
on negative liberty are unable to explain these threats without great 
contortion and strain, this might be seen as a reason to move beyond the 
traditional understanding of liberty. We propose, however, that it is 
possible to move beyond a traditional understanding of liberty without 
abandoning liberal theory in the process. We show how various ways of 
interfering with the will of others let actors exert power which consti-
tutes the undue interference that has traditionally concerned liberal 
theorists. A reappraisal of the concepts of interference and negative 
liberty lets us understand the effects of non-physical interference on 
liberty and supports the assertion that the presence of psychological 
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interference enabled by modern technologies are inimical to liberty. 
This phenomenon is exaggerated as privacy is challenged, increasing 
amounts of personal data become available, and new tools for analysis of 
such data are employed in order to exert psychological interference. 

We propose that there are four types of psychological interference: 
coercive threats, lies and deception, rational persuasion and subversion 
of the will. Three of them we consider to be well understood, while the 
last one stands in need of a more detailed exposition. We consequently 
emphasise subversion of the will, which involves the interference by 
others in ways that change what a person wills, by circumventing their 
rational faculties and exploiting subconscious mechanisms. However, in 
order to properly understand what subversion of the will entails, we will 
also need to briefly examine and explain the other types of psychological 
interference. 

Subversion of the will is intimately connected to manipulation, and 
as such the analysis is relevant in connection to debates about the ethics 
of both the specific type of manipulation we detail and nudging as our 
chosen example [6,7], with a particular focus on nudging combined with 
Big Data [1,2]. 

We first present the context of the article and the main example we 
discuss, which is psychological interference in the form of nudging 
combined with new technologies. The main concepts involved are here 
defined. Next, we present a brief account of a fairly mainstream un-
derstanding of liberal theory able to overcome the accusations of the 
critics, as mentioned above. Then the connection between psychological 
interference and liberty is explored. This involves showing how the 
different forms of non-physical power exertions can constitute inter-
ference and reduce liberty. 

2. New technologies and liberty 

As new technologies emerge, debates about their ethical implications 
inevitably follow. The debate we focus on, is the one concerned with 
how our freedom is affected by the rise of Big Data, broadly understood 
as a compound phenomenon in which massive amounts of personal data 
is gathered, analysed, and turned into applications in artificial intelli-
gence systems. 

2.1. When nudge comes to shove 

Schmidt and Engelen [7] argue that digital choice architecture cre-
ates new ethical challenges related to nudging. Nudging is a term often 
used to describe behavioural modification purportedly achieved without 
the use of force [8,9]. However, we will argue that power and inter-
ference is certainly involved [1,2]. In the book that popularised the 
term, Thaler and Sunstein [8] define nudging as: any aspect of the choice 
architecture that alters people’s behaviour in a predictable way without 
forbidding any options or significantly changing their economic 
incentives. 

Nudging was always based on knowledge of human psychology, and 
it is today combined with Big Data and AI, a combination that becomes 
problematic for three reasons. Firstly, personality profiles let us explic-
itly and effectively target people’s weaknesses [1,2]. Secondly, more 
data combined with AI lets us improve general theories of human sus-
ceptibilities [1,2]. Thirdly, it allows for individualised nudges, both in 
terms of content and delivery [1,3]. 

As we focus on the forms of psychological interference that are 
claimed to be beyond the reach of liberal theory, we use the theory of 
nudging, and in particular nudging combined with the technologies of 
artificial intelligence (AI), machine learning and Big Data as our main 
example. This is identified as a key area in need of further research in a 
recent overview of the ethics of nudging [7]. 

Examples of the phenomenon we discuss abound, and can, for 
example, relate to how personality profiles combined with AI is used to 
tailor information in order to get individuals to vote a particular way, 
purchase a particular product, increase their spend on gambling, spend 

more time playing a game or perusing a social network, etc. In most 
cases, the kind of nudging we discuss is at least partially opaque to the 
nudgee. One example could be a political party that devises a campaign 
on social media which presents content describing and showing people 
that the nudgee is known to look up to in situations that hints at this 
person having voted in a particular way right before an election. There 
need not be any explicit call to action, and the desired effect – the person 
voting a particular way – is hoped to be achieved merely by the gener-
ation of positive emotions towards the party. While seemingly similar to 
traditional marketing, this campaign could in theory generate unique 
texts and images for each individual in order to maximize the positive 
associations generated. This increases the chances of successfully 
changing beliefs and behaviour, and avoids the risks of potentially not 
hitting the target or even alienating individuals with campaigns mass- 
produced for far larger groups. 

3. Liberal theory 

In order to understand whether psychological interference can 
reduce liberty, we must establish what liberty is. Freedom, says Sunstein 
[10], really means navigability, while freedom of choice has been most 
heavily emphasised in nudge theory, as it allows for nudging to be lib-
erty compatible [8–13]. This choice is based explicitly on Milton & 
Milton’s [14] Free to Choose and suggests that the liberal theory of 
nudging is tightly linked to economic liberalism. Sunstein explicitly 
states that abstraction is dangerous, and that he has little interest in 
concepts such as positive and negative liberty [10]. In recent literature 
on the effects of technology, concepts such as power and freedom are 
often invoked without being imbued with much specific content [15, 
16], but we argue that understanding these concepts is crucial for 
developing an understanding of the effects of technology. 

Isiah Berlin [17] stated that attempts to twist words into something 
they are not is dangerous, and that ‘everything is what it is: liberty is 
liberty, not equality or fairness or justice or culture, or human happiness 
or a quiet conscience’. We will add that liberty is not merely naviga-
bility. Furthermore, Berlin’s distinction between negative and positive 
liberty has been the topic of great engagement for over fifty years for a 
reason [18]. Of particular importance, as noted in the introduction, is 
the conception that negative liberty is solely focused on the use of 
physical force. 

In addition to fundamental differences of opinion about what liberty 
really is, new technologies are argued to expose the weakness of the 
entire liberal agenda, as liberal theory supposedly cannot explain why 
purported obvious threats to liberty are in fact threats. 

We have seen how Yeung [2] states that liberal political theory 
cannot see such nudges as threats to liberty if there is transparency and 
consent. Such a position implies that liberal theory offers little in terms 
of protecting individuals from, for example, deceit and other forms of 
manipulation, provided that attempts are made to inform and secure 
consent, even if both the information and the consent is superficial [19]. 
While this may be true for some of the market-oriented variants of lib-
eral theory – in particular classical economic liberalism – it is not true for 
the liberal theory in general. 

3.1. Liberty 

Liberty can be described as a triadic relation describing the liberty ‘of 
something (an agent or agents), from something, to do, not do, become, 
or not become something’ [20]. For a liberal, restrictions of liberty will 
usually stand in need of justification [21], and when there is no 
acceptable justification, we consider the reduction of liberty to be ille-
gitimate. When one focuses on freedom from interference, imposed 
upon us by other people, we deal with the concept of negative liberty 
[17]. Berlin focused on the actions of other people, and in this article we 
restrict our analysis to the actions that are morally attributable to other 
human beings [22]. This entails that interference need not be 
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intentional, and that playing a mere causal role in an outcome – causal 
attribution – is considered neither a practicable nor useful criteria of 
attribution of interference. Interference can occur through negligence, 
and people causally involved in the interference might not be considered 
responsible. 

If we emphasise what we have the freedom to do, and to become, we 
are usually considered to wander into territories of positive liberty, or 
self-mastery [17,22]. Negative liberty, as opposed to positive liberty, 
usually involves distinguishing between formal liberties and the condi-
tions that make these liberties useful [23]. It also entails an emphasis on 
people’s empirical selves, and a rejection of external efforts to help 
people realize their authentic selves. The latter means that others cannot 
decide for me what I should like, and, for example, force me to be free 
despite my experienced preferences and intentions [17]. While positive 
liberty is a valuable concept, it is also a form of liberty often associated 
with non-liberal theory [4]. 

In this article we consider liberty to consist in non-interference, and 
the following account of psychological interference shows how the 
exertion of non-physical power can constitute interference. Liberal 
theory encompasses a much broader group of theories than those built 
on most directly on the conception of negative liberty, however, as is 
shown by how liberals such as Mill [24] and Tocqueville [25] were 
deeply concerned about non-physical forms of power [26,27]. Our goal 
is to highlight how such concerns can be addressed without abandoning 
the notion of non-interference as the key determinant of whether the use 
of power – physical or psychological – infringes on liberty. 

Liberty, as we use the term, consists in the absence of interference. 
Social liberty, as here examined, is exclusively concerned with the 
interference that is attributable to other human beings. Natural laws, or 
objects, will not be considered as interference. If nature nudges, as 
Sunstein [11] says that it does, this might be annoying, but not liberty 
reducing. If a rock blocks our path, or if we are not strong enough to 
remove a tree in our path, this does not involve a loss of liberty, unless 
these were placed there by humans in order to hinder us. If someone 
builds a wall to stop us from going where we have a legal right to go, 
however, this is interference. 

Critics will sometimes argue that such examples are all that can be 
explained with negative liberty, and that it is powerless to describe what 
happens when threats, manipulation, and other non-physical forms of 
power is exerted. If a person threatens to hurt me if I move past a certain 
point, for example. Or if they deceive or manipulate me into not doing 
the same. These examples involve the use of power, and one modern 
example could be the active use of social contagion on social media to 
get individuals to vote, or the instrumental use of reward mechanisms in 
order to make me spend more time on a particular game or application 
[28,29]. Yeung [2] states that her theory is liberal, but that the 
conception of negative liberty will not suffice, while Cohen [4] explicitly 
states that postliberal theory is necessary for understanding such cases of 
psychological interference. We aim to show that their rejection of 
negative liberty is unnecessary if psychological interference is properly 
understood. 

3.2. Power, interference, and the will 

Power and liberty are intimately connected, as it is the exertion of 
power that can constitute the forms of interference that reduces liberty. 
The very notion that liberal theory cannot account for non-physical 
power seems almost ludicrous when one considers the great detail in 
which various forms of social, moral, persuasive, and manipulative 
power have been described by liberals. We acknowledge different forms 
of power as potential sources of interference, but focus in particular on 
episodic power, which is the relational power someone has over another 
in a particular context [30]. This is the form of power in which various 
forms of psychological power is most often discussed, and Sattarov [30], 
in his book on power and technology, uses nudging as a specific example 
of manipulation. 

To understand how the technology-enabled exertion of non-physical 
power can reduce negative liberty, we propose to focus the analysis on 
the will of a person. First of all, we will not attempt to settle the question 
of how the will is formed, and whether or not it is determined, or free. 
Ours is a compatibilist theory of free will [31]. For example, according 
to Hobbes [32] the will is the end of deliberation – our decision to act, or 
not act, based on the consideration of our appetites and aversions. 
Freedom, for Hobbes, consists in acting in accordance with our will, and 
not being prevented by others. This is actional liberty which, according 
to compatibilists like Hobbes, is compatible with volitional determinism 
[33,34]. We argue that our account of psychological interference is 
compatible both with determinism and alternative views on the freedom 
of the will, as it is focused on attempts to make a person act against their 
will, or change or subvert a will that is already formed. 

A slight reformulation of the type of liberty we are concerned with is 
that liberty consists in acting in accordance with our will, as far as this 
will has been formed in the absence of morally attributable interference. 
When people ask or convince us to do something, this is not necessarily 
problematic. When they threaten us to act in defiance of our will, it is a 
problem. When people subvert our will by nudging us towards actions 
we originally had no will to perform, this is also problematic. 

4. Psychological interference 

What is psychological interference, and how can liberal theory deal 
with it? In the following we show why we disagree with Goodwin [5] 
who argued that proponents of negative liberty consider it an ‘abuse of 
words’ to portray psychological factors as obstacles to negative liberty. 
However, there are several forms of psychological interference, of which 
coercive threats, lies and deceit, and rational persuasion, are familiar 
forms. Subversion of the will, closely related to manipulation, is the form 
of psychological interference most emphasised here, as it is the form 
least understood, and most important for proponents of negative liberty 
to be able to explain if the concept is to retain its practical usefulness [6]. 
We here note that manipulation is a term encompassing several forms of 
psychological interference, and that subversion of the will is one type of 
manipulation. 

4.1. A taxonomy of psychological interference 

In order to explore the different types of psychological interference, 
we present the taxonomy shown in Table 1. 

The key dimensions of psychological interference are transparency 
and relation to the will of the target. Transparency relates to the openness 
of the intentions of the one who exerts psychological interference, 
whereas the effects on the will of the target describes whether the will is 
defied, changed or subverted. A change of will involves a rationally and 
consciously appreciated change of will, while subversion of the will in-
volves that the will is changed without the target realizing that this has 
occurred. 

Coercive threats generally consist in conveying to an individual that 
if they take action X, action Y will follow. If the operator of a social 
network does not want users to post particular images, for example, they 
could warn a user intending to do so that they will be banned or 
excluded if they do so. The threat is open, and it does not change the 
desire to post the image, but aims to ensure that the individual 

Table 1 
Taxonomy of psychological interference.  

Type of psychological 
interference 

Transparency of 
intentions 

Effects on the will of the 
target 

Coercive threats Open Defies/renders irrelevant 
Lies and deceit Concealed Defies/renders irrelevant 
Rational persuasion Open Changes 
Subversion of the will Concealed Subverts  
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suppresses this desire and refrains from posting. 
Lies and deceit involves making an individual act on false premises. 

A simple example could be a dating app that promises users who pay for 
a premium subscription that they will get preferential access to attrac-
tive members on the app. If such access is not granted, but the user has 
no way of revealing this, their will would in practice be rendered 
irrelevant. By using personal data, it will also be able to tailor such 
deception so as to most effectively produce believable lies that will be 
acted upon. 

An example of rational persuasion could be efforts to convince a 
person to vote for a particular party by presenting an automated analysis 
of how this person’s preferences and interests align with the goals and 
values of each party. If this is done without resorting to the subconscious 
mechanisms often associated with nudging, the communication will be 
open, and if it manages to change the will of the individual, this change 
of will has occurred through an open and transparent process. 

Subversion of the will, on the other hand, attempts to change the will 
of a person without transparency, and this is, we argue, far more 
problematic than rational persuasion. The difference between these two 
types is illustrated by the preceding example and then one presented 
earlier in the article, in which personality profiles and AI is used to 
attempt to change the will of the person without doing so explicitly or 
through transparent and open means. This latter type is clearly a form of 
manipulation, but as we stress in this article ’manipulation’ as a concept 
is perhaps too broad to be analytically useful. 

Wood [35] distinguishes between three forms of manipulation, 
which is, as described, an umbrella term: deception, ‘pressure to 
acquiesce’, and ‘playing upon emotions, emotional needs or weakness of 
character’. The first and the last is contained in what we call subversion 
of the will, while the second, when problematic, is conceived of as a 
coercive threat. That both lies and deceit and other forms of subversion 
of the will is contained in manipulation is also seen in how the term 
psychological manipulation is used in the context of psychology [36,37], 
in which lies, lies by omission, concealment of facts, etc, are included. 

Faden and Beauchamp [38] use the term psychological manipulation 
for ‘any intentional act that successfully influences a person to belief or 
behaviour by causing changes in mental processes other than those 
involved in understanding’. Manipulation, according to Raz [39] ‘per-
verts the way that person reaches decisions, forms preferences or adopts 
goals’ and thus violates the independence condition for autonomy. 
Noggle [40] defines it as being ‘led astray’ by the use of various psy-
chological devices. Manipulation is different from coercion, as ‘being 
manipulated never entails being a fully passive victim or instrument’ – 
the manipulated remains the one in charge, so to speak, acting volun-
tarily [6]. When a person with freedom of choice is nudged towards a 
particular choice, this can thus still involve manipulation. 

Considering the dangers of a lack of privacy combined with new 
technologies, it is subversion of the will through manipulation that is 
most in need of explanation, as this phenomenon is often not given 
sufficient attention in liberal theory [41]. 

4.1.1. Coercive threats, lies and deceit 
We define coercive threats as open attempts to make a person act a 

certain way despite the person’s initial will to act otherwise. Coercive threats 
are open communications aimed at making the target act in a certain 
way despite their will. Coercion is understood as interference with a 
person’s options, and we here limit the discussion to coercive threats, 
and not physical coercion. A coercive threat occurs when person X states 
that they will do v if person Y does w [39]. This could also be the defi-
nition of any kind of promise, and we will add that a coercive threat 
requires v to be perceived as undesirable by Y, and we will assume that X 
desires Y not to do w. This would be a coercive threat if Y expects X to 
follow through, and if v and w together is evaluated by Y to be better 
than not doing w (v + w < !w). 

We see that it is the belief of Y that matters, and not X’s actual in-
tentions to follow through. This approach differs from Carter’s [22] 

understanding of such threats, where it is only considered coercive if it is 
actually executed. However, people act on the basis of the consequences 
they believe will follow should they perform some action [39]. A bluff 
that is believed will thus affect behaviour just as much as communication 
of true intent. When we threaten someone, we aim to give them a reason 
to act in a certain way. When the threat is credible it is such a reason 
[39]. Since people act on reasons, their actions are clearly affected by 
the external imposition of reasons, even if such threats do not make ac-
tions physically impossible. 

Some threats are legal, while others are regulated by law. However, 
even lawful threats may be considered morally problematic, and liberty 
reducing. The fundamental issue is that a coerced, or forced, person acts 
against his will, as the coercer ‘subjects the will of another to his own’ 
[39]. Liberty is reduced because a) the person forcing ‘directly intends 
them to conform to his will’, and b) ‘the coercer aims at and succeeds in 
forcing others by restricting their options’ [39]. According to Wood 
[35], coercion consists in having no acceptable alternatives, and in such 
a situation, one could reasonably be said to be subject to coercion. The 
question is not if we have alternatives, but if any of them are acceptable 
– an idea which Rebonato [42], in his critique of nudging, has described 
as the problem of ‘nominal freedom of choice’. 

The word threat is used in a broad sense in common language, and 
we might, for example, speak of a threat of high social costs occurring 
from not joining popular social media sites [1]. This is, however, not a 
threat easily attributable to human actors in accordance with the prin-
ciple of moral attribution, and is more akin to a natural necessity (albeit 
changeable through regulation, as we will return to). Another example 
could be the threat of invisibility perceived by users of Facebook, if they 
do not adhere to the logic imposed by the site’s algorithm [43]. If such a 
threat is made explicit by the designers, with the intention of fostering a 
particular behaviour on the site, this could be perceived as coercive, but 
only if the user did not have the choice of leaving the platform. 

Physically, coercion involves the removal of options, such as erecting 
a wall blocking a path someone wanted to walk. The psychological 
equivalent of this is creating a situation in which a previously available 
action becomes practically inaccessible due to the consequences asso-
ciated with it. Just like crossing a moat of alligators is still a hypothetical 
(but risky or costly) alternative, defying a coercive threat is hypotheti-
cally possible, but also costly. A nudge parallel may be that of the social 
norm nudge, whereby threats of social scorn and stigma often motivate 
the actions of individuals [44,45]. 

Lies and deceit are other instances of psychological interference 
applied to make a target act in defiance of their own will, but without the 
interference being transparent. Sophisticated phishing attempts online, 
for example, would be an instance of lies and deceit aimed at eliciting a 
certain behaviour by obscuring the actual conditions acted upon. Like 
the physical equivalent of a concealed trap door, deceit involves action 
taken on faulty premises. It is manipulation, but it is different from 
subversion of the will, which is not directly deceitful, as it does not 
involve a factual misrepresentation of the conditions the target acts 
upon. Lies and deceit are partly regulated by law, and liberal theory is 
demonstrably already capable of dealing with this form of psychological 
interference. 

4.1.2. Rational persuasion 
While coercion is akin to barbed wire fences, rational persuasion is 

more akin to paths in an open field – indicating and suggesting where to 
go, without any change of conditions to make it harder to navigate 
outside of the path. Relatively harder, sure, but this is acceptable. 
Rational persuasion consists in: attempts to change another person’s will 
through the use of rational arguments, and not through lies or deceit. 

If you have the rhetorical gifts and psychological expertise to make 
someone do what you want them to do, without resorting to physical 
force, is this necessarily unproblematic for a liberal? For Berlin [17], it 
seems that the inability to resist such power does not lead to a loss of 
negative liberty. He seems to liken the lack of willpower, intelligence 
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etc., to a lack of money, and people without money are not unfree simply 
because they cannot afford to buy the things they desire [17]. They have 
theoretical freedom to buy whatever they want, but their lack of money 
makes this freedom less valuable. 

Similarly, the target of persuasion clearly has the theoretical option 
of rejecting your arguments and choosing different courses of action. If 
their limited mind makes this impossible for them, however, these op-
tions are clearly not of much value – just as the Lamborghini dealer next 
door is of little value to the poor person. This clearly shows the conse-
quences of separating liberty from the conditions of liberty [17]. 
Knowledge is power, Thomas Hobbes [32] famously stated, and 
knowledge of individuals could directly generate power over them, as it 
can be used to determine what sort of arguments are most likely to 
succeed based on their personality, preferences, and interests. Further-
more, knowledge and access to information also creates a sense of au-
thority, which is in itself a form of episodic power [30]. 

If we pursue Berlin’s line of thinking a bit further, we can ask 
whether the arguments for distinguishing so clearly between physical 
and psychological interference might be overstated. If someone strong 
attempts to coerce you to remain in the office by blocking the door, how 
is this different from the foregoing examples? You clearly still have the 
theoretical option of removing them, but your physical weakness makes 
that option less valuable. If this analogy between physical and psycho-
logical interference is accepted, much analysis of the concept of negative 
liberty needs to be reworked. Freedom from obstacles would also apply 
to obstacles of a non-physical nature. 

While we believe such exertion of power cannot be regulated, it re-
mains pertinent to ask whether or not a person with great psychological 
power can freely exercise this power and change the wills of those 
without the means to resist, without this affecting their liberty. While 
great psychological variations have created situations in which the 
persuasive attempts of one actor seem irresistible for another long before 
the arrival of modern technology, this challenge is now exacerbated. 
Detailed personality profiles and the means to personalise the message, 
its shape or wording, and the timing of persuasion to be maximally 
persuasive, exaggerates the power of those with access to data and 
algorithmic power [1,3]. We might also consider information and 
reminder ‘nudges’ as really being attempts to inform and persuade 
people by appeal to rational faculties, and such efforts are made more 
effective with new technology. 

This also clearly shows how psychological interference is relational 
and situational, and why an appeal to the ‘average’ person will not 
suffice unless one focuses on policy based on utilitarian considerations 
[46]. It also pushes nudging into the realm where liberty as freedom of 
choice fails, as we can imagine increasingly personalised nudges 
resulting in an ever-greater proportion of the population ‘following the 
nudge,’ with alternative ‘choices’ existing so as to maintain the illusion 
of freedom of choice [42]. 

4.1.3. Subversion of the will 
Subversion of the will is: a successful attempt to subvert a person’s will 

through various techniques and mechanisms that are not transparent to the 
target. This involves subverting ‘the rational self-government of the 
person’ [35]. Gorin [47] refers to this as the Bypass or Subvert View of 
manipulation. While some argue that manipulation can be overt [48], 
subversion of the will is covert, in the sense that the target of subversion 
is not aware of the subversion. Subversion might be overt in the sense 
that there is no attempt to hide it on the part of the influencer, but the 
target may still not perceive, or be incapable of understanding, the ef-
forts. As we consider morally attributable interference, subversion might 
occur through a combination of intentional or neglectful actions, and 
while the subversion might be perceived by some, and is in principle 
perceivable, it will only be considered subversion of the will when the 
target cannot reasonably be assumed to understand the process. While 
there is some responsibility for due diligence on the part of the sub-
verter, we could simultaneously require a reasonable effort to notice 

what occurs from the target of subversion. 
Proponents of nudging tend to prefer to frame the subversion of the 

will not as bypassing rational faculties, but as targeting what they call 
shallow cognitive processes; another way to avoid the label of manipu-
lation is to redefine rationalism [7]. We prefer not to reframe rationality 
in order to refer to something other than our reasoning and deliberative 
faculties, and much that is called nudging will consequently clearly be 
manipulative [30]. Furthermore, the close association nudging has with 
so-called libertarian paternalism [8] leads some to argue that the pur-
ported intention of nudges – to leave individuals ‘better off’ – indicates 
that it would be wrong to consider nudges manipulative [49]. While 
pragmatic arguments may be made which synthesise the intention of 
those nudging, we consider subversion of the will to be mechanistic and 
process oriented, and not related to the outcomes intended by the 
manipulator. 

Nudging aims at changing the will of actors by providing them with 
reasons to act that does not necessarily align with the individual’s will, 
and thus perverting their decision-making process. Faden and Beau-
champ [38] also seem to regard common rhetorical instruments as 
manipulative, as manipulative strategies include, for example ‘flattery 
and other appeals to emotional weaknesses, and the inducing of guilt or 
feelings of obligation, all of which can successfully influence a person to 
act as the manipulator intends’. Brainwashing and subliminal suggestion 
are other examples of how subversion of the will could be construed as 
inimical to liberty [22,38]. 

We focus on a less obvious form of manipulation, which relates 
closely to the techniques of nudging. Subversion of the will could 
involve, for example, appeals to known personal biases or irrational 
proclivities, instead of appealing to a person’s rational decision-making 
faculties. While we constantly make decisions under the influence of 
such irrational mechanisms, the morally attributable exploitation of such 
mechanisms is of special importance, as they are the most difficult to 
handle with traditional theories of liberty. 

Manipulation consists in perverting the way a person makes decisions 
in order to subject the will of the agent to that of the manipulator. In 
terms of nudging, the manipulator is the so-called choice architect. An 
example would be to use knowledge of a person’s susceptibilities, and 
general knowledge of human psychology, to deliver notifications, alerts, 
and content, that makes a person spend more time on, for example, a 
social media site [29]. Facebook’s social contagion experiment, 
encouraging (successfully) people to vote by appeal to non-rational 
mechanisms, is another clear example of how psychological interfer-
ence is used to manipulate [28]. 

The degree of freedom we have is often illustrated by the metaphor of 
doors available to us [50]. However, as Berlin makes clear, liberty is not 
simply about how many doors are open and closed, but how open they 
are. This relates to the definition of manipulation as ‘the direct modifi-
cation of the options available to a person with the intent, which is 
successful, of modifying the person’s behaviour or beliefs’ [38]. As we 
have noted, psychological interference can target behaviour directly, or 
indirectly through changing a person’s will, or beliefs. It is thus worth 
distinguish between behaviour and beliefs when examining psycholog-
ical interference. 

Technology is constantly used to rearrange the ‘doors’ we encounter 
online, and to manipulate us into changing our behaviour when we 
choose which products to purchase, ads to click, new articles to read, 
and people to befriend. The doors of our lives are constantly rearranged 
both by algorithms set free to maximize certain variables, or by people 
intentionally rearranging them to elicit a particular behaviour through, 
for example using default options, framing, or providing strategic an-
chors [9]. Such actions, we argue, are actions morally attributable to 
identifiable persons and companies, and constitute clear forms of 
interference. 
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5. Why a liberal should care 

Liberal theory is based on the premise that power must be limited in 
order to protect individual liberty. Such a theory would be destined for 
the graveyard if new technologies and types of power exercised through 
them changed the relationship between power and liberty in such a way 
that the theory became unable to satisfactorily deal with it. While 
physical interference is still of importance in the modern world, it has 
become clear that modern technology creates a condition in which 
psychological interference becomes more effective, and certain types of 
such force have traditionally not had a prevalent place in liberal theory – 
particularly not the strands based on a negative conception of liberty. 

A free person can be said to be a person who is competent, has 
choices, and is independent [39]. If this is what freedom is, the elimi-
nation of choices, manipulation, and coercion, are all clear forms of 
interference when they are morally attributable to other persons. All 
these phenomena can occur through psychological interference, and 
liberal theory thus provides clear reasons to object to the non-legitimate 
exertion of non-physical power. Manipulation is a broad concept, 
however, and it is important to distinguish between the various forms of 
psychological interference, as we have here done. 

Furthermore, a free person’s will ought to be respected, to the degree 
that they are allowed to act in ways that lets them identify with, and be 
loyal to, their own will and their own choices [39]. Coercive threats 
clearly break with such demands, and we argue that subversion of the 
will does the same. The first forces a person to act against their will, 
whereas the other uses manipulation to change their will in ways not 
perceived by the actor. 

It is, however, difficult to argue that rational persuasion infringes on 
liberty, as the person who is persuaded will both be acting according to 
his changed will, and he will also identify with his own actions and 
choices. The target of subversion will also often identify with his sub-
verted will, but this is not acceptable, and is akin to the problems related 
to achieving freedom by merely eliminating, forcing, or in other ways 
pressuring a person to desire something he previously did not [17]. The 
objection is based on the process of change, and not the act of changing a 
will per se. Non-liberal theory and positive liberty opens the door for 
paternalism and forced freedom, whereas liberty based on 
non-interference does not. In this sense, negative liberty combined with 
a proper understanding of psychological interference provides a stron-
ger defence against interference than the ones based on positive liberty. 

The problem with new technology is two-fold. First, the tendency to 
gather more personal data allows for in-depth knowledge of our psy-
chological make-up. Secondly, technology is used to analyse this data 
effectively and to exert psychological interference in a personalised 
manner. This clearly shows that knowledge is indeed power, and that 
privacy is key for preserving our ability to resist new forms of psycho-
logical interference. Saghai [46] is right to emphasise resistibility and 
control in the examination of manipulation, and new technology makes 
old forms of manipulation both less resistible and more controlling than 
they have been historically [7]. 

Yeung [2] states that disclosure and consent is all that a liberal de-
mands, but this is clearly not satisfactory, unless the target of psycho-
logical interference properly understands the consequences involved. 
This is of importance in relation to the collection and use of data in our 
modern societies, which in turn is related to the creation of personality 
profiles and more effective means of subverting people’s will through 
the ‘hypernudge’ and large-scale behavioural modification [2,16]. 
While rational persuasion is, or at least could be, an attempt to foster 
proper understanding, nudging and subversion of the will could thrive 
on obfuscating what actually occurs and on exploiting the resulting lack 
of such an understanding. Even when this is argued to be in our own best 
interest, the process is objectionable. This distinguishes our negative 
liberty-based case against psychological force from arguments based on 
paternalism and positive liberty. 

In order to preserve liberal freedom, government must first ensure 

that enough privacy is preserved for people to be able to develop the 
capacities required for achieving a minimum level of understanding of 
consequences and of being able to resist the force of others. Without 
such capabilities, it is senseless to speak of a free person, as available 
choices and independence is worthless without a basic competence and 
the ability to form preferences, make choices, and without a minimum 
level of psychological interference by others. An example of this line of 
argument is presented by Smith and de Villiers-Botha [51], who argue 
that children have not yet developed preferences which can be nudged, 
and should therefore be shielded from such interference. 

While psychological interference may be problematic, as far as it is 
can be liberty reducing, a liberal has no problem recognising that it will 
at times be both necessary and beneficial for society if the government 
interferes in ways categorised as psychological interference, just as it can 
at times use physical force. Transparency is, however, important, and it 
will still be manipulation or coercion, and should not be euphemised in 
order to facilitate its acceptance. Consequently, referring to nudging as 
something which is freedom preserving is one particularly relevant form 
of portraying actual interference as something less objectionable than it 
might really be. This is of importance to contemporary research in 
behavioural science. While recent work would suggest revealing the use 
of nudges to individuals does not invalidate the effect of the nudge [52, 
53], we must recognise this is neither sufficient to address all demands 
for transparency, nor sufficient so as to render the nudge not 
manipulative. 

On the first point, revealing the presence of the nudge leaves many 
more details shrouded – what biases are being targeted, why this 
particular nudge, who decided that nudges should be used and what 
criteria determined how we should be nudged? Transparency, from the 
perspective of liberal theory, may demand much more revelation than 
merely divulging the use of a nudge. One argument, increasingly 
tempting as surveillance technology expands, is that many of these 
questions are moot provided they are based on detailed, personalised 
profiles of decision-makers [54]. How, so the argument may go, could 
transparency be an issue, when the basis for any intervention is the in-
dividual facing the intervention? Such an opponent may even recognise 
some objectionable qualities of some nudges, but note that provided the 
nudge is personalised to the individual being nudged, the minimum 
level of harm, and thus the minimum level of objection, could be raised 
[55]. Yet, this is a false argument, for no record of a person is sufficient 
to perfectly describe a person. A personality profile based on five 
seemingly dominant traits, for instance, is not an accurate picture of a 
person’s personality. It is merely a convenient abstraction. It is this 
abstraction upon which interventions are designed and built, and it is 
against this abstraction that questions of transparency re-emerge: why 
that particular model of personality, why that means of analysis, why 
that observation and why that frequency of observation, and so on [54]. 
When a person is nudged, even when the nudge is transparent, the 
various decisions which are necessarily involved in designing the nudge 
remain hidden. 

On the second point, simply because an individual follows a 
manipulative act once made actively aware of the manipulation does not 
mean the act is no longer manipulative – they may simply accept the 
manipulation. For instance, Loewenstein, et al. [56] have investigated 
the effectiveness of nudging in a hospital setting. These authors find 
that, when it is revealed to patients that they are being nudged, patients 
do indeed accept the nudge. In doing so, one could argue that these 
patients cannot be being manipulated. Yet, it may be less that the pa-
tients accept the nudge, and more that they trust the doctor who appears 
as the choice architect implementing the nudge. Another study, which 
attests to this proposition, is given by Tannenbaum and Ditto [57], who 
find that students who trust their teachers are more likely to follow an 
assignment submission schedule set by the teacher, than choose their 
own schedule. As above, this says little about the nudge, but a great deal 
about the dynamic of the decision-maker and the choice architect, and in 
particular how authority is a form of episodic power [30]. To infer, 
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based on this dynamic, that the mechanism utilised (i.e., nudging) is not 
manipulative is to wrongly assign acceptance of the choice architect to 
the nudge. Indeed, one might wonder why a nudge would even be 
necessary in such instances where the decision-maker trusts the choice 
architect. 

If we do accept the importance of psychological interference, we also 
see how privacy relates to it. As privacy helps protect individuals against 
targeted efforts to manipulate and coerce through the perversion of our 
perceptions of the world and decision-making processes, a strong 
argument can be made both in favour of personal attempts to protect it 
and stronger government regulation in order to coerce it [27,58,59]. 

6. Conclusion 

The conception of negative liberty here developed helps us under-
stand how psychological interference can reduce liberty. Psychological 
interference is most clearly understood when seen in relation to the 
target’s will, and it involves a) making the target act according to the will 
of another by threat or deception, b) changing the target’s will through 
persuasion, or c) subverting the will of the target by clandestine means. 
Such power – in particular in relation to episodic power and types of 
manipulation – is augmented by new technologies and a lacking un-
derstanding of the value and liberty preserving function of privacy. 

Psychological interference can involve both the interference in a 
person’s options – coercion – and the perversion of their decision-making 
preferences through lies, deceit and subversion of the will. We thus see 
how we can understand the non-physical aspects of coercion and 
different types of manipulation, and the fact that such efforts are inim-
ical to liberty – without resorting to non-liberal theory and positive 
liberty. 

Coercive threats directly interfere with our options, and while some 
forms may be illegal, even legal threats may be seen as liberty reducing. 
Nudging and other efforts to subvert our will arguably pervert our 
decision-making processes and make us act according to reasons and 
intentions we do not identify with. When we demand that people 
identify with and understand the reasons they act on, the idea of 
nudging becomes largely untenable, and the attractiveness of replacing 
it with rational persuasion becomes apparent. When we care about pro-
cess, and if we are wary of the dangers of extensive paternalism, the 
difference between nudging and rational persuasion is clear, and liberal 
theory based on non-interference is capable of fostering understanding 
and preventing objectionable forms of psychological interference. 

Our liberal theory implies that government has a crucial role to play 
in dealing with the threats of psychological interference, and it is a dual 
role. The government should limit both public and private interference 
with liberty. At the same time, it must secure conditions of liberty for its 
citizens. This requires both the power and willingness to acknowledge 
the challenges associated with psychological interference, and to regu-
late and control the exercise of it, including through new technologies. A 
key aspect in controlling these elusive forms of power is to regulate their 
very foundation, by protecting privacy and preventing actors from 
gaining the opportunities to exercise effective psychological 
interference. 
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